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CONTROLLABILITY OF 

• TWO-LEVEL LINEAR DYNAMICAL SYSTEMS 

by 

WAN-LIN KIANG 

ABSTRACT 

The mathematical model of a two-level linear 

dynamical system is constructed. Controllability of 

such systems is then defined and studied. The relevance 

of the model to possible applications is demonstrated 

by examples. 

The problem of coordination is the primary concern 

in the present research. The schemes of coordination 

are to be conducted by the superemal using Image, con­

straint, goal, and interaction interventions. These 

terms are defined and their relations with above 

mentioned mathematical model and controllability of 

the system are then explored. 
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CHAPTER I 

INTRODUCTION 

1.1, Motivations and. Objectives 

The notion of multi-level system has been a 

subject of study for some time. In its broadest sens?, 

the concept of multi-level system has been associated 

with the description of human organization, for instance, 

the corporate stucture of a large business organization. 

Also, the concept of multi-level system has been associated 

with large complex physical systems, such as an integrated 

steel mill. These systems are usually too complex to be 

analyzed as a whole. Consequently, the problem of 

decentralization of control has become a very active 

center of investigation. In orther words, it is the 

problem of decomposition for large scale systems that 

has received most attention. This Is by no means not 

justified, but we still feel that contributions to 

multi-level systems theory can be made via a different 

approach. 

In order to explain the rationale behind the present 

research, we shall first try to answer several questions.* 

1 
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(i) What is a multilevel system? (ii) What structure 

characterizes a multi-level system? (iii) What are the 

special properties of a multi-level system? (iv) How 

should a multi-level system be studied? 

To answer the first question, we shall understand 

a multi-level system as a group of interacting goal-

seeking subsystems arranged in an hierarchial order. For 

the moment, we shall only say that such a hierarchial 

order exists if the activities of certain subsystems 

are supervised by other subsystems. At the same time, 

a goal-seeking activity is also assigned to the group 

of subsystems as a whole. Therefore, a multi-level 

system is itself a decision-maker. 

The answer to the second question is closely 

related to the first one. Since a multi-level system 

is understood as a group of goal-seeking subsystems, 

we may say that the division of labor or decision­

making capacity among the subsystems is the special 

feature which distinguishes the multi-level systems. 

This is very much like the situation studied in team 

decision theory if not for the word "level". A goal-

seeking subsystem is said to situate on the highest 

level whenever its decision-making capacity is directly 

restraining the activities of all other goal-seeking 
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subsystems. A goal-seeking subsystem is said to situate 

on an intermediate level whenever its decision-making 

capacity is defined by higher level subsystems, and at 

the same time, must restrain the decision-making capacity 

of lower level systeips. A goal-seeking subsystem is said 

to situate on lowest level whenever it imposes no direct 

constraint on any other subsystem. 

The answer to third question is "interaction". 

However, the special kind of interaction in a multi­

level system originates primarily from the fact that 

each composing subsystem is itself a goal seeking system. 

For goal~seeking subsystems situated on the same level, 

the decision made by one subsystem is assumed not pre­

dictable by other subsystems. The resulting interaction 

thus presents as an unknown influence to other sybsystems 

on the same level. Since this type of disturbance arises 

as an internal force in a multi-level system, it may 

be called as internal disturbance. This type of internal 

disturbance will always present in a multi-level system. 

Consequently, study of multi-level systems must incor­

porate a successful treatment of internal disturbance. 

One way of doing this is that interaction of goal-seeking 

subsystems situated on a lower level be supervised and 

regulated by higher level subsystems, We shall call 
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such function coordination. 

There are perhaps many possible ways of studying 

the structures and behaviors of multi-level systems. 

First of all, we may divide the study of multi-level 

systems into two different but complimentary parts of 

synthesis and analysis. From a functional view-point 

both problems of decomposition and coordination must 

be studied. However, it is felt that emphasis on 

decomposition or on coordination should be weighted 

differently depending upon whether the analysis or the 

synthesis of multi-level systems is of major con; rned. 

In the analysis of an existing system that might 

be modelled as a multi-level system, for instance, the 

nerve system of a high intelligence animal, one usually 

starts from the consideration of an integrated system. 

The first step is to decompose the integrated system 

into a group of subsystems according to certain criteria. 

The next step is the coordination of behavior of the 

subsystems. The success of coordination depends heavily 

on how system decomposition is conceived and.devised. 

In this respect, the problems of decomposition would 

be equally as important as the problems of coordination. 

In the synthesis of multi-level systems, particularly 
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physical and. engineering systems, the problem of decom­

position seems to be a minor one as compared with the 

problem of coordination. The reasons for this conjecture 

are extracted from the folloxfing observations: (1) In 

the construction of a complex system, the over-all 

system structure is often not immediately known. Rather, 

there usually are individual subsystems of known nature 

which need to be integrated. The natural boundaries of 

such subsystems could then be used as a division line 

for the decomposition in the synthesized multi-level 

system. (2) In many complex systems, the addition or 

deletion of a particular subsystem is always a distinct 

possibility. Consequently, it would be very convenient 

to take the natural boundaries of knovm subsystems as 

the decomposition from the outset. 

The above analysis illustrates why the viewpoint 

of coordination, which is to be formulated as a mathe­

matical problem in Chapter III, will be adopted as the 

basis of the present study. 

In previous studies on multi-level system, emphasis 

has been mostly placed on the part of quantitative 

theory. The study of qualitative behavior of multi­

level systems is quite scarce and ought to be supple­

mented. Since controllability is one of the most 
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fundamental qualitative property of any control system, 

the controllability of a class of multi-level systems 

will be defined and used as a basic goal to be achieved 

from the synthesis viewpoint. Within the framework of 

a given mathematical model, we shall try to answer the 

following questions: 

(i) What are the decision problems of the various 

levels of a control hierarchy and how are they 

related between levels? 

(ii) How coordinations can be carried out in order 

to achieve a predetermined over-all goal? 

1.2 Problem Statement 

Consider the two-level linear dynamical system 

represented by 

Supremalt 

x  =: A(t)x(t) + C(t)m(t) + S-B (t)x^(t) (1.2-1) 

x = A(t)x(t) + C(t)m(t) (1.2-1*) 

Infimalst 

(1.2-2) 
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*1 ~ + Ci(t)m1(t) 1 = 1, 2, ..., p 

(1.2-2') 

The precise definitions of the above equations vrill be 

given in Chapters XI and. III. 

The basic problem may be formulated in the following 

manner. 

(i) Suppose that the supremal (1.2-1*) is control­

lable at some finite time T with respect to a given 

space M of admissible controls and a given pair of 

states (xo, 3c^), where xq being the initial state and 

x, the desired state. Under what conditions will a 

supremal (1,2-1) be controllable or e-controllable 

at T or some t ̂  T with respect to the same M and 

(x . x )? 
o d 

(li) Suppose that the above problem is solvable 

and that a set of constraints is established on the 

time function SB^tJx^t) where x^t) are generated by 

the infimals. Can the supremal use coordinative inter­

ventions to adjust A ft), m.(t), x, , x , D..(t) 
1 1 io id ij 

so that the above mentioned set of constraints can be 

met? 

(lii) Suppose the answer to problem (li) Is 
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affirmative. What are the possible schemes of coordinati 

to be performed by the supremal so that to lead to the 

goal mentioned in problem (i)? 

1.3 Nature of Results 

The major contributions of this thesis are listed 

below to correspond to the problem statements in the 

previous section. 

(i) Some new results on the controllability of 

linear dynamical systems are obtained in section 2.3. 

The concept of uniform controllability for linear 

dynamical systems is introduced in the same section 

and some related results are derived. 

(ii) The concept of controllability under distur­

bance is introduced in section 2.^. For linear dynamical 

systems subjected to additive disturbances, some results 

are obtained on the above concept by correlating system 

dynamics, control space M, constraints on the additive 

disturbance, and the concept of uniform controllability. 

The concept of redundant control energy is also intro­

duced which improves the results obtained above. 

(iii) In Chapter III, two-level linear dynamical 
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systems which allow no direct Interaction among the 

infimals are studied. The problems posed in section 1.2 

are answered affirmatively using the results derived in 

Chapter II. In Chapter IV, the same problems are answered 

for the two-level linear dynamical systems which allows 

direct interaction among the infimals. 



CHAPTER II 

CONTROLLABILITY OP LINEAR DYNAMICAL SYSTEMS 

2.1 Introduction 

In this thesis, the study on the behavior of two-

level linear dynamical system will be restricted to the 

notion of controllability. Since controllability is 

a kind of qualitative property, it would be more mean­

ingful to conduct the study on a system of definite 

structiire. 

As we shall see later in next chapter, the proposed 

two-level linear dynamical system is essentially an 

aggregation of ordinary linear dynamical systems which 

are describable by ordinary linear differential equation 

systemso The interaction among systems belonging to 

this aggregation will be characterized by additive linear 

operators. 

The principal approach in tackling the problem is the 

use of "parametric coordination", which reduces the math-

matical model of the two-level linear dynamical system into 

a group of independent linear dynamical subsystems described 

by ordinary linear differential equation systems, The 

10 
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study of the integrated system, i.e., the original two-

level linear dynamical system, is then carried out 

based on the understanding of the behaviors of the sub­

systems, Therefore, the knowledge on the behavior of 

subsystems, such as controllability, is extremely im­

portant . 

Since the formal introducing in. around i960 by 

KalmanCl6]i the property of controllability of dynamical 

systems has been extensively studied. For linear deter­

ministic dynamical systems describable by ordinary 

differential equation systems, the results were sum­

marily given in Kalman, Ho, and Karendra[18], 

Many of the known results can be used in our present 

research. Nevertheless, these are by no means complete 

and 'exhaustive. In order to make present analysis 

successful, it became quite clear that new knowledge 

on controllability must be obtained. Therefore, it is 

the primary objective of this chapter to carve out the 

results which are necesss-ry for later development in 

the subsequent chapters. 

In the present study, we shall understand by e, 

linear dynamical system simply as a system which is 

describable by linear ordinary differential equations. 

In section 2 of this chapter, we shall give a brief 
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survey of past researches on the notion of controllability 

for linear dynamical systems. In section 3 we shall 

continue research on the same notion for linear dynami­

cal systems with deterministic structure. The concept 

of uniform controllability, which is of vital importance 

for later developments, is then introduced. In section 

k of this chapter, we shall focus our attention on 

linear dynamical systems subject to additive disturbances. 

In this latter case, the linear dynamical will be assumed 

to be controllable when the additive disturbance is 

absent. 

2,2 Survey of Existing Results on Controllability for 

Linear Dynamical Systems 

The important notion of controllability for dynamical 

systems was first formally introduced by KalmanCl^Iin 

1959* Subsequently, in the first IFAC Congress held in 

Moscow , KalmanCl6] presented a more complete study on 

controllability and its dual property -- observability 

for linear control systems. It should be understood that, 

based on difi-erent requirement, controllability can 

be considered either as structural property or behavioral 

property for a given dynamical system. This differen­

tiation of vievrpoint appears to be nonessential in the 
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formal sense, Yet, its influence of the choice of tools 

for analysis should not "be slighted. 

In this section, exhaustive collection of existing 

results is not intended, we shall present only those 

results which are closely related to our. present study. 

We follow closely the definitive publication of Kalman, 

Ho, and Narendra[18], and those of Antosiewicz[ 1 ] and 

Mitter C28 J. 

For all subsequent analysis, an axiomatic app­

roach of defining generalized dynamical systems (see 

for instance, Roxint3l]), is not attempted. It is under­

stood that, by a linear dynamical system we mean a sys­

tem having a mathematical model described by linear 

ordinary differential equation systems defined on a 

finite dimensional Euclidean space and the real line0 

Let us consider the genral model of the system 

under study as described by 

x = A(t)x(t) + C(t)m(t) -j- f(t) (2.2-1) 

x (°) = xQ 

where x is an n-dimensional vector defined for all 

t £ 0 such that x(t) at each time instant t is an ele­

ment in the n-dimensional Euclidean space Rn; A(t) and 

C(t) are matrices of continuous functions with dimensions 
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n x n and n x r respectivelyj ra(t) is a vector in Rm defined 

on a compact interval J = [0, l] in R+ s= [o, 00) such 

that t m(t) is a vector in the norined linear space 

»C 2 or «C co of Lebesque integrable functions with norms 

defined respectively by 

T 2 — 
llm|L = (I l|m(t )|| dt)2 

2  °  ( 2 . 2 - 2 )  

= max (suplm, (t )| ) 
l5i<r t€ J 

where )|.(| denotes the usual Euclidean norm such that 
2 n. 

J|x{| s= (2 x )8; f(t) is a vector in R defined on J and 
i 1 

t -> f(t) is a vector in the linear spaces sC^ or 

With these definitions the existance of a unique solution 

of (2.2-1),for any given triple (xQ, m, f), is quaran-

teed. And the fact that the solution x(t) defined on J 

is a vector in cC^or cC^becomes evident. 

It is well known that the general solution of (2.2-1) 

is given by 

*fc *fc 
x(t) = $(t)x0 + J"0$(t, s )C(s )m(s )ds + /0$(tf s)f(s)ds 

(2.2-3) 

where $(t) is the fundamental matrix of the autonomous 

system x = A(t)x satisfying the matrix differential 

equation X = A(t)X with the initial condition X(0) = I. 
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To conform with usual terminology of control sys­

tem theory, let us call R*1 the state space, denoted by 

X, of the system, x(t) e X state of the system, m(t) 

the control function, and f(t) the disturbance function. 

In words, the study of controllability is the 

effort in answering the fundamental question: "Starting 

from a given initial state xq€ X, can the system (2.2-1) 

be steered to some desired state x, c X in finite time d 

by the application of some appropriate control function 

m(t)?". We give the formal definition on this concept 

as follows» 

Definition 2.2-1 Given a desired state x^ £ X and an 

inition state x e X at t = 0, the linear dynamical 

system (2,2-1) is said to be controllable if there exists 

some finite time T > 0 and some control function m(t) 

which transfer the system (2.2-1) from xQ to x^ at T. 

Definition 2.2-2 Given an initial state x_ € X, the 0 

linear dynamical system (2.2-1) is said to be completely 

controllable if there exists some finite T > 0 such that 

the system can be transferred from x^ e x to any desired 

state xd € X at T. 

Definition 2.2-3 Given a desired state xd 6 X and an 

initial state x € X, the linear dynamical system (2.2-1) 
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is said to be approximately controllable or e-controllable 

if there exists some T > 0 and some control function 

m(t) such that ||x(T) - x^/| < V, whereoOis a positive 

constant. 

The concept of complete controllability is essen­

tially a structural property for a given dynamical 

system. Even though its mathematical implication is 

quite important, its significance in engineering app­

lication can not be over-emphasized. As we shall see 

from the various theorems listed subsequently, the tool 

of analysis in the study of complete controllability 

has been mostly algebraic, which is not very useful 

in extending present results to dynamical systems other 

than the linear ones. Furthermore, it seems to be a 

reasonable doubt that such global property can not be 

meaningfully established for any dynamical system. 

On the other hand, the concept of controllability 

may be considered to be a local property as well as 

a behavioral property. In the present research, it is 

more fruitful to look at this concept as a behavioral 

property. The available tools for studying the problems 

are varied, but follow categorically two basic lines, 

namely, algebraic methods and topological methods. 

The inclusion of the concept of approximate con­
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trollability in the present study is most significant. 

First of all, we feel that this concept is closely 

associated with the real world because engineering 

applications invariably involve some degree of tolerance 

or approximation. Furthermore, the concept helps signi­

ficantly to reduce difficulties encountered in mathematical 

analysis. 

Following the algebraic approach, we have these 

fundamental results: The classical theorem was obtained 

for a linear time-invariant dynamical system under no 

additive disturbance. 

Theorem 2.2-1 Let A(t), C(t) be constant matrices and 

f(t) = 0 for t > 0. Then system (2.2-1) is completely 

controllable if and only if the matrix 

n-1 
Q " £a, AC, o<* i A c] 

is of rank n. Moreover, if the system is completely 

controllable, any state can be transferred to any other 

state in an arbitrarily short interval of time« 

For convenience, let us introduce the symmetric, 

non-negative definite matrix 

W(T) = I^(t)C(t)C' (t)$' (t)dt (2.2-if) 

Then, for a time-varying system, we have 
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Theorem 2.2-2 Let f(t) = 0 for t > 0. The system (2.2-1) 

is completely controllable if and only if, for some 

finite T > 0, the matrix W(T) is positive definite. 

Theorem 2.2-3 Let f(t) = 0 for t 2 0, The system (202-l) 

is controllable if and only if the vector £(T)xd - X Q  

is an element in the range of W(T). 

4= 
Now, if we let W (T) to denote the pseudo-inverse 

of the matrix W(T), which reduces to the ordinary 

-1 inverse W (T) when W(T) is nonsingular. Then, 

Theorem 2.2-^ Let f(t) = 0 for t 2 0. The system (2.2-1) 

is controllable if and only if the condition 

C I  - W(T)/(T) ] C$(T)xd - x0] = 0 (2.2-5) 
i 

is satisfied, in which case the control 

m°(t) = C* (t)*« (t)W*(T)C$(T)xd - xo3 (2.2-6) 

will accomplish the desired transfer. 

Theorem 2.2-5 The minimum control energy E required 

to transfer the system (2.2-1), when f(t) = 0 for t 2 0, 

from xq to x^ at time T < f-° Is given by 

E = /^||m°(t)//2dt = n<f(T)x - xj| 
° do W*(T) 

= (^>(T)xd - x0)'W*(T)(4>(T)xd - xQ) (2.2-7) 

By following the methods of topological analysis, 
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different conditions were obtained which quarantee 

similar results. First, let us introduce the following 

notations 

z-j^T) -  xd -  $  (T)x 0  4- /^(Tjt )f (t)dt (2.2-8) 

Let us also define the n x r matrix 

V(tfT) = *(T,t)C(t) 

It is now appropriate to introduce the space of admis-

s ible controls M by defining 

M ts {m(t)i llmllg or M<k, t € J> (2.2-9) 

where k > 0 is a constant. 

Let X be the conjugate space of X. Then, by using 

the separation property of convex sets in a separable 

space such as Euclidean spaces, the fundamental theorem 

was obtained. 

Theorem 2.2-6 Given initial state x0 and desired state 

x^, the system (2.2-1) is approximately controllable 

(«-controllable) with respect to the space M of admi­

ssible controls if and only if, for every x* € X*, the 

following inequality holds 

<z1(T), x*> - ej)x*|| < k(J^||x*V(t,T)||2dt)^ 

Corollary 2.2-7 If the system (2.2-1) is approximately 

controllable with respect to II and (xQ , x^), then there 
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4* exists a least compact time interval Jq = [0, Tq3 in R such 

that system (2.2-1) is approximately controllable with 

respect to M and (xQ, x^). 

Theorem 2,2-6 apparently includes the effects of 

the disturbace function f(t). However, explicit utilization 

of this theorem would be very difficult when f(t) is 

not known a priori. A theorem which would estimate the 

effects of additive disturbance on a deterministic 

system appears to be much useful in our analysis. So, let 

us introduce the disturbance set which is necessary 

for the statement of the following theorem, by defining: 

T 
a = (o(T)eX: MT)II< a and «(T) = I *(T, t )f (t )dt} 
T o 

(2.2-10) 

Theorem 2.2-8 Let system (2.2-1) be approximately 

controllable with respect to M and (xo, x_^) \?hen f(t) - 0 

for t 2 0. Then the perturbed system is e-controllable 

with respect to M and (Xq, x^) if and only if 

* T * 2 
a S e ~ max(0, supH<x,~x ,x > - k(J || x V(t,T0lldt) j » U. O O 

I|X*II = 1>) 
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2.3 Controllability for Disturbance-Free Linear Dy-

namlcal Systems 

In order to answer certain questions on control­

lability of two-level linear dynamical systems, which 

is still to be defined in next chapter, we found that 

there are several questions to be answered on control­

lability of linear dynamical systems such as (2,2-1), 

The problems can be put into two main categoriest (1) 

further understandings on controllability of disturbance-

free systems, which vie shall try to answer in this section} 

and (2) the effects of disturbance on controllability 

of deterministic linear dynamical systems, which we shall 

try to answer in next section. 

Therefore, we shall assume throughout this section 

that f(t) = 0 for t 2 0, and system (2,2-1) reduces to 

the form 

x = A(t)x(t) + C(t)m(t) x(0) a xQ (2,3-1) 

As we have mentioned previously, the concept of 

complete controllability is essentially a structural 

property for a given linear dynamical system. In other 

words, the conditions of complete controllability 

depends only on system structure characterized by system 
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Matrix A(t) and control matrix C(t). From theorem 2,2~2, 

we know that the system is completely controllable if 

and only if there is some 0 < T < * such that the matrix 

W(T) is positive definite. A very difficult question to 

answer is how to determine the least of such T. Another 

open question is this i For some given fixed time T < *> and 

fixed system matrix A(t), can system (2,3-1) be made 

completely controllable at T by manipulating the control 

matrix C(t)? If this is so, is there a simple algorithm 

of finding an appropriate control matrix C(t) such that 

(2.3-1) is completely controllable at T? We shall try 

to answer the latter question. 

We emphasize particularly on the manipulation 

of the control matrix C(t) only because it would not 

always be permissible in practical applications to change 

the system characteristics by altering A(t). 

Proposition 2,3-1 Let system (2,3-1) be given. A 

sufficient condition for posltive-definlteness of the 

matrix W(T) is that the control matrix C(t) be square 

and nonsingular for some compact interval [t^» tg3 in 

R+ where o 5 ̂  < tg S T. 

Proof It is well known that the fundamental matrix 

§(t) is nonsingular for all t > 0. Thus, as a conse­

quence of the assumption, the matrix $(t)C(t)C'(t)(t) 

is nonsingular on C t^( ^2}* S;ILnce $ (£ )C(t )C'(t) $* (t) 
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is also symmetric, this implies that the matrix is po­

sitive-definite for each t € Ct.^, t^ and positive-

semidefinite for all other t i 0, Nov; we must show that 

<x, W(T)x> > 0 for any x ̂  0. Clearly 
T 

(x, W(T)x> = i (x, $(t )C(t )C' (t )$'(t )x)dt x o 
s= /'•'"(x, $(t )C(t )C* (t )$' (t )x^dt 

*fc 
+ J". 2  (x, $ (t )C(t )C' (t )$'(t )x")'dt 

^1 

+ (x» * (t )C(t )C' (t) (t )x)dt 

The second term in this equality is apparently greater 

than zero while the other two terms are non-negative. 

This completes the proof. 

The fact that C(t) be square is not necessary 

for the positive-definiteness of W(T) is easily dis­

closed by following reasonings Let P, Q be any nonsingular 

square matrices and A be any square matrix of app­

ropriate dimensions. It is well known that the matrices 

PAQ and A has the same rank. It is also known that, 

for any rectangular matrix A, the ranks of the matrices 

A, A'A, and AA1 are the same. As a consequence, let 

C(t) be a rectangular matrix of dimension n x. r with 

n > r. Then the rank p of the matrix $(t)C(t)C'(t) (t) 

is given by p (3>(t )C(t )C' (t) <i>' (t)) = P(C(t)C'(t)) 

s= p(C(t))£r < n. In other words, the matrix $(t )C(t )C' (t )$ 

can not be positive-definite. However, we do know that 
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there are linear dynamical systems of the form (2,3-1) 

with rectangular C(t) which are completely controllable, 

A. different scheme appears also useful in manipu­

lating the control matrix C(t) so that a resulting 

W(T) would be assured to be positive-definte, Let us 

first prove the following result. 

Lemma 2.3-2 Given any symmetric matrix A there exists 

a scalar « such that the matrix A + «I is positive 

definite „ 

Proof: By definition, we must show that there exists 

an a such that ^x, (A + «I)x) > 0 for any x ̂  0, Since 

A = A', we know there is an orthogonal matrix P with 

the properties PP' = I and P'AP = A, where A is a 

diagonal matrix« Let x = Py, then 

(x, (A + «I)x) = ̂ Py, (A + aI)Py) 

= (y, (A + « Dy> 

= <y. Ay> + «<y, y> 

# n 2 n 2 
- a. 2 y, + « s y, 

i=l 1 i=l 1 
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Where 

* 

A = min ( aj ) 
liiSn * 

* 

Let a > I A. | , we have the proof. 

Now we shall develope the scheme by considering 

two different cases. 

Case 1. C(t) is a square matrix but is singular on some 

subset s € to, t] of non-zero measure. 

Let us define a new control matrix 

C±(t) = C(t) + «I (2.3-2) 

Where a is constant to be determined. Then 

2 
C (tJC^t) = C(t)C' (t) + « (C(t) + C* (t ) ) + a I 

And 

T 
W^T) = J *(t)C(t)Cj(t)$' (t)dt 

T 
= W(T) +«/ <fr(t)(C(t) + C' (t) )$' (t)dt 

o 
2 T 

+ a I $ (t) $'(t )dt (2o3—3) 
0 

From the way we define the new control matrix C-^(t), 

the fact that matrix W^CT) can be made positive-definite 

is quite obvious because it is always possible to select 



26 

a constant a such that C^(t) is nonslngular. And. the 

positive-definiteness of W_^(T) follows from proposition 

2,3-le This fact is also enhanced by looking at (2,3-3). 

we realized that the last term is always positive-

definite, the first term is non-negative-definitef 

and the second term is symmetric® Thus, if a is made 

to be sufficiently large, the matrix W^(T) will be 

positive-definite-. 

Case 2 The control matrix C(t) is a general n x r 

continuous matrix. 

As a direct application of Lemma 2,3-2 a quite 

trivial algorithm, which would yield a positive-definite 

matrix, can be established. The essential scheme is to 

modify the original control matrix C(t) in such a way 

that a new positive-definite:' matrix C^(t) is obtained 

on C 0, T] C R+. 

Let us define 

C-, (t) = (C(t) G\ + /C(t) 0\ f«I (2.3-*0 
n*r .I | n*r 

'i(t) = 

• 

nxn \ Pi • ' nxn 

Let us denote the eigenvalues of matrix C-^(t) - « I by 

A (t), A (t),.o.., A. (t). Let 
12 n 
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A*(t) = max I A (t) | 
16 1 £ n l 16 i^n 

(2.3-5) 

And, on some finite time interval [t^, t^]. let 

a = A* = SUp | A^(t )/ 
te[t1,t2] 

( 2 . 3 - 6 )  

Then, by Lemma 2.3-2, the matrix C^(t) is positive-

definite and nonsigular for all t <= [t^, t^l. As we can 

see, Case 1 is in fact a special case of the above. 

To summarize, we have 

proposition 2„3-3 For a given linear system (2,3-1)- it can 

always be made completely controllable by modfying the con­

trol matrix C(t) in a way described by formulii (2.3-^,5»6) 

As we have repeatedly mentioned, complete control­

lability is a structural property, thus, this property is . 

not affected by outside disturbances such as control' 

function m(t). It Is well known that, in order to transfer 

the system (2.3-1), when it is completely controllable, 

from any point in the state space to the origin, infinite 

control energy will be required. When available control 

energy is limited, the part of state space can be 

reached by a system of the form (2,3-1) from a given 

initial state is also limited. Based on geometrical 

consideration, it would be interesting and meaning­

ful to answer some of the questions relating the 



28 

definitions of control energy, attainable states, etc. 

Let us first introduce the definitions 

Definition 2.3-b  The space M of admissible controls 

is the set 

M = (m(t): IIm|| 2 k» t ( J} 
2 or 00 

such that MC «C or«C is a proper subset of < or ,£ . 
2 00 2 °° 

Most of the results to follow will be true when 

M is a subset of either»C or «C , Therefore, if it is 
2 

not particularly mentioned, the stated results will 

be true for both cases. 

Definition 2.3-6 Let the system (2.3-1) be controllable. 

Let the space M of admissible controls be given. The 

space X^ of admissible Initial states is the collection 

of points in the state space such that the system 

can be transferred from any point in Xq to the origin 

in finite time T using only the control functions in 

M. 

Some of the interesting and valuable properties 

of Xq can easily be deduced. 

Proposition 2.3-6 The set Xq has the following pro­

perties : 
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(i) X is convex 
o 

(ii) Xq is symmetric with respect to origin. 

(iii) Let Xq(T^) and X^T^) "be respectively the spaces 

of admissible initial states for T-^ and T^t 

and Tg > T^. Then, xq € XQ(T^) Implies xq e X^T^). 

Proof: We shall only show the case -when 

M is a subset ofoC^. 

(i) Let x e X and x € X correspond to some m-,(t) e M 
ol o o2 o 1 1 

and m (t) € M respectively. Let m (t) = a m (t )+(l-o-)m9(t), 
c o l <-

where 0 £ « $ 1, Then, 

(J" tfm (t)l| dt) = (J l l«m, (t) + (l-«)m0(t Jll^dt)" 
o o OX C 

T 2 ~ 
^ -fi" 0(« llm^(t) II f  ( l-a)| |m2(t )H ) dt)2  

T 2 T 2 
£ aJ" II m (t) || dt +(1-«)J II m (t  )ll  dt 

o 1 o 2 

£ «k + (l-a)k = k 

Thus m (t) is admissible. By hypothesis, we know 

T 
0 = $(T)x _ + J" $(T,s)C(s)m (s)ds 

01 o L 

T 
0 = 4 > ( T)x + J" < 3 > ( T , S  )C(s )iiL(s )ds 

02 o 2 

Let x = .. + (l-a)x . Then, at time T and some 
oo oi o2 

* 
m fc M, the solution of (2..3-1) gives 
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.... -T * 
x(T) = <§(T)x + J" §(T,s)C(s)m (s)ds 

oo o 

By nicking m (t) = ra (t) on Co, T}f we have 
o 

T 
x(T) = ^(T)(«xi + (l-«)x )J $(T,s)(«m (s) 

ox o2 o 1 
+ (l-«)m2(s) )ds 

T 
= a($(T)x + S $ (T, s )C(s )mn (s )ds ) 

ol o T 1 
+ (l-«)(f(T)x + I $(T,s)C(s)m (s)ds) 

o2 o 2 

= 0 

Thus we have shown that X is convex, i.e., x ia also 
o J oo 

an element of X . 
o 

To show (ii), we notice for any x € X corresponding 
o o 

to some m (t) € M there is another admissible control 
o 

function - m (t) e M, corresponding to which there is 
o 

- x e X . Thus, the conclusion follovis from the definition 
o o 

of a symmetric set0 

To show (iii), let m (t) € M be chosen such that system 
o 

(2.3-1) is transferred from xqe Xq to the origin at 

time T^. Defining 

m (t) 0 £ t 5 T 
jjj i -t- i =  ̂ -L 
« r 
a (t) = 1 
o o >-0 Tn < t £ T„ 

1 2 

* 

it is obvious that m (t) is admissible. It is well 

known that the fundatmental matrix can be written in 



31 

-1 
the form 3>(t,s)=:*(t)* (s). Thus, by hypothesis, 

T -1 
x(Tn ) * *(T. )(xrt + i1* (t )C(t )m (t )dt) = 0 X 1 o o o 

Since ̂ (T^) is nonsingular, this implies that 

T -1 
+ J" * (t)C(t)m (t)dt = 0 

o o o 

Consequently, since 

T2 -i * 
X ( T « )  =  * ( T 9 ) X  +  * ( T 9 ) J  * (t)C(t) M  (t)dt 

c £ o O ° 

We have 

-i Ti -i 
* (T_)x(T_) « x + X * (t)C(t)m (t)dt = 0 

C, C o o o 

I.e. XQ €  X 0 ( T 2 ) .  

This completes the proof. 

For any given space of admissible controls, the 

space of admissible initial states will in general not 

assume a regular geometric form such as a circular 

disk in a two~dimensional case. In order to eliminate 

many of the details which may cause formidable diffi­

culties in analysis, we might as well assume a well 

defined geometric shape for X in the state space, and 
o 

in turn try to estimate the minimum control energy 

required to transfer the system to the origin from any 
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initial state in this assumed X . Therefore, let us 
o 

define, from now on, the space of admissible initial 

states as 

Xo = {V ̂o11 £ V xoe X> (2.3-7) 

Let the control energy be defined by 

T 2 
E = J Jim(t)II dt (2.3-8) 

o 

From Proposition 2.2-5» we know that, if the 

system (2.3-1) is transferrable from an initial state 

x to a desired state x, c X in finite time, then 
o d ' 

the minimum control energy required to do the transfer 

is given by 

T 2 2 
E « J l|m(t)II dt = ||I(T)x. - x || ^ 

O d O y (T) (2.3-9) 

where W (T) is the generalized inverse of the matrix W(T). 

For the sake of simplicity, let us assume that system 

(2.3-1) is completely controllable. This assumption 

reduces W (T) into its ordinary form W (T), which is 

also symmetric and positive-definite. Let us also define 

the target set as 

X G Xi llx II £ s) (2.3-10) 

where kQ> e . We shall now say that system (2.3-1) is 
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controllable if it is transferable from an initial 

state to the target set in finite time. Clearly, if 

the initial state chosen is also an element of X , 
o 

this requirement is fulfilled automatically. Thus, we 

shall assume that x is taken from X - X,, When X 
O O Q O 

and X are given, the task remained is the estimation 
d 

of minimum control energy required to transfer system 

(2,3-1) from any x € X to the target set in T. 
o o 

Let denotes the set of boundary points of a given 

set S, Then, we have: 

Proposition 2.3-7 Let system (2,3-1) be completely 

controllable when M is not bounded, Let X and X, be 
o d 

given. Then system (2,3-1) is transferable from any 

x e X to the target set X, if and only if the space o o d 

of admissible controls M = {m(t)s 'Inill s k, t £ J} 

satisfies 

k s max min l|§(T)x - x U -l 
xo e 0Xo xd Q 3Xd ° w (T) 

Proof Necessity Pick any xq £ X^ - Xd« Let m(t) be 

an admissible control function chich transfer the system 

from x to the target set at T, Since X^ is convey and ° a 
compact and the trajectory x(t) of (2,3-1) is continuous, 

x(t) will first touch X^ on its boundary SX^, Thus, 

picking any point xdon 3Xd, E = ||$(T)xd - x || ^ is 
W (1) 
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the minimum energy required to transfer (2,3-1) from 

x to x. at T. Since E is a continuous function of r, o d d 

by taking infimum over 3X^ on E, we know that 

En = min li$(t)x, - x || _i is the minimum control 
xd € 0Xd ° W (T) 

energy required to transfer (2.3-1) from x^ to X^ at 

T. Obviously, E = max ( E..N is the minimum control 
2 x e x x 

o o 

energy required to transfer (2.3-1) from any x € X 
o o 

to X, at T. Now, we must show that E, = max E 
d xo € 0Xo 1 

Suppose not, then there exists some xq € Xq and 

x £ 3X_ such that E0 = |(5(T)x, - x )J . But o ^ o 2 do W-1(I) 

this is impossible because Xq is also a convex and compact 

set in X. This completes the proof of necessity. Now 

the sufficiency part is evident, because we know that 

the worst case, i.e. the case when most control energy 

is need, will happen only when Xq € 3X0. 

Equiped T^lth this proposition, an estimate of 

required control energy when xQ and X^ are given is 

possible, which constitutes an indispensable basis 

for coordination to be studied in the later chapters. 

The notion of controllability considered so far 

is basically an on-off property in the sense that a 

single time instant is of importance. Thus, it is 
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possible for an unstable system to be controllable, which is 

apparantly undesirable in practice. This liberty is parti­

cularly objectionable for some of the problems to be 

considered later. In order to eliminate this fallibility 

we shall do as follows» 

Definition 2.3-8 Let system (2.3-1) be controllable at 

time T with respect to a given space M of admissible 

controls and a pair of states (Xq, Then it is said 

to be uniformly controllable for t > T if it is control­

lable for all t > T, i.e., there exists m(t) in M such 

that the corresponding solution x(t) = x^ of (2.3-1) 

for all t 5 T. 

Clearly, the above property will not be obtained 

for any unstable system, Ivalman in an early study of 

linear filtering problem [173used the concept of uni­

formly complete controllability to serve a similar 

purpose. For the sake of continuity and completeness, 

several well-known definitions will be introduced in 

the following. 

Definition 2.3-9 The solution x(t) = 0 on R+ of the 

autonomous system x = A(t)x, denoted by 0, is called 

the trivial solution. 

Definition 2.3-10 The zero state x = 0 is. said to be 



36 

asymptotically stable for the linear system (2,3-1) if 

(i) given any e > 0, there exists a S > 0 such that 

Hx || £ 8 -*• ||x(t)||s £ for all t € R+, and (ii) for a 
o 

sufficiently small 8 > 0, || xoll < 8 implies x(t)-> 0 

as t -*• w , It is unlformly asymptot 1 callystable if it is 

asymptotically stable for all x S X. 
o 

Definition 2.3-11 The autonomous system x = A(t)x is 

said to be asymptotically stable whenever its zero state 

is asymptotically stable. It is uniformly asymptotically 

stable if the zero state is uniformly asymptotically 

stable, 

Definition 2.3-12 The nonautonomous system (2.3-1) is 

said to be bounded-input bounded-output stable (b.i.b.o, 

stable) if, for all x 6 X and for all uniformly bounded 
o 

•j-

input m(t) defined on R , the state function solution 
+ 

x(t) of (2.3-1) is uniformly bounded on R . 

In addition, vie shall state without proof the 

following well known theorems on stability for linear 

differential systems» 

Lemma 2.3-13 The linear autonomous system x .= A(t)x 

is uniformly asymptotically stable if and only if there 

exists constants « > 0, a >0 such that lli.'(t)||̂  « ""a2t 
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for t 2: 0, 

Lemma 2.3-14 The linear system (2.3-1) is b.i.b.o, 

stable if and. only if 

(i) there exists a constant b.^ such that l|i(t)|| - b^ 

for t 2 0. 

(ii) there exists a constant b^ such that 

I^ll£(t, s )C(s )lids 5 b for t £ 0. 
o 2 

Lemma 2.3-15 The linear system (2.3-1) is b.i.b.o. 

stable if and only if its autonomous part is uniformly 

stable. 

These theorems in fact tell us that the conditions 

of b.i.b.o. stability, asymptotical stability, and 

uniformly asymptotical stability are all equivalent 

for linear system (2.3-1). As a consequence of this 

fact, it is novi not unduly difficult to prove the theorems 

on uniform controllability for linear systems such 

as those described by (2#3-l)* 

Proposition 2.3-16 Let the linear system (2.3-1) be 

controllable at time T^ with respect to a given space 

M of admissible controls and the pair of states (x ,0), 

Then it is uniformly controllable if and only if it is 

b.i.b.o. stable, 
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Proofi Necessity is evident. For sufficiency, it is 

known by hypothesis that there is a m(t) € M defined on 

JQ = t.0, TJI which will transfer the system from xQ 

to the origin at time Tq. We claim"that the control 

m_ (t) ss f m(t) for t ̂  J will make the system uniformly 
i 

for t > T 
o 

controllable. This is true because the assumption of 

b.i.b.o. stability implies that the complimentary solution 

of (2.3-1) (i.e., the solution of x = A(t)x) will be 

the trivial solution for t >T . Therefore we have 
o 

x(t) = 0 for t > T0# Notice also that m^(t) is admissible. 

This completes the proof. 

Since the assumption of b0i,b,o, stability for 

system (2.3-1) implies that its homogeneous part is 

uniformly asymptotical stable, the requirement that 

x^ = 0 seems to be quite artificial. It would look 
d 
much natural if we could extend the above results to 

cases where = 0 is not necessary. One way to accom-
d 

plish the stated intention is the use of some well 

known geometrical properties of the set L(T, M) of 

attainable states, which is defined as follows: 

Deflntlon 2.3-17 For system (2.3-1) with a given 

space M of admissible controls the set of attainable 

states at some time T is defined asj 
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T 
L(T, M) = {0(T) € Xs 0(T) = I $(T, s)C(s)m(s)ds, m * * 

o 

Lemma 2.3-18 (i) the set L(T, M) is symmetric with 

respect to the origin and convex. 

(ii) L(T , M) C L (T , M) if T < T . 
1 2 12 

This lemma leads to the following results. 

Proposition 2.3-19 Let the linear system (2,3-1). "be 

controllable at T with respect to a given space M of 

admissible controls and pair of states (x , xj, Then 
o d 

it is umiformly controllable if 

(i) ||x, - $'(t)x H is a monotonically decreasing function 
d o 

of t. 

(ii) IIx - § (T)x II £ min ||0(T)II 
d o 0(T)€3L(T, M) 

Proof: We must show that, by definition, 

x - £(t)x S L(T, M) for-t £ T. Since L(T, M) C L(T, ,M) 
do -L 
whenever T < 3?^ ̂  the at>ove lemma, it suffices to 

show that x - $(t)x S L(T, M) for t i T. Conditions 
d o 

(i) and (ii) ensure that llx,-§(t)x II £ min !|0(T)|| 
a ° 0(T)*0L(T,M) 

for all t i T( Since L(T, M) is symmetric with respect 

to the origin, this implies that 

x, - £(t)x S L(T, M)cs L(t, M). for all t "2: T, which U- o 

completes the proof. 

Corollary 2.3-20 Let system (2.3-1) be controllable at 
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time T with respect to given space M of admissible 

controls and a pair of states (x , x,). Let the solutions 
o d 

of (2.3-1) be uniformly bounded on R . Then system 

(2.3-1) is uniformly controllable if 

||x.|| + sup ||$(t)x || < min 110 (T)|J. 
t ̂  T ° 0(T) €0L(T, M) 

Proof? Similar to the proof of Proposition 2.3-19» it 

suffices to show that 

llx^ - §(t)x II < min || (T)|| for all t £ T. 
° (T) € 3L(T, M) 

But ||x - §(t)x || i |lx || + ||5(t)x || < min ll0(T)|| 
d ° d ° fl(T) € 0L(T,K.) 

by hypothesis. This completes the proof. 

It can be shown that the above condition can 

not be improved in general without imposing further 

constraints on the behavior of the state functions 

x(t) of system (2.3-1). 

Corollary 2.3-21 Let system (2.3-1) be controllable 

at time T with respect to a given M and (x , x ), Then 
o d 

it is uniformly controllable for all t 2 T if 

(i) the system is b.l.b.Oo stable. 

(ii) ||xj| + a ||x || < min J|0(T)ll, where 
d 1 ° fl(T) e 9L(Y, M) 

«j_ is a constant depending on the matrix A(t). 

Where condition (i) is also necessary. 
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Proofi The assumption of b.i.b.o. stability for system 

(2.3-1) ensures that the solution x(t) of x = A(t)x 

has the property ||x(t)|| < « Hxji e 2 , for all t > 0 

where a^ are positive constants depending on A(t). 

Clearly, sup ]|§(t)x 1( £ a llxll. This completes the proof 
t > T o 1 o 

One of the common constraints which might be 

imposed on the state functions of system (2.3-1) is 

the non-oscillatory behavior. Let us introduce the 

following: 

Definition 2.3-22 A time function x(t) taking its 

value in Rn is said to non-oscillatory if it satisfies 

the following conditions: 

(i) the absolute values of its component functions 

|xi(t )|, i a 1, 2, ..., n are monotonically 

decreasing functions of time. 

(ii) sgn (x^(t)) = sgn (x^(0)) for all t £ 0, i = 1,2,.0 

Where sgn denotes the usual sign function, i.e., for 

a e R, sgn (a) = -1 if a < 0, sgn (a) = 1 if a > 0,. 

Corollary 2.3-23 Let system (2.3-1) "be controllable at 

time T with respect to a given M and (x , xj. Then it 
o d 

is uniformly controllable for t & T if 

(i) the solution of x - A(t) is non-ios'cillatory. 

(ii) Ifx II + ll$(T)x 11 5 min I)0(T)I1 
d ° 0(T) € 3L(T, M) 
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When x is not the origin, we would intuitively 
a 

expect that such departure from the origin might be 

corrected by employing excessive control energy. This 

intuition would be true at least for many linear systems. 

In here, we shall say that a: linear system has some 

excessive control energy available to him when it is 

controllable with respect to a subset of a given 

space M of admissible controls. 

Proposition 2.3-2^- Let system (2.3-1) be controllable 

at T with respect to a given M and (Xq, xd)« Then it 

is uniformly controllable for t 2 T if 

(i) the system is b.i.b.o, stable. 

(ii) l(t)xQ^ L(t, M^) for t 2: T and x^ €, L(T, where 

M ̂  Mx = {m(t): llm|l2 Qr M < y, 

M ̂  = *m(t): ||m|l2 Qr ̂  <r kg> and ̂  + k2 £ 

Where condition (i) is also necessary. 

Proof? Let m (t) ? M be a control function which " •" o 

transfer system (2.3-1) from x to x at time T. Let 
o t d-

mn(t) C M be such that - 5(t)x =/ §(t, s )C(s )mn (s )ds 
11 o o ± 

for t £ T, vhich is possible by hypothesis (ii). Since 

L(T, Mg) C L(t, M^) for any t > T and x^ £ L(T, M^), 

we may select ^("k) * such that 
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t 
x =1 E(t, s)C(s)m (s)ds for t £ T. The control function 
do 2 

m(t) = fm (t) t * J which is admissible 
0 

^m^(t) + ^or ~ T 

to M, will accomplish the goal of uniform controllability. 

Corollary 2.3-25 Let system (2.3-1) be controllable 

at time T with respect to a given M and (x0, Then 

it is uniformly controllable for t 5 T if 

(i) the system is b.i.b.o. stable. 

(ii) sup ll5(t)x li £ min I|0(T)1I 
t > T 0 B{T) 6 3L(T, M ) 

and ||x II - min 11̂  (T) 11 and k + K S k. 
d 0(T) € 3L(T, M ) \ 

k> 



2 Controllability of Linear Dynamical Systems under 

Additive Disturbances 

The theory of controllability for disturbance 

free linear dynamical systems has been extensively studied. 

Many- important known results were summerlzed in section 2 

of this chapter. There has been also studies on control­

lability of systems other than deterministic linear 

dynamic systems. For instance, there are studies on 

non-linear systems by Hermes(14) and Marcus {Zk'} and 

on stochastic'systems by Connors£9], Yet, there seems 

to have very little published studies on controllability 

on dynamic systems which are deterministic but are under 

the influence of disturbances of finite magnitude not 

known a priori. Since' it will become clear In the-

subsequent chapters that such problems are to play a 

central role In the study on controllability of two-

level linear dynamical systems, at least a partial 

solution of the problem mentioned is eminent. 

Let us first pose the problem to be studied. 

Consider the linear dynamical system* 

x s= A(t)x(t) + C(t)m(t) + f(t) 

M = ̂ m(t) : llml! ^ k, t 6 j] x(0) t t  x  
6 Oy> CO o 

(2.4-1) 

x ss A(t)x(t) + C(t)m(t) (2.^-1•) 



The above system is assumed to have the same definition 

as in section 2.2. 

It is important at this moment to emphasize 

that we consider the additive function f(t) as pertur­

bation on the disturbance-free system (2.4-1')• Con­

sequently, we shall assume in the beginning that system 

(2.4-1') possesses certain properties outlined in 

previous sections and in turn ask what are the effects 

of the function f(t) on those properties. 

A very interesting question to be answered is whe-" 

ther a completely controllable disturbance free linear 

dynamical system, such as (2,4-1), is still completely 

controllable under the influence of f(t) which is 

uniformly bounded on R. As we have mentioned earlier, v 

complete controllability is primarily a property con­

cerning the nature of systems structure. A necessary 

condition for a system such as (2.4-1') to'have such 

property is that the space of admissible controls be 

unbounded. In other words, regarding to our definition, 

the space of admissible controls will have to be either 

of the entire function spaces or  A  .  
2 00 

In order to answer this question let us assume 

that f(t) is also a vector in R*1 = X while f j t f(t) 
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is a function in either one of the spaces of Le-

besque integrable functions .Q or«C with corresponding 
2 00 

norms defined by formula (2.2-1). We shall now say that 

the function f(t) is uniformly bounded whenever it is 

norm-bounded. By so doning, we see that the set of 

disturbance functions will have the same definition 

as the space of admissible controls. This is of course 

done intentionally to simplify the problems. 

Proposition 2.4-1 Let system (2.4-1') be completely 

controllable at time T when the space M of admissible 

controls is the whole space or«C. Then the system 
2 

(2.4-1) is also completely controllable at T when 

f(t) is uniformly bounded. 

Proofi We shall prove this proposition via constructive 

procedure. The general solution of (2.4-1) is given Jby 

t t 
x(t) = §(t)z + J" 3>(tf s )C(s )m(s )ds + I <£(t, s)f(s)ds 

o o o 

It is known that, following the assumption of complete 

controllability, for any given pair of states (x , x  ) ,  
o d 

there is an admissible control function m (t) defined 
o 

T 
on J such that xd = £ ( T ) X Q  *  JQ $ (T,  S  )C(s )m (s )ds. 
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Since f(t) is also a function in »C or »C , the last 
2 

term x = J" si(T, s )f (s )ds is nothing but an element in X, 
f o 

Since system (2,^-1') is assumed to be completely conrol-

lable, it is always possible to pick an m^(t) defined 

T 
on J such that - x = I i£(T, s )C(s )m (s)ds. In fact, the 

f o 1 
choice of m^(s) such that C(s)m1(s) = f(s) a« e,, on J 

will do. This is possible because C(s) is a continuous 

operator by assumption. Clearly, given any (x , x,), 
o a 

the control function m(t) = m (t) + m (t) defined on J, 
o 1 

which is admissible, villi do the desired transfer. This 

completes the proof. 

When attention is turned onto the problem of 

complete controllability of two-level linear dynamical 

systems in the later chapters, the above proposition 

will provide a tool to fsolve most questions concerning 

the specific problem of complete controllability0 

However, as we have mentioned, we are interested 

more on the behavior of two-level linear dynamical 

systems. This dictates us to adopt the point of view 

that controllability be considered as behavioral property 

for a given dynamical system. Therefore, it will become 

a prerequisite to solve some of the problems on control-

lability and approximate controllability when the 
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system (2.4-1') is under additive disturbances. 

Before we attempt to give a fundamental geometrical 

interpretation on controllability based on certain 

topological properties of the set of attainable state, 

a few simple results can be derived from known results 

on algebraic arguments. 

Let us recall that the main result derived by 

Antosievicz (Theorem 2,2-6) states that the necessary 

and sufficient condition for approximate controllability 
* « 

for system (2,4-1) is: for every x G X 

l<z (T), x >! - 6II x l| * $ k(J ||x*V(t, T) II dt)2 (2,4-2) 
1 X ° 

The above condition apparently'includes controllability 

as a special case by setting e = 0, 

Let us assume that system (2,4-2') is E - conrol-

lable with respect to a given space M of admissible 

controls and a pair of states (x . x,). Let o a 

z(T) = xj - $(T)x . (2,4-3) 
d o 

It follows from the above assumption and Theorem (2 0 2—6) 
* * 

that, for all x € X 

|<z(T), x >| - «||x || * < k(fT||x*V(t, T)IUt)2 (2.4-4) 
X o 

When the additive disturbance f(t) is no longer identically 
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zero on J, we have 

T 
zJT) » * - §(T)x - J  $(T,t)f(t)dt (2.4-5) 
1 a. o o 

Apparently, if we can establish inequality (2.4-2) 

for a class of disturbance functions subject to 

inequality (2.4-4), the e- controllability of system 

(2.4-1) at time T with respect to M and (x^, x̂ ) is 

immediately assured. Comparing inequalities (2.4-2) and 

(2.4-4'), it is clear that a sufficient condition for 

(2.4-2) to be true subject to (2.4-4) is the satis­

faction of 

Kz ( T ) ,  x >1 £ KZ ( T), x >1 for all x € X  (2.4-6) 

In other words, a sufficient condition for system 

(2.4-1) to remain « - controllable at T with respect 

to M and (x , x,) is the satisfaction of inequality 
o d 

(2^4-6). With this oberservatlon, the -following is 

established:' 

Proposition 2.4-2 A necessary and sufficient condition 

for inequality (2.4-6) to hold is the simultaneous 

satisfaction of 

(i) <x «(T)>-> <$(T)x , «.(T)> 
d o 

(ii) 2 |(z(T), 5B(T)xo>| £ ^>(T), «(T)) 

T 
Where «>(T) = J 3>(T, s)f(s)ds, 

o 
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Proof: Sufficiency: Let (i) and (ii) be satisfied, we 

shall show that Kz-^T), §(T)x >| £ |(z(T), x >1 for all 
*• %• 

x € X . Since X is a reflexive space, by choosing the 
* 

ordinary Euclidean norm for X, we have X = X . Thus, 

it is equivalent to show that 

KZ ( T ) ,  X> - <«(T), x>| - K z( T ), x>| for all x e X. 

Let {a , a , ,a ) be an orthogonal basis for 
x ^ n 

the state space X with a^ = t»(T). Let the one dimensional 

linear space spanned by be denoted by and the linear 

space spanned by ^ - a^ be denoted by It is obvious 

that S]_ © sn ]_ = X« If <<o(T),x> = 0, which is true for 

all x e Sn_2» inequality (2,k-6) will always hold. Thus 

it suffices to show that Kz(T), x> - <«>(T), x>! $ l<z(T),x^| 

for all x ? S^. Or, if we write x := aw(T), at R, we 

must show that Kz(T), w(T)>l - (<o(T), u> (T)>| 3 |(z(T), w(T)^| 

From (i), (ii) and the fact <«>(t), o(T)> > 0 whenever 

i>) (T) 4 0» we have 

|<z( T ) ,  » ( T ) >  -  < " > ( T ), »(T)>I * KZ ( T ) ,  O > ( T)>~ 2<z(T), «.(T)>| 

= l<z(T), 6>(T)» . 

Necessityi Let inequality (2.^-6) be given, which is 

equivalent to |<z(T), w(T)> - <U(T), <o(T))| 5 T< z(T), <o(T)>\ . 

Suppose { z (T), oj(T)^ = 0, we must have (o(T), w(T)) = 0. 

So let us exclude this singular case. Suppose 
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(z(T), «(T)> < 0. Then 

<z(T), «(T)> - <«(T), «(T)> < <z (T), «(T)> < 0. By 

taking absolute value, we have arrived at a contradiction. 

Thus condition (i) must be true. Suppose 

2 Kz(T), o>(T)>I < <»(T)f «(T)>. Then 

J<z(T), «(T)> - <«(T), «(T)>\ > l(z(T), o,(T)>-2<z(T), «(T)>| 

= |<z(T). «(T)>1 

which is a contradiction. Thus condition (ii) must also 

be true. This completes the proof. 

Corrollar.y 2.4-3 Let system (2.4-1' ) be e - control­

lable at time T with respect to a given space M of ad­

missible controls and a pair of states (x , xj, Then 
o' d 

system (2.4-1) will be e  - controllable at T with respect 

to M and {xQt x^) if the disturbance function f(t) 

satisfies the conditions imposed by Proposition 2.4-2. 

An interesting point to notice is that the vector 

.z(t) should not be an element in ŝ . Because if it is 

so, we would have («j(t), °>(t)̂  = 0. In other words, 

no disturbance with non-zero amplitude might be allowed 

without affecting the property of e - controllability. 

However, the usefulness of this proposition cannot 

be overstated. First of all, it is at most a sufficient 

condition on e - controllability for a known system. 
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Secondly, it appears difficult to establish a broad 

range of disturbance functions, under which the property 

of c-controllability for given systems is not affected, 

by using the conditions in Proposition 2.4-2 alone. 

In order to obtain a general and unified approach to 

solve this problem, we shall rely heavily on geometri­

cal motivation. Before doing so, let us define the 

followingi 

Definition 2.4-3 Let the system (2.4-1) be given. The 

space of admissible disturbance functions is the set 

P = {f(t)i ||f||2 or „ S K, t « 

where K is a finite constant, and the norms are same 

as those defined in (2,2-1), 

The general solution of equation (2.4-1) is 

given by 

t 
x(t) = 3>(t)x + I $(t, s)C(s)m(s)ds 

o o 

t 
+ I $(t, s)f(s)ds (2,4-7) 

o 

By definition, x(T) is a vector in the n-dimensional 
n 

Euclidean space R = X. As we can see from (2.4-7), 

x(T) is in fact the vector sum of three vectors in 

state space. When a target state x is defined. 
d 
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c-controllability is equivalent to the statement that 

the Euclidean distance measure between x(T) and x^ 

satisfies the inequality 

llx, - x(T)ll - « 
d 

or, rewriting by using previous notations: 

IIITV(t, T)m(t)ds - z,(T)llS* (2.4-8) 
o x 

Alternatively, in terms of geometry, e-controllability 

of (2.4-1) is also equivalent to say that the set of 

attainable states L(T, M) has a non-empty intersection 

with the closed ball S(z (T), e ) with center at z^(T) 

and radius « in the state space X, Thus the basic 

problem is reduced to the study of the properties of 

the set L(T, M) and its relations with S(z^(T), £ ) 

in X. 

Now, Let us use a simple sketch in the 2-dimensional 

case to illustrate our notivation as in Figure 2.1. 

When the e-controllability of system (2.4-1' ) 

is assumed, it is clear that the sets L(T, M) and 

S(z(T), e ) are not disjoint. The effect of distur­

bance is represented as the translation of the ball 

S(z(T), £ ) to a new position centered at z-^(T) by a 

vector w(T), which is solely due to f(t). when we 



L(T,M) 

Figure 2.1 
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require that the system to remain e-controllable under 

disturbance, we must therefore find conditions which 

would assure us that the shifed ball S(z^(T), * ) has 

a non-empty intersection with L(T, M). Let us now intro­

duce 

Definition 2.4-4 Let the system (2.4-1) be given. 

For each given space F of admissible disturbance functions, 

the set of perturbed states is the set 

T 
0(Tf F) = {<o(T) = J £(T, s)f(s)ds, f € F} . 

*• o ' 

Let us also enlarge the set of attainable state 

by defining a new set 

Lg(T, M) = }tfS(0(T), £ ), 0(T) * L(T, M)} (2.4-9) 

where S(0(T), e) is a closed ball in X with center at 

fl(T) and radius e . Intuitively, by looking at the 

sketch, it is clear that the system will remain e-con­

trollable at T whenever the vector "(T) is contained in 

the shaded' region, i.e., the intersection of the sets 

Le(T, M) and n(T, F). The fullfilment of this conclusion 

will naturally depend on certain topological properties 

of the sets Le(T, M) and ft(T, F) and their relative 

positions to z(T). 

In addition, a crucial remark to be noticed is 
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that some fixed time instant T is implioityly assumed 

throughout the whole argument. In the mean time, the 

superposition principle for linear systems has been 

used for interpretation. 

Since the assumption has been that system (2.4-1') 

is e-controllable at T, it would be meaningless to 

evaluate the effect of disturbance on the property of 

E-controllability at T for a different time instant. 
\ 

Because, in general, there is no guarantee that the set 

of attainable states will not change at an instant 

other than T. Furthermore, as part of the trajectory 

of system (2,4-1), the position of the state z(T) will 

certainly change with time. Therefore, in the formal 

presentation to follow, it is to be understood that we 

are in effect dealing with a fixed time problem for 

the moment. 

The following lemma due to Antosiewicz C1 ] is 

the basis for the following analysis. 

Lemma 2.4-5 Let the system (2.4-1) be given. Let the 

space M of admissible controls and the space P of ad­

missible disturbance functions be also given. Then 

the sets L(T, M) and fi(T, F) are compact convex set 
X 

in X. 



57 

If we say a set S is symmetric vrith respect to 

the origin when x € S-implies -x € S, then it is easy 

to show that both L(T, M) and fi(T, F) are symmetric 

with respect to the origin. We may introduce two linear 

transformations as followss 

L(T) « M L(T, M) 0(T) = L(T)m . (2.4-10) 

n(T) i F -> 0(T, F) w(T) s= fi (T) f (2.4-11) 

By definition, the mappings are onto. 

Let P and Pn denote the sizes of the sets 
L n 

L(T, M) and fi(T, F) respectively. We define 

p = sup I10(T)1| (2.4-12) 
L e(T) € L(T, K) 

P = sup MT)I| (2.4-13) 
fi «(T) ? n(T, F) 

Let us also define a norm for the continuous 

linear mappings L(T) and o(T) as 

L(T) = sup||L(T)m|| ||m|l « 1 (2.4-14) 
2 or 00 

fi(T) = sup|jn(T)f|| Ifll2 or ̂  1 (2.4*15) 
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Then 

p ss sut> |lfl(T)ll 
' L 0(TM L(T, M) 

= sup l|L(T)m|| IImil « k 
m € M 

= k sup ||L(T)m|| IImil „ S 1 
m 6 M 2 or 

= k|lL(T)H (2.4-16) 

Similarly 

p q = KI|n(T)ll (2.4-17) 

It is clear that, in general, the sizes of the sets 

L(T, M) and. ̂ (T, P) will not be zero when k ̂  0 and 

K / 0, 

Again, from observation of the sketch, there 

will exist elements in F, under the influence of which, 

the property of £-controllability for system (2.4—1) 

may not be retained unless 

Le(T, M) u fi(T, F) = L£(T, M), i.e., the set n(T, F) 

is a subset of Le(T, M), 

We know from Corollary 2.2-7» if the system 

(2.4—1) is e-controllable with respect to M, then 

there exists a least compact time interval JQ = C 0, Tq3 
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4-in R such that the system is «-controllable. Let us 

call this particular time instant T0 the optimal time. 

For most cases to follow, we shall designate this Tq 

as our fixed time instant. 

It is well known then, following the above 

designation, that the closed ball S(z(T), e ) will barely 

contact the set L(T, M). Formally, this means that the 

sets S(z(T), c) and L(T, M) are not disjoint, and in 

addition, there exists a supporting hyperplan which 

separates the convex sets S(z(T), * ) and L(T, M) at 

their point of contact. 

Equiped with these observations and knowledge, 

we have arrived at the following conclusions. For 

which, we shall first introduce the definitions 

Definition ZA-6 Let the space P, with K > 0, of 

admissible disturbance functions be given. A dynamical 

system, such as (2.4-1), is said to be e-controllable 

under disturbance with respect to given M and (XQ, x^) 

if, for every f e F, the system is e-controllable. The 

system is said to be completely controllable under 

disturbance if it is completely controllable. 

Proposition 2.4-7 Let system (2.4-1* ) be given. Let 



60 

the system be e-controllable at T with respect to 
o 

given M and (x , x ), Then, if F is given with K > 0, 
o d. 

the system (2.4-1) can not be e-controllable under 

disturbance at T with respect to M and (x , x ). 
° o d 

Proof: Let K > 0, it suffices to show that there 

exists f e F such that system (2.4-1) is not e -control­

lable at time T . It can be shown that the set 
o 

L£(T, M) is also compact. Thus, z(T ) will be a boundary 

point of L£(To, M), On the other hand, z(TQ) serves 

•as the center of the translated set 

(T , F) ={x + z(T ) • z(T ) € n(T , F)} and is thus 
o v o o o 

an interior point of n'(T , F). Then, by definition of 

an interior point and a boundary point, there is a 

6 * 0  s u c h  t h a t  t h e  £ - n e i g h b o r h o o d  S ( z ( T  ) ,  6 )  i s  a  
o 

proper subset of fi'(T , F) and 

S (z (T ), e)*j L (T , M) ̂  L (T , M). But, since the 
o o e o 

mapping o(T ) is continuous, S(z(T ), e ) is the range 
o ° 

of n(T ) corresponding to some subset of F. By definition 
o 

of e—controllability, it is required that z^(TQ) be 

element of L (T , M) corresponding to every f e F, £ o 

which is clearly impossible whenever K > 0. This completes 

the proof. 

Proposition 2.4-8 Let system (2.4-l1) be given. Let 
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the system "be e-controllable at some time T ̂  T with o 

respect to given M and. (x . xj, Let z(T) be an interior 
o a 

point of Le(T, M). Then there exists F with K > 0 

depending on z(T) such that the system (2.4-1) will be 

e-controllable under disturbance at T with respect 

to M and (x , x,). o a 

Proof; Following the definition of e-controllability, 

it suffices to show that the set ̂ '(T, F) with center 

at z(T) is a subset of Le(T, M). The size of n'(T, F) 

is given by p = Klin(T)ll, - or K = p /l|n(T)ll. By hypo-
12 -r X a 

thesis, there exists e > 0 such that the e-neighborhood 

of z(T), S(z(T), e), is contained in Le(T, M), Since 

(T, F) is campact and convex, and norm of fi(T) is 

fixed, we may choose K = e/Jlfi(T)fl so that o' (T, F) is 

contained in Le(T, M). This comletes the proof. 

Corollary 2.4-9 Let system (2,4-1') be given. Let the 

system be controllable at T with respect to given 

M and (x x ). Then, for every E > 0, there exists 
o, d 

K > 0 such that the system (2.4-1) will be s-controllable 

under disturbance at T with respect to M and (x , x ). 
o o d 

Proof: This is only a special case of Proposition 

2.4-8. 

Using different phrasing, we have the following 
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corollary which is important to our subsequent analysis. 

Corollary 2.4-10 Let the system (2.4-1') be given. Let 

the system be controllable'at T0 with respect to given 

M and (x , xj, Then, for a given e > 0, a sufficient 
o d 

condition for system (2.4-1) to be e -controllable under 

disturbance at TQ with respect to M (xQ, x^) is the 

satisfaction of the inequality 

K£ e/l|n(T )ll (2.4-18) 
o 

One remark to be made here, the choice of the 

optimal time Tq is really not important. The crucial 

point is that we have chosen a control function such 

that z(T) is a boundary point of Le(T, M). The choice 

of optimal time simply enhances this requirement. 

The above condition in Corollary 2.4-10 is apparently 

too restrictive since inequality (2.4-18) imposes a 

uniform bound on the disturbance function f(t) over 

where the sketch depicts only the instantaneous 

situation of system behavior at T0» With this under­

standing, we have derived the following result, which 

is in essence equivalent to Proposition 2.2-8. 

Proposition 2.4-11 Let the system (2.4-1') be given. 

Let the system be controllable at TQ with respect to 
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given M and. (x , x ). Then, for a given e > 0, a 
o d 

necessary and. sufficient condition for the system 

(2,4-1) to be e-controllable under disturbance at T 
o -

with respect to M and (x . x,) is the satisfaction of o a 

the inequality 

a - 6 (204 

where a is given in formula (2.2-10). 

Proof: Sufficiency is a direct consequence of the 

definition of e-controllability under disturbance and 

the hypothesis. For necessity, let o- * e and assume 

(2,4-1) be e-controllable under disturbance at TqI we 

must show a contradiction. Since both sets L (T , M) E o 

and fi are convex and compact, £ e implies that 
T 
o 

there exists Z]_(TQ) ̂  obvious contra­

dicts the requirement of e -controllability. The proof 

is completed. 

Following the above development, an observation 

is to be made here. It is clear from the sketch that, 

when the system (2.4-1') is controllable, at some T 

with respect to given M and (xQ, x^), then system 

(2,4-1) will be e—controllable under disturbance for 
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given e > 0 at T when appropriate choice of F is made. 

We notice also the some of the disturbance functions in 

F' may even improve the system performance, if we mean by 

improvement that z^T) is shifted to become an interior 

point of L£(T, M) owing to effect of disturbance. However, 

in order to know which disturbance function would produce 

such improvisation, we must know more about the character­

istics of both n(T) and f(t)0 It will become clear from 

our subsequent considerations that we may not be willing 

or able to impose such specific constraints on f(t) 

other than the bounds on amplitude as depicted by the 

definition of F. Based on this consideration, the 

above propositions appear to be eminent. 

Nevertheless, the uniform bound imposed on f(t) 

appears definitely too stringent in many cases when 

the present study is transformed into the context of 

studing two-level linear dynamical systems. In order to 

alleviate some of the restrictions, we will have to 

impose other kinds of constraints on the disturbance 

f(t), which must in itself not be unrealistic. 

Let x(t) be the general solution of system 

(2.4-1), Let x (t) denotes the complimentary function c 

of (2.4-1), i.e., the solution of its homogenous part 
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x = A(t)x. Let x (t) denotes the particular solution of 

(2.4-1), which results from the forcing function 

C(t)m(t) + f(t). It is well known that x (t) -> 0 as o 

t -> when system (2,4-1) is b.i.b.o. stable, Therefore, 

if we could find m(t) and f(t) such that x (t) -> 0 as 
P 

t -» 00 to combine with the concept of uniform control­

lability, it might be possible to say some thing about 

controllability under disturbance and strenghthen the 

previous results. First of all, let us introduce the 

following defintlon. 

Definition 2.4-12 A vectorial function f(t) is said 

to have the exponentlal-asymptot1cally stable property 

if there exists positive constants a , a such that 
JL M * 

-a?t 
llf(t)ll £ a-^e for all t £ 0, 

Proposition 2.4-13 Let us consider a b.i.b.o, stable 

system x = A(t)x + f(t). The trivial solution of the 

system is uniformly asymptotically stable if f(t) is 

exponential-asymptotically stable, 

Proofi By means of the principle of superposition, it 

suffices to show that x (t) 0, which results from p> » 

f(t) only, as t -> eo. Let 

-a?t 
llf (t )ll S a e * for t i 0c It is known that 
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t -1 
x (t) = J" §(T, s)f(s)cls, where §(t, s) = U(t)U (s) 
P o 

and U(t) is the fundamental matrix of X = A(t)X. 

Uniform asymptotical stability of the system implies 

that there exist positive constants « , « such that 

-a9t )l§(t, 0)||= |(U(t)|| - a e for t 2 0, while 
- 1 

-1 «<pt t -1 
IIU (s)ll£: « e o There, x (t) = U(t).f U (s)f(s)ds 

-« t t as -a s 
and ||x (t)|| 5 « e  ̂ / (« e )(a e 2 )ds 

P 1 o 1 1 

-«?t t -(a )s 
s= (a a a )e i e ^ ds. Suppose a = « , 

1 1 1  o  2 2  
it is obvious that xp("t) 0 as t 00. 

1 -(a - « „ )t 
Otherwise, II x (t)|| ~ (a a a )(1 - ——. e ) 

P  1 1 1  -  «  
2 2 

Clearly, x (t) -* 0 as t -> 10. This completes the proof 0 
P 

As a consequence of this proposition we have 

derived the following intersting result. 

Proposition 2.4-14 Let system (2C4-1') be controllable 

at some time T with respect to given M and (x , 0). 
o 

then, given e > 0, the system (2.4-1) will be 

e-controllable under disturbance at some time t > T. 

with respect to M and (xQ, 0) if 

0 

/ 
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(i) F is the set of exponential-asymptotical stable 

functions, 

(ii) the system is b.i.b.o. stable. 

Proof: Since the desired state is the origin, we 

must show that there exists a control function 

m(t) « M corresponding to which ||x(t)ll s e for some 

t £ T. Condition (ii) and Proposition 2.3-16 assure 

that system (2,^-1*) is uniformly controllable,. In other 

words there exists m (t) in M such that the solution 
o 

xf(t) of (2.^-1') satisfies xf(t) = 0 for all t 2 T. 

Let us pick m(t) = m (t), it suffices to show that 
o 

llx(t) - x (t)ll= I I I  $ ( t ,  s)f(s)dsll 2 e for some t 2 T. 
f o 

But the conclusion is assured by condition (i), (ii) " 

and Propostlon 2.^-13. This completes the proof. 

We notice here that a very stringent requirement, 

which exists in previous analysis of £-controllability 

under disturbance for system (2.^-1) has been removed. 

Namely, the disturbance function in F must be uniformly 

bounded by a specific bound. Instead, the set of ad­

missible disturbances functions now read as a set of 

*1" 
functions defined on R which have the exponential-

asymptotical stable property. Although the new con-, 

straint still requires that the admissible disturbance 

functions be uniformly bounded, at least a specific 
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bound need not be specified a priori in order to fulfill 

the conditions for e-controllability dictated in previous 

proposition. It will become more evident later that the 

new constraint can often be met in practical consider­

ations for two-level linear dynamical systems. 

Again, we notice that the requirement x^ = 0 

is quite artificial and should be removed. In fact, 

the following result established a general condition 

we shall need for our subsequent analysis. 

Proposition 2.^-15 Let system (2,^-1') be uniformly 

controllable for t 2: T with respect to a given M and 

(x , x ), Then, given e > 0, the system (2.^-1) will 
d 

be e-controllable under disturbance at some time 

t > I with respect to M and (x , x ) if the set P is 
o d. 

the set of exponential-asymptotical stable functions. 

Proof: Let x(t) be the solution of (2.^-1), We must 

show that there is a control function m(t) S M such 

that l|x(t) - xJ| £ E for some time t. Since 
d. 

the system is assumed to be uniformly controllable, 

there must exist mQ(t) € M such that the solution 

xf(t) of (2,^-1') satisfies xf(t) = x^ for all t Z T. 

"t 
Let <tf(t)s/o §(t, s)f(s)ds then it suffices to show that, 
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after picking m(t) = m0(t) as the control function for 

(2.4—1), || x(t) - xf(t)l| = |JW(t)]| ̂  £ for some t - T. 

and all f(t)6 F. Since uniform controllability implies 

that (2.4-1) is b.i.b.o. stable, Proposition 2.4-13 

assures that the required conclusion is true, i.e., 

Ilto(t)ll £ £ for some t £ T and all f(t) e F. This completes 

the proof0 

There is another problem of substantial impoi-tance. 

That is, could the effects of additive disturbances be offr-

set by excessive control energy? The answer is affirmative 

at least for linear systems, as disclosed .by the following 

proposition, 

Propostlon 2.4-16 Let the system (2.4-1* ) be controllable 

(at time T with respect to given M and (x . x,). Then system 
O a. * 

(2.4-1) will be controllable under disturbance at T with 

respect to an enlarged space of admissible controls 

M' = (m(t) s II mJJ ^sk*, t € if the space F of admissl-

ble disturbance functions is defined as in Definition 2,4-3 

and if y(k' - K) £ K, where y= supllC(t)l|. 
tej 

Proofs Let us consider only the caseoC_. the case of <C 
2 

can be easily extended. It suffices to show that 

F C Mc= {.C(t)m(t) j ||C(t)mll2 S Y(k» - it), t e j}, 

while m(t) € M' = |m(t) : llmll^ - k' - k, t € J}. 
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T 
Because, corresponding to each o>(T) = I §>(T, s)f(s)ds 

with f(t) € P, there exists m(t) e M* such that 

T , 
- «(T) = S <1>(T, s)C(s)m(s)ds when the above is true. 

T 2 T 2 2 2 T 2 
J" llC(t)m(t)|| ds £ I IIC(t)H /|m(t)ll dt & ̂ 1 l|m(t)l| dt 
o o ° 

2 2 
< Y (k* - k) . Since K> V (k' - k) by assumption, 

this implies F C M . This completes the proof. 

In effect, this proposition tells us that out­

side disturbances can counteracted by the use of 

additional effort in the case of a linear system. Never 

theless, a strong condition is imposed on the nature of 

disturbance, namely the disturbances must at least be 

measurable in the Lebesque sense. For the study on 

two-level linear dynamical systems to follow in the 

next chapeters, we shall see that this requirement 

will invariably be satisfied. 



CHAPPTER III 

THE CASE WHEN NO DIRECT INTERACTION BETWEEN INPIMALS PRESENTS 

3*1 Introduction 

In this report, only qualitative property of multi­

level system will be concerned, In order to carry out such 

study it is necessary that a definite mathematical model be 

formulated as the basis of study. In section 3.2, the com­

pletion of this task will be the main objective. 

Controllability of a dynamical system has been 

viewed either as a structural or behavioral property. 

Since we shall take the later viewpoint in this report, 

mainly section 3»3 is used to discuss the problem of 

complete controllability, which is a structural property, 

to complete the discussion. 

In section 3»^» two references of coordination will 

be developed. For later analysis, these two references will 

be the principal guideline. 

In sections 3.5 0nd 3 . 6 ,  the coordination problems 

of two-level system, which was defined in section 3.2 will 

be studied for the case when no direction interaction 

71 



72 

between the infimals presents. 

In section 3«7» the concept of redundant control 

energy will be explored to improve those^results obtained 

in sections 3«5 a^d 3.6. 

3.2 Statement of Problem and Formulation of Two-level 

linear Dynamical system 

As we have said in Chapter I, the two-level linear 

dynamical system to be studied in this thesis is, in 

general, a multi-level system. The fundamental charater­

istics that distinguish a multi-level system from a 

system of usual understanding are interaction, inter­

vention, and internal uncertainty, A mathematical 

formulation, or rather an indealized representation of 

actual situation, of such systems must preserve and 

identify these characteristics. 

Before we attempt to formulate the mathematical 

structure of the two-level linear dynamical system to 

be studied, we shall give in the following a few informal 

definitions which would help to clarify the meaning of 

our subsequent analysis. 

Definition 3.2^1 A goal-seeking system is a general 
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systemf253 having the following attributes: 

(i) A system x = ̂ (m, f), where x, m, and f are state 

function, control function, and.disturbance function 

respectively, and ^ is mapping of the iiaput space 

M x F into the state space X, where x, m, and f are 

elements of X, M, and F respectively. 

(ii) A set G of objectives or goals, 

(iii) A set M of admissible alternative actions, 

(iv) A set P of uncertainties. 

As we have mentioned earlier in this thesis, the 

linear dynamical system to be considered is simply under­

stood as mathematical system dascribalbe by a set of 

ordinary linear differential equations (2,2-1), When 

controllability requirement is imposed, the system 

(2,2-1) becomes naturally a goal-seeking system as the 

attributes are indentified as follows: (i) system: 

equation (2.2-1); (ii) Goal: controllability with 

respect to M and (xQ, (iii) Alternative actions: 

the space M of admissible controls; (iv) Uncertainties: 

the set F of admissible disturbance functions. 

In this thesis, we take the point of view that a 

multi-level system is a collection of interacting goal-

seeking subsystems. Since the problem under consider­

ation will be restricted to a class of systems with 



assumed mathematicalstructure, no formal definition on 

the notion of subsystem is attempted. But a schematic 

diagram showing the general structure of the system to 

be studied would help us to have some insight to the 

problem being studied. 

r 1 

J 
Figure 3*1 

The system G is assumed to be a goal seeking 

system, which is composed of a collection of interacting 

smaller goal-seeking systems G , or subsystems. The 
X J 

systems G. . are smaller only in the sense that they 
3- 0 

are part of the over-all system G. In the above diagram, 

each block is thus assumed to represent one of the. smaller 
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goal-seeking systems where the two-way arrows indicate 

that the units are interacting with each other. Based on 

this structure, vie may have the following informal 

definitions. 

Definition 3.2-2 A Multi-level goal-seekinp; system G is 

a goal-seeking system such that it is composed of a 

collection of interacting goal-seeking systems 

G , i = 1, 2, ..., r, 3=1, 2, .,,, r, while the 
J i 

decisions made by the goal-seeking subsystem G^ 

directly affect and are binding on the activity of 

subsystems G where i > 1, but the decisions made by 
-L J 

G^ influence the activity of G^ only indirectly via 

the over-all goal of the system G, The subscripts i 

distinguish the subsystems to be situated on a different 

level i. 

Definition 3.2-3 Let us consider a two-level goal-

seeking system G (i = 1, 2) in which j = 1 when 1 = 1, 

3=1, 2, p when i = 2. Subsystem G^ will be called 

the supremal and subsystems G , J = 1, 2, ..., p, will 

be called inflmal. 

Following this definition, the supremal will 

clearly have priority of action over the infimals, 

Besides the duty of satisfying its own goal, the supremal 
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must also overlook the activities of the infimals in 

order to satisfy the over-all goal of G, We may call 

this kind, of supervising the control problem of the 

supremal, 

Definition 3.2-^1- Let us consider the two-level goal-

seeking system defined in Definition 3«2-3« The control 

problem of the supremal is called coordination* The 

coordinative actions to be performed by the supremal 

are called intervention* 

There are several forms of Intervention a supremal 

could use, namely; (i) Goal intervention, in which the 

supremal affects the goal or objective which is the 

basis for the decision of the infimal, (ii) Image 

intervention, in which the supremal modifies the model 

of the system which the infimal uses, (iii) Constraints 

intervention, in which the supremal restricts the domain 

on the control action of the infimals. (iv) Interaction 

intervention, in t»rhich the supremal controls the 

communication channels between the infimals0 

As we have said, we are interested in knowing some 

qualitative properties of a two-level goal-seeking system, 

to be exact the property of controllability of such 

system. It is therefore necessary that a definite 
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mathematical model of the systembe specified, This we 

shall do as follows: 

The supremali 

x = A(t)x(t) + C(t)m(t) + SB^(t)xi(t) (3.2-1) 

M = { m(t): IImIf £ k, t t J }  
1 2 or 00 

The infimals: 

x = A (t)x (t) + C (t)m (t) + % D, .(t)x.(t) 
1 i 11 13 3 

(3.2-2) 

I<L = \ m. (t)i )lm || £ k . , t 6 J } 
1 1 i i 2 or-« i i 

where each differential equation system is assumed to 

have the general definition as system (2.2-1); and 

B (t), D (t) are matrices of continuous functions, 
X J 

To be noted here, the subscript i denotes individual 

subsystems and should not be confused with the com­

ponents of the supremal. We shall write for components 

of each items as x = (xn, xof ,,,, x ); x, = (x,n,x.0,,, - L / c  n  J -  J - J -

A(t) = (a^j(t)}; (t) = ^= e«»» 

J 
D j(t) = (^ jkl ̂ ^ ^ = ̂ ^1 •••» ^ ̂ j^- = ^-» 2, •••• n 

The term S-B^(t)x^(t) in (3.2-1) will reflect the 

interaction between the supremal and the infimals while 

the term 5 D (t)x (t) in (3.2-2) represents the 
j p l lj J 

communication among the infimals. It is also clear that, 
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if we consider the terms SB (t)x (t) and X D (t)x,(t) 
i i i j ̂  i 13 i 

as additive disturbances imposed on each respective 

system, the study of controllability problems will utilize 

very heavily the results obtained in the previous chapter. 

Within the framework of the above mathematical 

description, it is clear that the system (3.2-1)-(3.2-2) 

is a collection of interacting goal-seeking subsystems, 

which have the attributes: systems (3.2-1) or (3.2-2), 

sets of alternative actions M or M , sets of uncertainties 

F (represented by 2B.(t )x (t))or F (represented by 
i 1 1 i 

2 D (t )x . (t)), and sets of goals G or G which 
j ̂  i ij U 1 2j 

are to be defined. 

Definition 3.2-5 The system (3.2-1)(3.2-2) is called a 

two-level linear dynamical system in the sense that the 

supremal and infimals are all described by linear 

differential equation systems. 

Definition 3.2-6 The over-all roslI o f  the two-level 

linear dynamical system (3.2-1)(3.2-2) is defined to 

be the e-controllability with € ss 0 . of the supremal 

(3.2-1), i.e., given M and (x x ) there exists m * M 
O Q 

such that the solution x(t, xjL(t)) of (3.2-1) at some 
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T < 00 satisfies the inequality )lx(T, x  ) - x || < c . 
i d 

One crucial observation to mentioned is: why do we 

consider the terms S]3 (t)x (t) and 2 D (tjxjt) as 
i i i j 4 i ij J 

uncertainties when they are genearated by deterministic 

systems? As we have repeatedly said, each infimal is 

considered as a goal-seeking subsystem. Therefore, when 

the space M of admissible controls and the goal is defined, 

each infimal will behave like an independent goal-seeking 

system, i.e0, they will choose their own course of action 

within th bound of imposed constraint. Consequently, the 

solution x^(t) of (3.2-2) as a function of m^€ will 

vary in a certain range. This kind of variation will 

usually not known to the -supremal a priori. Since 

solution x(t) of (3.2-1) is clearly a function of the 

solutions x^(t) of (3«2-2), and thus also denoted by 

x(t, x^)» the supremal is then forced to consider the 

functions x, (t) as uncertainties. This kind of uncer-

tainty has been called internal uncertaintyC3^3 which 

is inherent to any true multi-level system. For the 

present study, one way to cope with the problem of 

internal uncertainty is to Impose bounds on the functions 

x^(t) or to require certain characteristics be satisfied 

by xi(t). The purpose of coordination to be performed 
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by the supremal is exactly to carry out this kind 

of regulation* 

In the present s.tudy, we shall restrict the 

coordinative actions to have the following forms s 

(1) Goal intervention: by setting the desired 

states x,„ for each infimal. 
id 

(ii) Image interventions by requiring the lmfimals 

to possess certain properties, such as stability, 

(iii) Constraints intervention: by specifying the 

spaces MJ of admissible controls and initial 
i 

states x * 
io 

(iv) Interaction intervention: by imposing res­

trictions on the matrices D (t). 
ij 

Definition 3.2-7 It is required that the coordinative 

actions performed by supremal be representable by constants 

or in simple terms. Thesecoordinative actions will be 

called parametric coordination. 

The advantages of employing parametric coordination are 
r 

two fold: (i) the coordinative actions can be clearly 

specified, and (ii) when interventions have been imposed, 

the infimals and supremal can then operate as isolated 

goal-seeking system without worrying about deteriorating 

ov e r - a l l  p e r f o r m a n c e  o f  s y s t e m  ( 3 . 2 - 1 ) ( 3 . 2 - 2 ) .  
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Equlped with the above definitions we may attempt 

to give the following statement. 

Statement of Problem: It is required to know whether and 

how the supremal (302-l) could use parametric coordin­

ation to regulate the behaviors of the infimals (3»2-2) 

so that the over-all goal of the two-level linear 

dynamical system (3,2-1)(3•2-2), as defined by Definition 

3.2-6, can be attained. 

3 o3 The Problem of Complete Controllability 

When looking at the schematic representation of the 

two-level linear dynamical system we had in last section, 

one is inclined to compare it with linear composity systems, 

The problem of complete controllability of composite 

systems was first considered by GilbertCl2l and quite 

recently by Chen and DesoerC7 "] • The composite systems 

studied by Gilbert have in general the following 

schematic representations: 
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m=ni' 

series 

parallel 

closed 

Figure 3 »2 



83 

In the diagrams, S and S were assumed to be linear 
1 2 

transformation# We also notice in each of the three 

representations that there is only one input m and one 

output x of interests, which are both vectors of course, 

But, at least in principle, these composite systems 

can be reduced to a single system of the following 

representation 

m 
s(s1,s2) 

Figure 3.3 

The problem of complete controllability for system 

S(Si, Sg) was then studied when certain properties of, 

subsystems S^, were assumed to be known. However, 

no control problem was associated with each subsystems. 

As we have mentioned, controllability of a 

dynamical systems can either be considered as a 

structural property or a behavioral -property of the 

system. In the previous study of composite systems, 
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clearly it was conceived as structural. However, it would 

not be so fruitful if it be so considered in the present 

study of two-level linear dynamical systems. The primary 

rationale for this differentiation is that the problem 

of controllability for our present system will be considered 

from a viewpoint of decision-making. By associating with 

each infimal a decision-making problem, the structural 

interaction among the subsystems of two-level system 

becomes less rigid than those of the composite systems. 

Consequently, the problem of complete controllability 

for the two-level linear dynamical system (3.2-1) (3.2-2) 

will not be so important and interesting in itself. 

In this section, we shall only consider the case 

when j(t) s 0 for all t 2 0 and all i, j. We shall 

also need some known preliminary results in order to 

prove a final result on complete comtrollability for 

system (3.2-1) (3#2-2). Let us consider the linear system -

x = A(t)x(t) + f(t) (3.3-1) 

where it has the usual definition as system (2.2-1), 

The general solution of (3.3-1) with x(0) &. xQ is given 

"by 

x(t) = I(t)xQ + J^6(t, s)f(s)ds (3.3-2) 
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At any finite time instant T, we have 

t 
x(T) = 3>(T)xo + J'0$(Tf s) f(s)ds 

= rx + n(T)f 
o 

where r : x 3>(T)x 
o o 

T 
and fi(T): f -» «(T) = J" 3(T, s)f(s)ds 

o 

are completely continuous linear operators. Therefore 

there exist constants K^, K depending only on r and n(T) 

such that the following are true: 

llrx \| & K llx |[ 
O a. O 

||n(T)f.||i K2llfl| 

In other words, we must have 

|| xH * K HxJU 4- K2llfll for 0 5 t - T (3.3-3) 

Using this fact, it is possible to prove the following 

proposition. 

Proposition 3.3-1 Let us consider the two-level linear 

dynamical system (3.2-1)(3.2-2). Let D (t) = 0 for all 
^ J 

t 2= 0. Let the supremal (3.2-1), with B^(t) = 0, for 
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t  t  0  and all i, be completely controllable at some time 

T when the space M of admissible controls is the entire 

•C or oC space. Then the two-level linear system is 
2 00 

completely controllable at T. 

Proof: As a consequence of Proposition 2,^-1, it 

suffices to show that the function S£.(t )x.(t) is 
i 1 1 

uniformly bounded on J. But this required fact is guaran 

teed by the above observation (3•3~3) since the matrices 

B^(t) are also assumed to be continuous. This completes 

the proof. 

As pointed out by KalmanCl9 3, a general linear 

dynamical system can be decomposed algebraically into 

four parts which are completely controllable and com­

pletely observable, completely controllable but unobserv< 

able, uncontrollable but completely observable, and 

uncontrollable and unobservable, respectively. In order 

to avoid any unnecessary pitfall, we shall assume from 

now on that all subsystems in the two-level system 

(3.2-1) (3»2-2) are completely controllabe when 

Bj^t) = D^j(t) = 0 for all t i 0 and all i, j. 
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3•^ The Pundmental Inequalities 

The basic assumption that the supremal is control­

lable at the optimal time Tq with respect to a given 

space of admissible controls has greatly reduce the 

mathematical difficulties in dealing with problems 

associated with the assumed two-level linear dynamical 

system, because we are now in a position to solve-the 

problems by considering only the relationships between 

the system matrix A(t) of the supremal and the distur­

bances functions which are in fact generated by the 

infimals. Since we are in essence considering a linear 

problem for which the principle of superposition prevails, 

we notice that the assumption of a fixed time, at T-

in particular, does not reduce the significance of the 

results obtained previously and those to follow. Because, 

©s we have observed in section only the topological 

properties of the sets L(T, M), fi(T, P), and z(T) and 

their relative position in the state space are important, 

which, in the case of linear system, can certainly be 

adjusted by the use of the principle of superposition,. 

Corollary 2.^-10 and Proposition 2.^-11 give us 

two basic conditions which can be applied to the study 

of controllability of the assumed two-level linear 
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dynamical system. From the very beginning of this thesis 

we have emphsized the viewpoint that each infimal shall 

operate as independent goal-seeking system after appro­

priate constraints are being imposed by the supremal. 

Attending to this guideline, we must reduce the in­

equalities given by Corollary 2. *1—10 and Proposition 

2.^-11 to a form suitable for the implementation of 

parametric coordination. 

Let us write down again the mathematical model 

of the two-level linear dynamical system. 

The supremal: 

x = A(t)x(t) + C(t)m(t) + SB (t)x (t) (3.*1-1) 
i 

x = A(t)x(t) + C(t)m(t) (3,^-i») 

x (0) ss x , M = { m (t): ||m|l < k, t * J} 
o 2 or 00 

The infimals: 

x = A1(t)x1(t) -j- ^(tjm (t) i = 1, 2, p 

(3.^-2) 

x (0) = x . l i  = (m, (t): II m,l| < k, t C- J )  
l  l o i v i  l  2  o r  M  

We shall understand that the subsystems are of appro­

priate dimensions n, n., , n , and have the usual 
p 
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definition as system (2,2-1). For any chosen admissible 

control functions, the general solutions for the sub­

systems are respectively: 

*fc "b 
x(t) e= <g(t)x + J s )C(s )m(s )ds + 2/ $(t,s )B (s)x, (s 

o o i o i i 

( 3 . 4 - 3 )  

and 

t  
x  ( t )  s  3> ( t ) x  +  J" $  ( t ,  s)C (s)m (s)ds (3o4- 4 )  
i i io o i i i 

Let us define 

f ( t )  =  2 B  ( t ) x  ( t )  (3 . 4-5) 
i 1 1 

Then, the norm of f(t) will satisfy the following: 

IIf (t )1| — 112 B (t )x (t )]1 
i i i 

5  2 ||B (t ) l l « J|x (t )|| f o r  a l l  t  2  0  
i i i 

Here, |]B (t)|| is the Euclidean matrix norm of the matrix 
a 2 i 

B (t) and ||B, (t)|| = (tr B, (t)B'. (t))2 = 2 2 (b J2 at each 
i  i  l i  j k  i j K  

time instant t. Since ̂ (t) a*>e assumed' to be known 

matrices, the norms are uniformly bounded for-all t 

and we may define the following constants: 

^i = ts£PJl,Bi(t>11. i = 1. 2 

Following this definition, we have 

(3.^-6) 
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||f(t)ll* SjSjIx (t)U t e J (3.^-7) 
i i i 

With this knowledge, -we have 

Propos 11ion 3.4-1 Let the supremal (3.4-1' ) "be control­

lable at the optimal time T with respect to given M 
o 

and (x , x ). Then, given e > 0, the supremal (3,4-lJ 
o d 

will be £-controllable at T with respect to M and 
0 

(x , x ) if the following is true.* 
O CL 

SjS.llx, (t)l |s «/ll«(T )I1, t  e j  (3.4-8) 
jL i i o o 

Proof» This proposition is a direct consequence of 

Corollary 2.4-10 and formula (3.4-7). 

On the other hand, we may use the inequality 

provided by Proposition 2;4-ll to derive another criterion 

of significant importance to the subsequent development. 

By incorporating the definition of f(t) as in 

(3o^-5) and the set fi(T, F) of perturbed states as in 

Definition 2.4-4, we have 

n(T, F) ={<O(T)J »(T) = Sj S(T, s)B (s)x (s)ds) 
1 o i i 

(3.^-9) 

Then, proposition 2.4-11 depicts that the following 

inequality is a sufficient condition to achieve the 
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over-all goal: 

ll«(T)ll « « for all «(t) C o(T, P) 

Again the norm of <"(T) will satisfy 

T 
imt)ii a shj" 5(t, s)B (s)x (s)ds|| 

i o i i 

Let us denote 

T 
(T) = I &(T, s)B (s)x (s)ds (3.4-10) 
i o A 1 l 

Then 

II40 (T) 11 - S|K(T)|| 
i 1 

Therefore, we have the following proposition which 

provides another fundamental inequality. 

Proposition 3.4-2 Let the sumpremal (3.4-1') be control­

lable at the optimal time Tq with respect to given M 

and (x , x ). Then, given e > 0, the supremal (3.4-1) 
o d 

will be e-controllable at Tq with respect to M and 

(x . x,) if the following is truei 
o d 

Sll" (T )|| s e (3.4-11) 
i i o 

Inequality (3.4-11) will provide an important clue 

for coordination. Nevertheless, this condition alone does 

not provide us a powerful tool to achieve fruitful 
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analysis, because it only stipulates an instantaneous 

situation at T0. Unless the properties of §(t), 3^(t), 

and x^(t) and their combined effect as represented by 

o)'^(t) are fully known and completely adjustable, it 

is almost an impossible task to guarantee the satis­

faction of this inequality at that particular time 

instant Tq. Undoubtedly, this is beyond the scope of 

parametric coordination which we intend to use exclu­

sively in the present study. Consequently, certain 

compromises must be made in order to solve the problem. 

By reviewing the results obtained in section 2.4-, \ie 

see that Propositions 2,4-14- and 2,4—15 do provide us 

with the necessary tool. 

The guidelines of coordination provided by in­

equalities B) and (3.4-11) are undoubtedly too 

restrictive to achieve the over-all goal intended. The 

reason lies of course on the use of norm which simply 

supresses certain nice properties of the time functions 

xi(t), B^(t), or <»^(t-) that might be used to improve the 

sufficiency conditions. Nevertheless, these guidelines 

are not likely to be improvable in general because of the. 

viewpoint we have taken in treating the functions x^(t) 

as internal uncertainties, Xn which case the bounds or 

certain simple characteristics set on th state functions 
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x (t) seem to be the only reasonable constraints. 
i 

Nevertheless, by summerizin.g the results in this 

section and previous observation, a few conclusions 

could still emerge. That is, there are several schemes 

of coordination the supremal could use to regulate the 

system behavior and to achieve the over-all goal. The 

following cases will be investigated in the subsequent 

sections, 

(i) The supremal may use constrains intervention to 

set for each infimal the space X of admissible initial 
io 

states and the space of admissible controls so that 

Inequality (3.^-8) might be satisfied, 

(ii) The supremal may use goal intervention to set 

the target set for each infimal, constraints inter­

ventions as in (i), and image intervention so that 

inequality (3.^-11) might be satisfied. 

(iii) The employment of redundant control energy 

to improve the results obtained in (i) and (ii). 

Since the interaction among infimals is assumed 

to be completely supressed in the study of this chapter, 

the use of interaction intervention will be discussed 

in the next chapter. 



9k 

3•5 Coordination by Use of Image and Constraints 

Interventions 

Let us write down again the two-level liner 

dynamical system to be considered in this section. 

The supremal 

x = A(t)x(t) + C(t)m(t) + 23 (t)x (t) (3.5-1) 
i  1  i  

x(0) = x , M = { m(t) i ||mil * k, t € jJ 
o 2 or w 

x = A(t)x(t) + C(t)m(t) (3.5-1') 

The infimals 

xjL = Ai(t)xi(t) + Ci(t)mi(t) i = 1, 2, ..., p 

(3.5-2) 

x, (0) = x. , H = j m(t) i  HmJI £ k , t < J. } 
1 io' i 1 i i 2 or" i i 

Let us assume that the unperturbed supremal 

(3.5-1* ) is controllable at time Tq with respect to 

M and (x . x- ) • The problem to be solved is then» how o d 

the supremal can use interventions to coordinate the 

activities of the infimals so that the supremal (3.5-1) 

itself can remain controllable or e-controllable under 

the influence of the state functions x (t). 
i 
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In last section, one of the fundamental inequalities 

developed was 

t PJix, (t)l| £ f/'|n(T )H for t * Jo (3.^-8) 
i i i o o 

We shall use this inequality as a basis to develop some 

schemes of coordination which the supremal may use in 

order to regulate the activities of the infimals,' 

It is quite obvious that inequality (3.^-8) is 

a more restrictive version of the following inequality, 

which also serves as a sufficient condition for the 

stated problem: 

. Sl|B. (t)x, (t)ll s f/lKMT )ll for t * J (3.5-3) 
^ l i o o 

Suppose that the weighting matrices B (t) c'an be designed 

as desired, inequality (3•5-3) can always be satisfied 

no matter what the state functions x^(t) are. For 

instance, the weighting matrices B^(t) might be the 

representation of a saturation mechanism such that 

|!B (t )x (t )1| * a , for t U 
i i i o 

Then, let the saturation mechanism be so designed that 

£« £ 6/p(T )IJ, the achievement of over-all goal for 
j| X C/ 

system (3.5-1)(3-5-2) will be accomplished. Or, if the 
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+ 
state functions x^(t) are uniformly bounded over R and 

B^(t) are time-varying, there always exists a set of 

Bj_(t) such that the above inequality will be satisfied. 

However, if we consider "to bear certain physical 

meaning which is usually the case in the real world, 

then we do not have the liberty of arbitrarily designing 

Bi(t). Thus, we shall assume in this section and those 

/ \ + to follow that matrices B^(t; are fixed on R . In order 

to achieve the over-all goal, the supremal must then 

use interventions to restrict the amplitude of the state 

functions x^(t). 

The fact that the state functions x^(t) will be 

bounded on any finite time interval was clearly es­

tablished in section 3»3> However, the above obser­

vation is usually too crude to be useful. Let us take 

a look of the fundamental lemma on differential in­

equality. 

Lemma 3.5-1 C13] Let x(t) defined on R+ be a solution of 

x = A(t)x(t) + f(t). Then 

|| x(t )|| — { ||x II + Ĵ llf (s )l|ds] expJ'tllA.(s )||ds 
° o © 

Applying this lemma to the solution of any infimal 

(3.5-2) we have 
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t A. 
Ilx (t)|| S I Ilx || + I lie, (s )m (s )f|ds} expj" JlA (s)|Jds 

l  l o o i l  ' o i  

If we let 

a = sup 11a (t)ll 
i t € J0 1 

y = sup lie (t)|| 
l t e jc 1 

Clearly, 

||x (t)ll s { ||x || + yk t} exp(a T ) for t 6 J 
. 1  i o i i o  i o  0  

(3.5-^) 

Thus, if we select xiQ, y^, k^, such that the right-

hand side of (3,5-^) is less than some constant a^, this 

would establish a sufficient condition for C-control-

labillty of the supremal (3.5-I). However, since in­

equality (3*5-^) is exponentially growing as a function 

of T , the bounds established is again too restrictive. 
o 

The reason for this inconvenience is that no restriction 

has been imposed on system structures of the infimals. 

In other words,more refined inequality might be obtained 

when the infimals are required to possess certain pro­

perties, which constitutes the employment of image 

intervention. 

Let us consider the case when the infimals are 
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required to be bounded-input bounded-output stable. 

Lemma 2.3-1^- assures that the following property holds 

for each infimal: 

(t )ll £ b for all t 2 0 (3.5-5) 

t 
1 112 (t, s)c. (s)llcte *b40 for all t 2 0 (3.5-6) 
o i 1 12 

where are positive constants. Consequently, 

we have 

||x (t)|| 5 ||i (t)|ll|x II + I l!$ (t,s )C (s){| Dm (s)|lds 
l i 10 o i i i 

- bll,|3Cion + klti2 (3•̂ -7, 

Thus, if the constants b.n, x, , k . b can be so 
il io i' i2 

chosen that the right-hand side of (3*5-7) is less than 

some constant a^, this will establish a sufficient 

condition for the ^-controllability of the supremal, 

i.e., the achievement of the over-all goal. We may 

summerize the above analysis to give the following 

proposition. 

Proposition 3.5-2 Let the supremal (3o5-l' ) be controllable 

at time T with respect to (x , x ) and a given M. Then. 
° o d 

for some given € > 0, the supremal (3*5-1) will be 



99 

e-controllable at time T with respect to M and. (xQ, x^) 

if 

(i) the infimals are b.i.b.o, stable, 

(ii) Xfi (b ||x4 || + k b )< 6/|Jfi(T )|l (3.5-8) 
II io i I/C o 

Based on this theorm, a scheme of coordination, 

which reduces the two-level linear dynamical system into 

a group of independently operating subsystems, can be 

divised. It should be pointed out, however, that 

inequality (3 <>5-8) may not be satisfied for a given 

6 > 0 when the infimals have fixed systems structure 

and must start from some fixed initial states. In this 

case, the supremal can only use the allocation of 

control energy represented by the spaces of admissible 

controls as a means of intervention. For convenience, 

let us give 

Definition 3.5-3 For some given 5 > 0, the inequality 

(3*5-8) is said to be consistent if 

, Vt>u"xio , |)  * f/ | l0(V" (3.5-9) 

When the consistancy condition is satisfied, the 

supremal will have some freedom in the use of constraint 

intervention. Suppose that the initial states of each 

infimal can be adjusted, then the supremal may assign 
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the spaces x of admissible initial states by giving 
io 

the constants k .,In this case inequality (3,5-8) becomes 
io 

s/3(b k + b k,) s e/llo(T )ll (3.5-8') 
i i il io 12 i o 

Obviously, the consistancy condition can always be 

satisfied by some appropriate choice of 

Based on the above proposition, we may formulate, 

a scheme of coordination as follows. 

Scheme of Coordination 3.6-^-

(i) the supremal exercises image intervention by requiring 

that each infimal be b.i.b.o, stable. 

(ii) the supremal commands the infimals to send in 

Informations concerning the constants b and "b^. 

(iii) the supremal exercises its constraint intervention 

by selectin x, for each infimal so that the consis-
io 

tancy condition is satisfied. 

(iv) the supremal exercises constraint intervention by 

selecting M for each infimal so that inequality 

(3.5-8') is satisfied. 

In this scheme of coordination, the flow of infor­

mation is completely representable by real constants. 
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In orther T^ords, it does conform to the definition of 

"parametric coordination" as defined in section 3*2. 

When the assumption of b.i.b.o, stability is 

lifted, it would be difficult to assess explicit bounds 

on the state functions using the differential inequality 

in Lemma 3.5-1 as has been demonstrated. However, using 

a method due to RosenC39 it is possible to discern 

the existance of such bounds. Let us first introduce 

Definition 3.5-5 The differential control system 

x = f(t, x, m) with its control space M is p-stable. 
4" 

if for every t 6 R and m * M, x(t ) € R( P )  
o o 

R(p) = (xi llxll £ p] implies x(t) € R(p) for t £ t ~ T. 

Definition 3.5-6 The differential system x = f(t,x,m) 

is controllable p-stable if there exists a control 

function m £ M such that x = f(t, x, m ) is p-stable, 
o o 

Rosen was successful to obtain result for linear 

constant systems. So let us consider 

x = Ax(t) + Cm(t) (3•5-1") 

This is only a special case of (3.5-1*)• 

Definition 3.5-7 The matrix C is a control matrix for 

A if there exist no vector x, such that the conditions 
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x'(A + A')x > 0 and l|C'x|l = 0 

hold simultaneously. 

Then, for system ( 3 « 5-l") he gave 

Lemma 3.5-8 There exists a p  >  0, such that the system 

(3.5-1") is controllable p-stable if and only if C is 

a control matrix for A. 

In order to apply this theorem to the proposed 

two-level linear system, let us assume that all the 

infimals are constant systems. Thus 

*4 = + C m (t), i = 1, 2, ..., p (3.5-2') 
1 i i l i 

and we have 

Proposition 3.5-9 Let the perturbation matrices B (t) be 

fixed. For a given € > 0, in order to satisfy inequality 

(3.4—8) it is necessary that are control matrices 

for A^ respectively. 

Proof: By hypothesis, it is required that II (t )|| £ a 

0 < t S T, i = 1, 2, p, i.e., the infimals 

(3.5-2') are at least controllable P-stable. Thus, 

the proof follows as a consequence of Lemma 3*5-8. 

The presentation of above analysis here is only 
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for its aesthetic value. Since no explicit bound can 

be established based on Proposition 3.5-9 alone, the 

practical value of this theorem in the present context 

is limited. 

Another class of systems of general interests 

is the class of systems which employ feedback type 

control. That is , the control function is repre-

sentable by some weighted function of the state vector. 

In the following case, we shall assume that all infimals 

employ exclusively linear continuous feedback type 

control, i.e. 

mi(t) = H (t)x (t), t ^ T, i = 1, 2, . . ., p 
x il i 

(3.5-10) 

where H^(t) are continuous matrices of appropriate 

dimensions. Without loss of generality, we may write 

C (t )m (t) = C, (t)rl._ (t)x. (t) (3.5-10') 
i i i il i 

= H. (t )x (t), i = 1, 2, ..., p 
l i 

where H^(t) are necessarily square matrices of dimension 

n . Therefore 
i 

*i = Ai(t)xj.(t) + H1(t)xi(t), i = 1, 2 p 

(3.5-11) 
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where H^(t) are to "be designed. Again, we want the 

solutions of (3.5-11) to satisfy the criteria 

||x (t)ll < a , 0 * t * T. 

ffhere are several approaches could be utilized 

to solve the problem stated previously. 

As we have said previously in section 2.3, for a 

linear dynamical system, the property of bounded-input 

bounded-out stability has a very close relationship 

with the property of uniformly asymptotical stability. 

Since the satisfaction of inequality (3*^-8) dictates 

a uniform bound on the state function x^(t), it would 

be natural to require that the infimal to have the 

bound-input bounded-output stable property. We shall 

also apply this idea to the feedback control system 

stipule-ted above. One could write system ( 3 « 5 - H )  

also as 

*i = ^Ai^ + (3o5-H') 

Then, formally, one could consider system ( 3 . 5 - H '  ) as 

an autonomous system, i.e., those systems without 

external forcing functions. In order to maintain the 

solution x (t) of (3.5-H') within a uniform bound 
1 
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on R+, the matrix (A^(t) + H^(t)) must have certain 

properties. In order to satisfy the required condition, 

it is well known(51 that H^(t) can not be any arbitrary 

matrix, when system (3*5-2) is assumed to be b.i.b.o. 

stable. On the other hand, for any given A^(t), there 

do exist some feedback matrix H^(t) which quarantees 

the asymptotical stability of (3*5~H)* This fact is 

esbabllshed in following lemma: 

Lemma 3.5-10 Let the system (3*5-2) be bounded-

input bounded-output stable. Then there exists a feed­

back matrix (t) such that system (3*5-13.) is asympto­

tically stable, provided that IIH. (t)l| - « for t 2 0, 
1  3  

where is a constant depending upon A^(t). 

For the proof of this lemma, we shall need the following 

well-known resulti 

Lemma 3.5-11 If u, v - 0, if « is a positive constant, 
1 

and if 
rt 

U £ a +  J  UVdS 
1 O 

t 
Then uS a exp(J" vds ) 

1 ° 

Proof of Lemma 3.5-10 The solution of (3*5-11) Is 

t 
x. (t) = $ (t)x + J 2 (t, s)H (s)x (s)ds 
1 i i° o i i i 
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From the proof of Proposition 2,^-13, we know that 

Hx (t)ll e i2 + a e i2 J" e i2 IIH (s )IM|x. (s )||ds 
i ii ii o i i 

or, 
%t t « s 

IlX (t) || e 5 a + a a J" e 12 II x (s )llds 
i 1 1 3 0 1 

From Lemnla 3.5-H» we have 

at a a t 
IIx (t)lle 2 ^ a e -*• 3 for t i 0 

i 1 

If a a s , we can conclude that Hx (t)l| -» 0 as 
13 2 i 

t -» Since the constants a , a depend upon A (t), 
il 12 i 

it is clear that a depend upon A^(t), 

Using the terminology x?e have used so far, the 

asymptotical stability of system (3.5~H) is equivalent 

to say that the state function x^(t) has the exponential 

asymptotically stable property. Then, by the application 

of Lemma 3«5-10» the following proposition is proved. 

Propostlon 3.5-12 Let the supremal (3.5—1* ) be control­

lable at T with respect to a given M and (x , x ). 
o . o a 

Then, given e •> 0, the supremal (3.5-1) will be 
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«-controllable at T with respect to M and (x , x ) if 
o o a. 

(i) the infimals (3»5-2) are b.i.b.o, stable 

(ii) the infiraals use feedback control with || H (t)lt £ « 
1 13 

(iii) 2 p  a  ux |) < €/l|0 (T )H 
i = 1 i i io o 

where a & a are constants depending on A (t). 
13 i 1 

Proof As a consequence of Lemma 3.5-10, it is possible 

to select the feedback matrices PI (t) with J|H (t)|| < a 
i 1 13 

such that infirnals (3.5-H) a^e uniformly asymptotically 
-a t 

stable. Therefore, ||x. (t))| - « ||x || e 1 for t i 0. 
1 1 io 

where and a are positive constants. Clearly 
i i 

||x (t)ll £ a llx D which depends on A (t). Then, condition 
1 1 io 1 

(iii) guarantees the conclusion which follows from 

inequality (3"^-8). This completes the proof. 

For practical purposes, the compulation of constants 

« would present a problem. However, there are cases in 

which these constants can readily be computed, for instant, 

time-invariant linear systems and non-oscillatory type 

systems. Suppose this problem is solvable by an algorithm, 

then a general scheme of coordination can be devised 

as follows: 
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Scheme of Coordination 3.6-13 

(1) The supremal commands the Infimals to send up infor­

mations on the constants b,.., 11 

(ii) The supremal computes constants a by selecting 

appropriate feedback matrices H^(t) (or limitations 

on H (t)) with IIH (t)l| £ a . 
i i 13 

(ill) The supremal selects judicial constants a^and 

initial states x J  (or the space x. of admissible 
io io 

initial states) such that inequality (3.5-13) 

is satisfied. 

(iv) The supremal commands the infimals to operate 

within the constraints on H.(t) and X, . 
1 io 

Let us now investigate the case when the infimals 

are. time invariant systems. The infimals are now 

described by 

x = A x (t) + Cm (t) (3.5-2") 
i i i i 1 

The foundamental matrices are $ .(t) = exp(A + H )t. 
i i i 

Let the eigenvalues of the matrices A be all distinct0 The 

assumption of b.i.b.o, stability ensures that all the eigen 

values are negative real constants. 

By a standard technique in matrix analysis, we 
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niay choose orthogonal matrices G such that G' G = I 
i i i 

-1 
and. G A. G, = A where A are diagonal matrices with 

i i i i i 

x"l' x 2* 1 ~ ' 2* P °n dia£ona1. 

Let xi = (3.5-2") reduce to 

-1 -1 
y = (A + G H G )y (t), y. = G x (3»5-l̂ ) 
i  l  i i i i  i o  i i o  

-1 
and y (t) = 1 (t)G x, (3.5-15) 

i i i io 

where I (t) expU , G Si G )t. Suppose A H, = H A 
1  i  i i i  i i i i  

for i = 1, 2, .p, it is easy to show that 

-1 
2- = exp(A t)exp(G H G t), because 
i  i i i i  

-1 -1 

A (G E-G ) s= (G H G )A . Under this hypothesis 
i i i i  1  i  i  

-1 -1 -1 
y (t) = G x (t) = cxp(A t)exp(G H G t)G x 
i  1 1  i  i i i i o  

One sufficient condition for y^(t) to be non-oscillatory 

-1 
is that exp(G H G t) be non-oscillatory, because 

i l l  

exp(A^t) is non-oscillatory. This requirement will be 

assured if the matrices H^ have distint negative real 
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constants as eigenvalues. This is so "because the matrices 

-1 
G H G has the same eigenvalues as H . To summerize, 
i i i i 

we have 

Proposition 3.5-14 Let the conditions of Proposition 

3,5-12 be satisfied. Let the infimals be constant systems 

described by (3»5~2). Let all the system matrices 

A^( i = 1, 2, p have distinct real negative eigen­

values. Let A.H. s= H A . i = 1, 2, .,,, p. Then the con-
l i i i 

elusion in Proposition 3»5-12 holds if 

p / 2 f i  n  l|x || - e/lin(T )li (3.5-1?) 
i Z i i i io o 

Proof: If suffices to show that llx (t)ll S n l]x || 
i i io 

i = 1, 2, p, 0 S t. In fact 

-1 -1 
||x (t)ll * IIG exp(At)exp(G H t)G H'llx || 

i i i i i i io 
-1 

= ||exp(A t)exp(G H G t)|!'))x II 
i i i i io 

because G is also an isometry, Thus the above reduces to 

-1 
)|x (t)|[ S ||exp(A t)II'l)exp(G H G t)ll°l|x I), But 
i i i i i io 

||expA t|l £ /"n , ||exp(G "Si G t )|| S Jn because of the 
i i i i i i 
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negativity in eigenvalues. Then |1x (t)l| $ n ||x || 
i i io 

as required. 

It is known that, if and if A^ and Hj_ 

are diagonalizable, then there exists a normal matrix 

• f —1 
of the property G^G^ GiGi su°h that G^ H^G^and 

-1 Gi ̂ i^i are d.ia6onal matrix.Let this assximption 

be made and let y^ = ^lien 5^(t) = exp(A1 +A^)t 

where and are diagonal matrices composed of 

eigenvalues. 

Proposition 3.5-15 Let the conditions of Proposition 

3.5-12 be satisfied. Let the infimals be constant systems. 

Let the system matrices have distinct real neqative 

eigenvalues. Then the conclusion of Proposition 3.5-12 

holds if 

( i )  I a ^ I  >  | «  | .  1  =  1 ,  2 ,  . . , p ;J«l, 2,..,^ where \1J and 

5 are eigenvalues of A and H respectively, 
i j i i 

(ii) % fl € llx II i */||n(T }l| (3.5-18) 
1=1 i 1 io o 

Proof i It suffices to show that ||x. (t)|| £ /n ||x || 
1 1 io 

for i = 1, 2 ,  ..., p. In fact 

l|xi(t)|| S ||Giexp(AJL + AA) X || 

= ||exp(Ai +Ai)t|J' J|xlo|| 
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Let U I > U 1 "be satisfied, the matrix A + a 
U ij . i 1 

will have negative eigenvalues. Thus Uexp(A + A t )\\ S (rf . 
1 i i 

Therefore, J|x. (t)l| ^ fn" ||x 1| as required. 
l i io 

Similar bounds on x^(t) could also be established 

when commutative property is not assumed between and 

H^. Let us consider the time-invariant linear infimals 

(3«5-2"). the fundamental differential inequality 

used previously we have 

IIx (t )l| S tlx. ||expfjt||A + H lids] (3-5-19) 
i lo o i i ' 

or 

!|x (t)|| £ ||x ||exp||A If t exp||H \| t (3.5-20) 
i io i i 

Again, if we assume that A^ have distinctive eigenvalues, 

we may take the same transformation x^ = G^y^. Then 

-1 
lly, (t)ll £ ||G x. Ijexp ||A || t exp||H ]|t, 0 £ t 
i i io i i 

By requiring |lx (t)|| £ HĜ I (t )|| S 0 4=. t 5 T, 

a sufficient condition would then be 

aj 
expllrl ||t £ ~~ — /« c;_2n ) 

1 ||G II KG"1!' -j 13 • 5 21; jjl I|G" |J(|x Ijexp Â lit 
x 1 io i 
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2 h 
•Since A are diagonal, JJ a I) = (S A ) . We must establish 

i i i ji 

an explicit estimation of IIH II • In order to do so, let 

us state the following lemma without proof: 

Lemma 3.5-16 CllJ Let A be a matrix with eigenvalues 

*  A  4 < » » « < A » s S n  n o t  n e c e s s a r i l y  d i s t i n c t  .  
12 s 

k m„i n 2k | 
Then IIA It £ c k ( 2 I a I ) 

° j=l 3 

2 § 
where ||A|| = ( 2 )a { ) - (tr AA') 

i,i '' 

l,s mm, 
c =  n  (  a.  -  a )  ^  
0 i > 3 i J 

m , m are the multiplicity of any eigenvalue and 
* j 

m = max (m ). Therefore, for any H with distinct 
l«t«s 1 1 

eigenvalues, i^e shall have 

2 " 
HHJI £ cio(2II.il )2  (3.5-22) 

J 

Where c = n (A - A ), A are the eigenvalues 
io j>k ji ki ji 

of H^. With this derivation, formula (3,5-21) is 

reduced to 



11  ̂

- 2 ̂  a, 
. exp(c (£|x 1 ) T).i ± _ 

i 2 
l|Gilll|Gi H'Hxiol|exp(SA;3i) T 

J (3.5-23) 

To summer!ze, we have 

Proposition 3.5-17 Let the condition of Proposition 

3,5-12 be satisfied. Let the infimals be constant systems 

described by (3.5-2"). Let the matrices A^,. have 

distince negative real eigenvalues. Then the conclusion 

of Proposition 3*5-12 holds if 

(i) X JB a • * */llo(T )ll 
i=l 1 1 ° 

(ii) inequality (3.5-23) Is satisfied for 1=1, 2, p. 

The above analysis could equally be carried out 

for time-varying linear systems. Using a technique 

developed by BernsteinC 6], A^(t) could theoretically 

be reduced to a tri-dlagonal form, which facilitates 

an explicit estimation of ||A (t)||. Nevertheless, since, 

there exists no algorithm which computes the eigen-

function J (t>) of an arbitrary matrix H (t), it is 

practically useless to have a formula like (3*5~23)o 

A similar formula could also be established for 

a constant system by using an inequality due to 
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WazevrskiC38}. Let us state it without proof as a lemma 

Lemma 3, 5-18 Let x = A(t)x(t). Let B(t) = |(A(t) + A'(t)). 

let A. (t) and o-(t) be the minimum and maximum eigenvalues 

of B(t), Then 

t t 
IIx ||exp J A.(s )ds S ]1 x(t)|l i j|x !|exp J *(s)ds 
o o o o 

Let us again consider the time-invariant infimals 

described by (3«5-2" ) which employ feedback-type controls, 

Let 

P4 = -!(A, + H + A' + H' ) 
i i i i i 

Let the eigenvalues of A , H be a ,7 respectively. 
1 1 5i ji 

For physical consideration, we shall restrict that the 

matrices A. H. have distinct eigenvalues a with 
i 1 ji 

negative real parts. Let <r denote max( <t  ). Then, since 
i j Oi 

j + h ) _ S < 0, i _ 1, 2, p 
^ ijj i«5j 

we have 

5 |S(ai 11 + Nn'1 

where aijjf are diagonal elements of matrices A t h 
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respectively. Therefore, 

* 

U I < 2 12 (a + h )1 * 2 (| Sa .J +U|h | ) 
i j ijj ijJ j ijj j iJJ 

* 

where A^ are the maximum eigenvalues of matrices P^, 

Using Lemma 3.5-19 

t * 
||3C± (t }|| 6 Hxiol]exp(7̂ asJ 

5 11xiol|exp |dsj 

£ II Xj| || exp | A |t 
io i 

£ IIx ||exp2)Sa It exp2)2h \t 
io j i0J j ijj 

By requiring llx (t)ll - a . 0 * t - T ,we have another 
i i o 

sufficient jcondition 

ai 
exp 21 Sh . .1 T & — (3.5-2*0 

3 00 ° ,,xiolle:£p 2 12aijj'To 

To summerize, we have 

Proposition 3.5-19 Let the conditions of Propostion 

3.5-12 be satisfied. Let the infimals be constant systems 

described by (3»5-2"). Let the matrices A^# have the 

properties assumed above9 Then the conclusion of 

Proposition 3*5-12 holds if 
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(i) S |8 a & fi/lln(T )ll 
i=l 1 i ° 

(ii) inequality (3• 5-2^4-) be satisfied for i = 1, '2, p. 

Combining the utilization of Scheme of Coordination 

3,5-13 and Propositions 3.5~1̂ » 3«5-15» 3.5-17 &nd 

3»5-19» the supremal has several coordination schemes 

at his disposal to guide the performance of the two-

level linear dynamical system. 

We have explored quite extensively when the infimals 

are commanded to use feedback type controls. The primary 

rationale in the above analysis is the use of exponential-

asymptotically stable property of the state functions 

x^(t). This is by no means unreasonable in the case of 

linear systems. This property could certainly be enhanced 

by the use of norm-bounded controls, which will be studied 

in the next section, 

3,6 Coordination Using Image. Constraint, and Goal 

Interventions 

In Propostion 3*^-2, a sufficient condition was 

established for the e-controllability of supremal. 

The condition 
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I 11«(T)||2 £  ̂ (3.̂ -11) 
i=l 1 

T 
where <» (T ) = J °$(T , s)B.(s)x (s )ds, is essentially 

i o o ° i i 

an end point condition. Therefore, in order to achieve 

the over-all goal defined previously, restrictive pro­

perties must be imposed on <5(t), B^(t), and x^(t) 

so that inequality (3•^-11) can be guaranteed. The main 

theme of this section is to investigate such possibilities. 

Let us again write down the system structure. 

The supremal: 

P 
x = A(t)x(t) + C(t)in(t) + X B. (t)x (t), x(0) = x 

i=l 1 1 © 
(3.6-1) 

x sz A(t)x(t) + C(t)m(t) x(0) = x (3»6-l') 
o 

The infimals: 

x1 = A;,(t)xi(t) + C1(t)mi(t), x^O) = xi( 

Let us assume that the unperturbed supremal 

( 3 . 6 - 2 )  

(3.6-1* ) is controllable at time Tq with respect to 

a given space M of admissible controls and a pair of 

states (xQf x^), where x^ = 0 when-ever unspecified. 
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The problem to be solved is then.* how the supremal can 

use interventions to coordinate the behaviors of the 

infimals so that the supremal itself can remain control­

lable or e-controllable for a given e > o with respect 

to the fixed control space M and the pair of states 

o d 

In order to conform with the general scheme of 

"parametric coordination", we want to find a criterion 

which is suitable for use on any typical infimal. From 

formula (3.^-11), it appears that such a scheme is 

possible if we can have II*0 (T)ll £ b^ for all 

2 2 i = 1, 2, p, while 2bi 5 e , 
1 

In this section we shall assume that the matrices 

B^(t) are known and fixed, Therefore, we may let 

y (t) = Bi(t)xi(t), i = 1, 2 (3.6-3) 

Thus 

T 
«i(T) = /o5(T,s)yi(s)ds, 1=1, 2, ..., p (3.6-^) 

Clearly, the points «>^(T) € R*1 will be completely 

determined whenever 2(t) and (t) = B^tjx (t) are known 

We shall apply some of the res\ilts obtained in section 2. 
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and. section 2.4 to solve the coordination problem. 

In last section, the essential restriction placed 

on the infimals was the requirement that the state 

functions x (t) be uniformly norm-bounded on a time 
1 

interval (0, T]. This kind of constraint may be too 

restrictive for practical purposes. As a consequence,, 

we shall try in this section to substitute the boundedness 

requirement by conditions commonly assumed for practical 

systems, such as stability and controllability. 

Throughout this section, we shs.ll .assume that 

the supremal is b.i.b.o, stable. Furthermore following 

the practice of section 2,3» the fixed time requirement 

will be relinquished as we shall see its necessity. 

Proposition 3.6-1 Let the supremal (3.6-1') be 

controllable at time T with respect to a given M and 

(x , 0). Then the supremal (3,6-1) will be E-controllable 
o 

for a given e > 0 at some time t z T if the infimals 

with zero control are asymptotically stable. 

Proof: As a consquence of Proposition 2,4-14, it 
— a  -fc 

suffices to show that IfS y. (t)II ^ a e ^ , where a 
1 1 

and « are positive constants. Since 

l|2y.,(t)|| £ 2 f ly. (t)||, it suffices in turn to show that 
1 1 i 1 
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A O  
II v (t)ll £ « e where « , « >0, The matrices 

i 1 il II 12 

B (t) are assumed to be continuous, thus we may show 

-a!0t 
instead that llx (t)ll - <*' e 12 , >0, But this 

i il il i2 

is exactly the case following the hypothesis and 

Lemma 2,3-13. This completes the proof. 

As it is well known, for a linear dynamical system, 

the term asymptotic stability is practically synonymous 

to stability. Since this is one of the most common 

properties assumed for a practical system^ the above 

proposition does induce a profound implication. One 

short coming to be overcome is how to. estimate the 

particular t at villich the supremal (3.6-1) will be 

e-controllable under the perturbation of infimals. 

Proposition 3.6-2 Let the supremal (3.6-1' ) be control­

lable at time T with respect to a given M and (x , 0). 
o 

Then the supremal (3,6-1) will be e-controllable for 

a given e > 0 at" some time t 5 T with respect to M and 

(Xq, 0) if the infimals are 

(i) b*i.b.o, stable 

(il) controllable with respect to and (xiQ. ). 

Proof: Following the proof of last proposition, it 
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- O L  t  
suffices to show thet llx^tJHSa e for 

for i = 1, 2, p. Let m^(t) € be the control 

functions which transfer the respective infimals from 

x, to 0. Clearly, the selection of control functions 
io 

mi^ =.fm^(t) 0 5 t < will accomplish the proof, 

V o  T ±  <  t  

because x^(t) ~ 0 for t £ following the property of 

b.i.b.o. stability. Since ||x^(t)|\ are bounded over a 

finite time interval and zero otherwise, it is always 

possibe to find positive constant « , « such that 
11 12 

— a t 
llx (t)|| 5 « e  ̂ This completes the proof, 

i il 

One thing to be noted in above proposition is that 

the time instant is not required to be fixed. Clearly, 

this is a consequence of the assumption that the sub­

systems be asymptotically stable. 

Corollary 3 .6 -3  Let the conditions of Proposition 

3. 6-2 be satisfied. Then the same conclusion holds if 

the infimals are b.i.b.o. stable and controllable with 

respect to M. and (x. , x.,) where x,, ̂  0. 
^ i io' id id 

Proof; Let nL (t) Q M be the control function which 

transfers the respective infimal from x. to x . 
io id 
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Clearly, the selection of control function 

m, (t) = (m,(t) 0 5 t - T will accomplish the proof, 
i I i i 

^0 T1 t 

Because, let x. (T ) = xj . the function Hx (t)II for 
l i id i 

t Sr T^ exhibits the exponential-asymptotic stable 

preperty. Following the argument of previous proposition, 

the complete proof follows. 

As we can see, all the above propositions depend 

on the assumptions of asymptotical stability and uniform 

controllability. The requirement that the supremal be 

transferrable from an initial state to the origin is 

nothing but an assurance of uniform controllability. 

Since we have shown in section 2.3 that the property 

of uniform controllability is attainable in less restrictive 

circumtances, the above requirement should be reducible, 

which is evident in the following proposition. First, 

let us recall that 

T 
L(T, M) = i *(T)r 0(T) = J §(T, s)C(s)m(s)ds, m€ M> 

o ' 

Proposition 3.6-^ Let supremal (3.6-1' ) be controllable 

at T with respect to a given M and (x , x ). Then supremal 
o d 

(3.6-1) will be €-controllable for a given £ > 0 at some 

time instant t > T with respect to M and (x , x ) if 
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(i) II x || + supll$(t )x 11 £ min ||0(T)||. 
a  T i t  °  f l ( T ) c 8 L ( T , M )  

(ii) the infimals are b.i.b.o, stable and controllable 

with respect to and (x̂ 0, 0). 

Proof: Condition (i) and the assumption that supremal 

(3.6-1') is b.i.b.o. stable guarantee that sumpremal 

(3.6-1' ) is uniformly controllable, which follows from 

Corollary 2.3-20. The remain of the proof follows from 

the proof of Proposition 3*6-2. 

As a consequence, we have also 

Corollary 3.6-5 Let the conditions of Proposition 

3.6-4 be satisfied. Then the same conclusion holds if 

(i) llx II + supl|$(t)x || £ min H^(T)I| 
a T*t ° 0(T)e3L(T,M) 

(ii) the infimals are b.i.b.o. stable and controllable 

with respect to II and (xf , x ), where x. , £ 0. 
i io id id 

Proof: Same as in Corollary 3«6~3. 

As we have seen in above propositions, the condition 

that the infimals be controllable is quite essential. 

Otherwise the state functions x^(t) will not necessarily 

exhibit the exponential-asymptotically stable property, 

A natural question arises; Can the fixed time requirement 
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be retained if additional constraints are imposed onto 

the controllability condition of the infimals? The 

answer appears to be yes. But, since a formal proof can 

not be provided, lve shall only state it as 

Con.jecture 3.6-6 Let the supremal (3.6-1') be control­

lable at T with respect to a given M and (XQI X^). 

Then supremal (3.6-1) will be f-controllable at T with 

respect to M and (x , x ) if 
o d 

(i) the infimals are b.i.b.o. stable, 

(ii) the infimals are controllable at time T^, which 

are sufficiently small, with respect to and 

(x , 0). 
io 

Proof(heuristic); The proof relies upon whether we 

could obtain w (T) by regulating T^ such that 

2 2 
SlI*0 (T)(l - £ . The extreme case is x (t) S 0 which 
i i i 

automatically satisfies the condition. On the other hand, 

we know that the infimals are uniformly controllable. 

Thus x^(t) 3 0 for t 2 T^, The state functions have 

the form x, (t) = ( x (t) 0 5 t £ T 

1 1 1 0 T, < t 

Since ^(T) = /^(T, t )B. (t )%i (t )dt=J Q £(T, t )B (t )x (t )dt ' 
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in which both H(T, t) and X^(T) have the exponential-

asymptotically stable property, it should be possible to 
2 2 

select T so small that S||0>.(T)|| - £ . 
i i. i 

The above propositions provide a very broad 

basis for the coordination to be performed by supremal 

in order to achieve the over-all goal. We may formulate 

a general guide-line as follows. 
i 

Scheme of Coordination 3.6-7; The uniformly control­

lable supremal will retain its ^-controllability by 

attending to these procedures: 

(i) Requiring that the infimals to have b.i.b.o. stable 

property. 

(ii) Determining for each infimal the spaces of admissible 

controls, the space of admissible initial conditions, 

and the target states. 

(iii) Requiring that the infimals be transferred to the 

target states at some pre-selected time T , 

Another legitimate question to ask at this moment 

is: Since «^(T) -> 0 as T -* 00 in the present case, can 

the supremal use its control action to offset the effects 

of W^(T) so that to malce itself strictly controllable 

at some finite time interval? The answer seems to be 

negative in general. For instance, we do not exclude 
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the case when the supremal must use all the available 

control energy in order to maintain its uniform control­

lability. In this case, it is clearly impossible to 

obtain extra control energy to offset the effect of 

^(T). We shall further consider this question in next 

section. 

Now we shall exa-mine the special case when' the 

infimals employ feedback type controls. Following pre­

vious practices, we may rewrite equation (3*6-2) as 

= + H1(t')x1(t) (3«.6-'+) 

where H^(t) are feedback matrices to be determined. 

For this type of control, we have the fundamental 

result. 

Proposition 3.6-8 Let supremal (3.6-1' ) be controllable 

at T with respect to a given M and (xQ, 0). Then, for 

a given c > 0, supremal (3.6-1) is e-controllable at 

some t i T with respect to M and (x , 0) if 

(i) the infimals (3.6-2) are b.i.b.o. stable 

(ii) the feedback matrices satisfy IIH. (t)ll ~ « , while 
i 13 

« is a constant depending on A (t). 
J-J J* 

Proofi Following the proof of previous propositions, 

it suffices to show that the solutions of (3.6-^) have 
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the exponential-asymptotically stable property. Since 

H^(t) are adjustable to needs, Lemma 3*5-10 and condition 

(i) ensure the last requirement. This completes the 

proof. 

A synthesis algorithm of obtaining such feedback 

matrices for general linear systems is not an easy task. 

However, when the infimals are restricted to be time-

invariant linear systems, a procedure of design is 

possible as demonstrated in the previous section. 

In order to improve system performance in the 

sense that supremal (3.6-1) may achieve its goal of 

e-controllability for a least time interval, one would 

intuitively feel that an increasing in the decaying 

rate of the state function x^(t) should help. This 

could certainly be done by the judicial choice of 

feedback matrices H^(t). The supporting motive for this 

observation is no different from that of conjecture 

3.6-6. 

3.? Coordination by Using Redundant Control Energy 

The ideas of using redundant control energy to 

counteract the effects of disturbances is a natural one. 
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Based on this conception, the fundamental result Pro­

position 2.^-16 was derived. In the propsed two-level 

linear dynamical system, interaction among the sub­

systems is considered as additive disturbance. We 

would then expect that the above conception should pro­

vide us a powerful tool in dealing with the coordination 

problem. 

Let us consider the following system; 

The supremal: 

x = A(t)x(t) + C(t )m(t) + SB, (t)x. (t) (3 • 7—1) 
i l l 

x = A(t)x(t) + C(t)m(t) (5.7-1') 

M = |m(t): )|m)l2 or co*k, t € j} 

M' = fm(t): IImil or ̂  £ k», t * J}, k < k' 

The inf irnals : 

x1 = Ai(t)xi(t) + Ci(t)mi(t) (3.7-2) 

Mj_ = { mi(t): llm̂ l 2or°°Ski' tej} 

We shall assume that supremal (3,7-1* ) is controllable 

with respect to given M and (xQf x^), As a consequence 

of Proposition 2,k—16, the controllability of supremal 

(3 •>7—1) with respect to M and (xQ, x^) will be gua­

ranteed provided that the following inequality is 



130 

satisfied; 

SAllx, (t)ll £ r(k* - k) for t e j (3.7-3) 
i 1 1 

This requires that all state functions x^(t) of the 

infimals be. uniformly bounded, on some finite time inter­

val. This possibility has been shown previously. However, 

in order to get more explicit and useful results, it 

is necessary that the infimals possess certain properties. 

Let us assume that the Infimals are all b.i,b,o, 

stable. Then, there exist positive constants, 

i = i, 2, ..., p such that 

11$ (t )ll 5 bi;L for t * 6 

t 
J IIS (t, s)C (s)||dsS b for t* 0 
o i i 1 2  

For every solution x^(t) of (3.7-2) we have 

||xi(t)|| £ biî xio" + bi2ki (3»7-*0 

Consequently, the following result Is established 

Proposition 3.7-1 Let supremal (3.7-1' ) be controllable 

at T with respect to a given M and (xQ, x^). Then su­

premal (3.7-1) will be controllable at T with respect to 

M' U M and (xQ, x^) if 

(i) the infimals are b.l.b.o, stable. 

(ii) ̂ i(billlxioll + bi2ki) £ y(k* - k) 
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Proof This proposition is a direct consequence of 

Proposition 2.̂ -16 and formula (3 *7-3 ) (3 • 7-̂ ') * 

When the two-level system (3•7-1)(3•7-2) is given, 

the constants /J^, t>jQ» ^^2' y are fixed- constants 

while llx± l| and k. are variables, Therefore, the supremal 
io i 

may carry out its coordinative actions by Adjusting 

these variables. A scheme of coordination based on 

Proposition 3*7-1 nieiy be constructed as follows 

Scheme of Coordination 3*7-2 Suppose supremal (3*7-1') 

is controllable at T with respect to a given M and 

(xo, Then the over-all goal of the two-level linear 

system (3.7-1) (3*7-2) will be achieved if the following 

coordinative procedure is followed! 

(i) the supremal uses image intervention to ensure that 

the infimals are b.i.b.o, statble. 

(ii) the supremal commands the infimals to send up 

information concerning the constants b^ and 

(iii) the supremal computes the values k^Q and k^ so 

that condition (ii) in Proposition 3*7-1 is sa­

tisfied . 

(iv) the supremal uses constraints interventions by assign­

ing the spaces and for each infimal. 

This is done by giving the constantss k^Q and k^. 

The above result can certainly be refined when 
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additional conditions are imposed on the activities 

of the infimals. For instance, we have 

Proposition 3.7-3 Let the supremal (3«7-l') "be con­

trollable at T with respect to a given M and (XQ, xd). 

Then, supremal (3.7-1) will be controllable at T with 

respect to M* 3 M and (xQ, x^) if 

(i) the infimals are b.i.b.o. stable. 

(ii) the infimals are controllable with respect to 

given M. and (x. . 0). i io' 

(iii) 2 /?. «. n l|x. ll 5 v(k* - k), where are constants 
*i il io . i 
depending on A^(t). 

Proof Let the solution of x^ = A^(t)x^ be x^(t). 

As a consequence of condition (i), we know that there, 

exist positive constants ,a^2 su°h that 

~ai2t 
llx (t)II - for t 2 0. Let x^(t) denote the 

solution of (3,7-2). Then condition (ii) ensures that 
— aJ 

there exists a m^^ C such that l|x^(t)ll £ "̂ e s"ii* 

The conclusion follows from Proposition 2.^-16 and 

condition (iii). This completes the proof. 

Since condition (iii) in the above Proposition 

is quite similar to condition (ii) of Proposition 3.7-1, 

the Scheme of Coordination 3*7-2 needs only minor mo­

dification to gives 

Scheme of Coordination 3.7-^ 
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(i) the supremal uses image intervention to ensure that 

the infimals are b.i.b.o, stable, 

(ii) the supremal commands the inflmals to send up in­

formations concerning the constants a.^. 

(iii) the supremal computes the values so that 

condition (iii) in Proposition 3»7-3 IS satisfied, 

(iv) the supremal uses constraint intervention to de­

termine for each infimal and commands the 

inflmals by using goal intervention to behave 

in such a way that condition (ii) of Proposition 

3.?-3 Is satisfied. 

When the analysis for the general case of norm-

bounded controls has been studied as in the above, it 

is natural to turn our attention to the case when the 

inflmals are linear feedback control systems. Therefore, 

the infimals will have in general the following mathe­

matical representation: 

xi = + Hi(t)xi(t) (3.7-2') 

where'H^(t) are continuous matrices to be designed. 

Since H^(t) is a realization of the control action of 

system (3.7-2),-we shall still call the restrictions 

imposed on H^(t) as constraint interventions. The system 

xi = ̂ (tJx^ft) are still assumed to be unifornljc 

asymptotically stable. Therefore, after we denote by 
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x^(t) the solutions of x^ = A^(t)x^(t), x^(t) will sa­

tisfy the following property: 

- «,?t 
Hx^tJII ^ «i:L x.Q e ld , for t 2" 0 (3.7-5) 

where « are positive constants. 

Proposition 3.7-6 Let supremal (3,7-1') "be controlla­

ble at some T with respect to a given M and. (xQ, x^). 

Then supremal (3.7-1) will be controllable at T with 

respect to M* 3 M and (x , x^) if 

(i) the infimals are b.i.b.o, stable, 

(ii) llH^(t)ll £ for t - 0 where a^ > 0 depending 

on (t). 

(iii) « l|x^ol| ~ - k), where ^ are positive 

constants depending 011 A^(t) and H^(t), 

Proof Condition (i) guarantees that there are posi­

tive constants « ^^such that inequality (3*7-5) 

is satisfied. Let aj_iai3 < a±2> Lemma 3.5-IO ensures 

that systems (3.7-2') are uniformly asymptotically 

stable. Therefore, when an appropriate feedback matrix 

H (t) is chosen, the solution x.(t) of system(3.7-2') 
iv t 

must satisfy |(x^(t)|l $  a  x̂ q e for t 2 0 and 

"i > °' vi > °* 0r ai,lxio" for t ~ °« Then« 

the conclusion of this proposition follows from condition 

(iii) and Proposition 2.^-16, This completes the proof. 

Again, the scheme of coordination previously 
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stated can be used with minor modification. We shall 

not repeat the scheme of coordination here. 

Obviously, the analysis for general time-varying 

linear dynamical systems, as we have in the above, pro­

vides only a guideline for the design and coordination 

problems. Any detailed algorithm for design and coor­

dination must be provided when a specific system-is 

given. Referring to the present status of control sys­

tems theory, this appears to be possible only when the 

systems considered are strictly time-invariant. For 

such cases, some results were obtained in section 3*5 

for the linear feedback control systems. It should be 

obvious, however, that most results obtained therein 

are adaptable to fit into the stvidy of this section. 

In fact, most propositions of section 3«5 are valid 

when two modifications are made in the statement of 

those proposition$, namely: (i) the statement "e-control­

lable at T with respect to M and (x^, x^)" is substituted 

by "controllable at T with respect to M' => M and (xQ, x^)"; 

and (ii) the constant e/ llfi(T)ll is substituted by 

y(k' - k) in the corresponding inequalities.'Therefore, 

we shall not pursue further the improvisation of system 

performance by using redundant - control energy for the 

case when inequality (3*^-8) is used as a basis of 

coordination. Rather, it is interesting to see how the 
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same problem can be solved when inequality (3,^-11) 

is to be used as the basis of coordination as was done 

in section3.6. 

In last section we have seen the possibility of 

maintaining the e-controllability of a uniformly control­

lable supremal when it is subject to a disttirbance 

function having the exponential-asymtotically stable 

property. The limitation on the conclusion of e-control­

lability rather than controllability was the joint 

consequence of two causes, namely: (i) the possibility 

of exhaxisting all available control energy in order to 

maintain the uniform controllability of the supremal; 

and (ii) the effect of disturbance will die down only 

as time t approaching infinite. Intuitively, one would 

expect that the conclusion of e-controllability could 

be improved to that of strict controllability if either 

one of the above two causes is eliminated. Clearly, 

the introduction of redundant control energy has eliminated 

the first cause because the control energy available 

to the supremal is by definition not exhaustible in 

the sense mentioned above. In fact, the introduction 

of redundant control energy leads to the expected 

conclusion: 

Proposition 3.7-6 Let supremal (3,7-1') be uniformly 

controllable for t 2. T with respect to a given M and 
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(x , x^). Let supremal (3.7-1) be subjected to the dis­

turbance function f(t) which has the exponential-asym-

ptotically stable property. Then supremal (3.7-1) will 

be controllable at some t & T with respect to K* a M 

and (xo, xd). 

Proof By hypothesis we know that k' - k > 0, As a 

consequence of the assumption of uniform controlla­

bility, it suffices to show that there exists a control 

function m0(t) in M" = {m(t)s llm(t)|l2 ^ k' - k} 

"fc t 
such that <»(t) = J"Q§(t, s )f (s )ds = J"o2>(t, s )C(s )mo(s )ds 

for some t S T, Similar to previous analysis, we know 

that II to (t)II -> 0 as t -> 00. On the other hand, it is known 

that L(t, M" ) is a.closed symmetric convex set in X 

which has the property L(t-p M" ) C L(t£, M" ) for any 

tg > t^ > 0. Clearly, t»(t' ) e L(t', M") for some t* £ 0 

and remains so for all t > t'. This completes the proof. 

Equiped with this result, the findings of last 

section can now be strengthened. In the sequel, we 

shall assume that supremal (3.7-1') is b.i.b.o. stable. 

Proposition 3.7-7 Let supremal (3.7-1') be control­

lable at T with respect to a given M and (x , 0). 
o 

Then supremal (3o7-l) will be controllable at some 

t t T with respect to M' O M and (xq, 0) if 

(i) the infiinals are b,i.b0o. stable. 
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(il) m^t) = 0 for t £ 0, i = 1, 2, p. 

Proof From Proposition 2.3-16 and the hypothesis, 

we know that supreraal (3,7-1') is uniformly controllable. 

As a consequence of Proposition 3*7-6 ,  i t  then suffice 

to show that the function SB.(t)x.(t) has the exponen-
i l i 

tial-asymptotically stable property. But this require­

ment was proved for the present case as in the proof 

of Proposition 3.6-1. This completes the proof. 

Proposition 3»7-8 Let supremal (3.7-11 ) be control­

lable at T with respect to a given M and (xQ, 0). 

Then supremal (3,7-1) will be controllable at some 

t i T with respect to M* 2) M and (xQ, 0) if 

(i) the infimals are b«i,b,o, stable. 

(ii) the infimals are controllable with respect to 

given and (x^Q, 0). 

Proof Similar to the proof of the previous propo­

sition, it suffices to show that the function 

SB-(t)x. (t), or the state functions x. (t), has the 

exponential-asymptotically stable property. From Pro­

position 2.3-16, conditions (i) and (ii) ensure that 

each infimal is uniformly controllable with respect 

to and (x^Q, 0). This implies that x^(t) = 0 at 

some T^ and all t ̂  T^, i = 1, 2, ..., p. Thus, x^(t) 

must have the exponential-asymptotically stable property 

as required. This completes the proof. 
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This proposition can be strengthened for the case 

when the supremal (3«7-l') is controllable with a 

desired state ^ 0. We have 

Proposition 3#7-9 Let supremal (3.7-I1) be control­

lable at T with respect to a given M and (xG, x^). 

Then supremal (3.7-1) will be controllable at some 

t i T with respect to M* 3 M and (xQ, x^) if 

(i) llx-H + supl|§(t)x II « min ||0(T)||. 
a Tit 0 0(T)68L(TfM) 

(ii) the infimals are b.i.b.o. stable. 

(iii) the infimals are controllable with respect to 

given and (x^Q, 0). 

Proof Prom Corollary 2.3-20, condition (i) ensures 

that supremal (3,7-1* ) is uniformly controllable for 

t 2: T. Thus, a complete proof follows from the proof 

of the previous proposition. 

For the class of infimals in which feedback type 

controls are employed, which have the mathematical 

representation (3*7~2")» we have: 

Proposition 3.7-10 Let supremal (3*7-1' ) be control­

lable at T with respect to a given M and (x , x^). 

Then supremal (3.7-I) will be controllable at some t t T 

with respect to M' 3 M and (xQI x^) if 

(i) IIxjjjl + sup||§(t)x II < min !I0(T))I. 
Tit 0(T)«0L(T,M) 



1*1-0 

(ii) the infimals (3.7-2' ) are uniformly asymptotically 

stable, 

Proof By condition (ii), solution x^t) of (3.7-2* ) 

has the exponential-asymptotically stable property. 

The proof follows as a consequence of the fundamental 

Proposition 3«7-6. 

After some thinking on the nature of the problem, 

it becomes quite obvious that the implications of 

Conjecture 3.6-6 could equally be applied to the present 

case. In fact, by increasing the size of the space M', 

which leads to an enlarged set L(T, M" ), the same 

consequence can be reached.Hopefully, many improvements 

to the above results can then be obtained. 



CHAPTER IV 

THE CASE WHEN THERE IS DIRECT INTERACTION AMONG INFIMALS 

^ • 1 Introduction 

In this chapter the same problem defined and studied 

in Chapter III will be studied. The two-level system 

concerned here, however, contains a set of directly 

interacting infimals. 

In sections 4.2 and 4.3> coordination is studied 

using respectively the two basic guidelines developed 

in section 

In section 4.4, the concept of using redundant 

control energy will be explored to strengthen those 

results obtained in sections 4.2 and 4.3. 

4.2 Coordination and Norm-Bounded State Functions 

When the fundamental inequality (3.4-8) is used 

as a basis of coordination, as will be done in this 

section, a uniform bound on the state functions x^(t) 

of the infimals must be established. Because of the 

existance of interaction among the infimals, the task 

of establishing such bounds is more complicated than 

141 
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before. First of all, let us write down the mathematical 

model of the two-level system to be studied in this 

section. We have 

The supremal: 

x = A(t)x(t) + C(t)m(t) + SB (tjx^t) (4.2-1) 

x = A(t)x(t) + C(t)m(t) (4.2-1') 

The infimals: 

. X. = A (t)x (t) + C, (t)m. (t) + S D. . (t )x. (t) 
i i i i i ij i 

(4.2-2) 

xi = Ai(t)xi(t) + Ci(t)mi(t) (4.2-2') 

where the equations will have the usual definitions 

as previously defined. 

Similar to the practice in section 3•5» we shall 

again assume that the unperturbed supremal (4.2-1') 

is controllable at some time T with respect to a given 

space M of admissible controls and a pair of states 

(Xq, x^). Then the major question to be answered in 

this section is the solution to the same control problem 

of the supremal using inequality (3.4-8) as a basis. 

Namely: Given * > 0, how the supremal can use different 

forms of interventions to coordinate the activities of 
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the infimals in order that the system (4.2-1) is 

^-controllable at T with respect to M end (x . x„). 
o d 

From a mathematical viewpoint, the matrices 
* 

B^(t) and D^(t) would have the same meaning, i.e., y 

they represent the interaction among systems. However, 

since the activities of the infimals are to be limited 

by the coordinative actions of the supremal, we shall 

assume that the matrices D .(t) are to be designed to 
J 

fit the command of the supremal. This practice indicates 

the use of interaction intervention. 

There are two possib.Ts approaches of designing 

the interactions, which stipulate entirely different 

implication in the design philosophy. One of the approaches 

is to condister the term SD. . (t )x . (t) in equation (4.2-2) -••J J 
as an outside disturbance acted on the particular 

infimal i. In this case, the objective of interaction 

intervention is to place a uniform bound on this dis­

turbance function, for instance 

II 2 D, ,(t)x,(t)ll £ 8 . t € J, i = 1, 2, ..., p 
ĵ i  ̂

(4.2-3) 

By so doning, the design of interaction matrices D. .(t) 
0 

becomes a quite simple matter. In fact, the physical 

realization of the matrices ^^(t) in this particular 
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situation will be some saturation devices. We notice 

that this kind of interaction intervention is often 

used in the real world. For instance, the protective 

circuit-breaker in an electricity transmission line is 

usually designed to handle a fixed amount of load. 

In addition to the advantage mentioned, above, this 

approach will reduce quite significantly the difficulties 

in analysis. For instance, we may introduce the following 

new function without loss of generality. 

f, (t) = 2D (t)x,(t) t < J 
i î ij "J 

{ k . 2 - k )  
llf4(t)l| S 8. 

i i 

In this case, f^ : t -r» f^(t) is clearly a Lebesque 

integrable function which is uniformly bounded on a 

a compact time interval J. Consequently, its effect 

on the behavior of the infimal can be assessed using 

the results obtained in sections 2.3 and 2.4. 

In many cases, however, the above approach is not 

realizable, i.e., the interaction between the infimals 

cannot be realized as saturation devices. For instance, 

the transmission tie line of two electricity pooling-

areas is usually a device of continuous, flow. Under 

these circumstances, the interaction matrices D (t) 
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will be operators satisfying certain constraints. The 

influence of interaction on system behavior is now due 

to the state functions Xj(t) under the transformations D^(t 

Therefore, the design of interaction in this approach 

becomes more or less a structural problem. In other 

words, the design criteria of D^(t) is closely asso­

ciated with the system matrices A^(t) and control ma­

trices C^(t). We shall limit ourself by restricting 

D^(t) to be matrices with continuous time functions 

as elements. 

If the second approach is necessary, we may re­

write the equations of the infimals by introducing the 

following notations: 

cJC(t )  =  

Xg(t ) 

iX (t), p 

<A (t) = Ax(t) 0 ... 0 

Ag (t) ... 0 

... Ap(t) 

Q> (t) = C]_ (t) 0 

0 C2(t) 

0 0 
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•0 (t) = o Diz'f DlpM 

D21(t) 0 

Dpl(t) D"'(t) p2 

lp 

D2p(t) 

/ 

*o = xlo^ 

"2o 

^po 

W.(t) = (m^t)) 

m2(t) 

mp(t) 

(4.2-5) 

Then, the infimals become a single integrated, system 

represented by 

JC = (t )X(t) +C(t)ft(t) + «0(t)£(t) (4.2-6) 

Since ll?J?|| S t  || II, it is clear that the admissible 
i 

controls tfl(t) for system (4.2-6) will be elements in 

some subset of the following sets 

2 or 00 ̂
 X  k i ,  t  6 J }  (4.2-7) 

First, let us investiga-te the situation when the 

first approach is permissible. In this case, the inter­

action among the infimals is represented by equation 

(4,2-4). The mathematical description for each infimal 

is now 

x = A^(t)x^(t) + Cj_(t )m ̂ (t) + f^(t) (4.2-8) 
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where f^(t) is subject to the constraint ( k , 2 - b )  

Proposition ^-.2-1 Let supremal (4-, 2-1' ) be contro­

llable at some T with respect to a given K and. (xQl 

Then, for some given 6 * 0, supremal (^-.2-1) is e-con-

trollable at time T with respect to M and. (xQ, x^) if 

(i) the infimals are b.i.b.o, stable. 

(11) *dJl(b11 X1O + + B^) * ./»»(«« 

where ^i2' ̂ i3 are Posi"tive constants de­

pending on A^(t) and C (t). 

Proof As a consequence of condition (i), we know that 

there are positive constants b^f b^ such that 

W\(t)W - b^ and (s (s )llds S b^g for all t £ 0. 

This in turn implies that there is positive constant 

b^ such that Os)llds £ ^£3* Folowing Proposition 

3.^-1, the claim will hold if 2 B x (t) £ <?/ llfi(T)ll 
i 1 1 

for t J. Since 

ilx^tjll S f|^ (t )ll'II x^JI + Jol|§i (s )Ci (s )ll-Hm^ (s )||ds 

+ ;oll5.(s )|| *llfi(s )||ds 

S + b12k1 + b^ for all t 2 0, 

condition (ii) ensures the claim. This completes the 

proof. 

The above result has the same meaning as Propo­

sition 3.5~2. Therefore, in order that the supremal may 
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* 

exercise its coordinative actions, the consistancy 

condition as defined in Definition 3•5-3 will have to 

be satisfied. In the mean time, Scheme of Coordination 

3.5"^ can be employed in the present case with only 

minor modification. It is clear that, in the above pro­

position, condition (i) is a realization of image in­

tervention while condition (ii) contains the use of 

both constraint intervention and interaction inter­

vention. 

The condition revealed by Proposition 4,2-1 is 

possibly too restrictive for many applications. However, 

the result can be greatly improved when the use of 

goal interaction interaction is exercised by the supre-

mal. As before, the goal intervention is to be under­

stood as the assignment of desired target set and some 

controllability requirement to be fulfilled by the in-

fimals, The precise formulation is given in the pro­

position to follow. 

Proposition 4.2-2 Let supremal (4.2-1*) be control­

lable at some T with respect to a given M and (xQ, x^). 

Then, given e >• 0, the supremal (4,2-1) will be E-con~ 

trollable at T with respect to M and (xQ, x^) if 

(1) the infimals are b.i.b.o. stable. 

(ii) the infimals (4.2-2') are controllable with respect 

to given and (xiQf 0). 
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(iii ) + bi3Si) S e/ lln (T)ll 

where a and b ^ are positive constants depending 
i 13 

on A (t), 

Proof Similar to the proof of Proposition 4.2-1, 

it suffices to show that S/3Jx^(t)ll* e/ IIO(T)||for t £ J. 

From condition (i) and Lemma 2,3-15, we know that the 

solutions x,(t) of x, = A.(t)x, satisfy the inequality 
i i 1 i 

** 9^ 
l|x.(t)|l - He for all t 2 0. Let the solutions 

l il io 
of (4,2-2') be Then, condition (ii) guarantees 

that there exists some 6 such that II x^m(t )l| S || x^ (t )JI 

for all t > 0, In other words Hxim(t)|( Sr a^llx l̂l for t > 0, 

Since the solutions x^(t) of (4.2-2) satisfy 

l|Xi(t)H £ llxim(t)l| + /Jl^i(s)l|.||fi(s)||ds 

"^Ux̂ QII + bi3 8i for aH t i 0, 

condition (iii) ensures the satisfaction of the re­

quired inequality. This completes the proof. 

The above proposition clearly demonstrated the 

usefulness of goal intervention in the present context. 

However, the requirement that the desired target for 

each infimal should be the origin in the corresponding 

state space of the Infimal is again restrictive in some 

cases. We may thus strengthen the above result by mo­

difying condition (ii) in Proposition 4,2-2, 
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Proposition 4.2-3 Let supremal (4,2-1' ) be control­

lable at some T with respect to a given M and (XQ, x^). 

Then, given e>0, the supremal (4.2-1) will be £-con-

trollable at T with respect to M and (xQ, x^) if 

(i) the infimals are b.i.b.o. stable. 

(ii) the infimals (4.2-2') are controllable with res­

pect to given M and (x^0, xj^)» 

(iii) Sj81(«11llxjL0ll + T313«1) * £/ Hn(T)ll if x±QU > ||xidH 

tp±( \lxidH + bi3§1) S e/lln(T)ll if aili»xioll S l|xldll 

Proof Again it suffices to show that ^j(x^ (t )ll £ E/l|ft(T)I| 

for t e J, Using the notation in the proof of last 

proposition, it suffices to show that 

l|xim(t)|| S "ilU^ioU when ailHxi0ll 21 llxldU or 

II xim (t )H s when ail'lxio" 5 'lxid'l • Let 

"ilUXioll ~ "xid"' "^ien condition (i) and (ii) ensure 

that the trajectory xjLm(t) contained in the tube 

R+ x X. inhere X. = { x* 6 X« : IIx.II & aJlxnr)l}» i*e«» 1 • jL J- 2. 1 J. * 

Hxim('t)ii s aii"xio" for a11 ̂  * °* Similarly» if 

a. n|| x. |l S ||x. ,||. then there is some m. <r M. such that 
il io' id ' i i 

2 "xid" for ^ * °* Consecluen'tly» condi­

tion (iii) assures the cla.im. This completes the proof. 

Since the situation considered in Proposition 

4.2-3 is the most general case studied so far, a scheme 
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of coordination can be proposed using Proposition 4,2-3 

as a basis, 

Scheme of Coordinates 4.2-4 The over-all goal of 

the two-level linear dynamical system (4,2-1)(4,2-2) 

will be achieved under the presumed conditions if the 

supremal uses interventions to coordinate the behaviors 

of the infimals in the following wayj 

(i) the supremal exercises its image intervention by 

requiring that the infimals (4.2-2*) be b.i.b.o, 

stable, 

(ii) the supremal commands the infimals to report the 

constants <*# 

(iii) the supremal exercises the constraint intervention 

by selecting for each infimal the set X^Q of 

admissible initial states (by giving the constants 

kiQ) so that the consistancy condition is satisfied, 

(iv) the supremal exercises its interaction intervention 

by selecting constants 8^ so that condition (iii) 

in Proposition 4,2-3 is satisfied, 

(v) the supremal exercises its goal intervention by 

selecting the target state xid for each infimal 

and requiring that the infimals be controllable 

with respect to (X. ,x ), 
io' id 

(vi) the supremal exercises its constraint intervention 

by selecting the appropriate space M of admissible 
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controls, xihich is accomplished by the assignment 

of constants k,, 
i 

After the above development, it is a natural con­

sequence to consider the special class of infimals 

in which feedback type control function is used. As 

we have done previously, the mathematical model for the 

infimals is given by 

Xj, = Ai(t)xi(t) + Hi(t)x1(t) + fj_(t) (^.2-9) 

where H^(t) are unknown continuous matrices to be de­

signed. 

We notice in this particular case that the only 

difference between the analysis to follow and those in 

section 3»5 is caused by the interaction function f (t). 

Therefore, the results obtained in section 3*5 for "the 

linear feedback control case can be directly applied to 

the studies on behaviors of systems (^-.2-9). Since the 

previous results were centered around the requirement 

that trivial solution of the system 

x, = AJ (t)x, (t) + £L(t)x (t) be uniformly asymptotically i i i i i 
stable, we may use the•following general proposition to 

conclude the study of the two-level linear dynamical 

system when the first approach of designing interaction 

is employed. 
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Proposition 4.2-5 Let supremal (4,2-1') be controllable 

at some time T with respect to a given M and (xo, x^), 

Then, given E * 0, supremal (4.2-1) will be e-control­

lable at time T with respect to M and (xQ, x^) if 

(i) the infimals are b.i.b.o, stable 

(i1) the feedback matrices H (t) are so selected that 

the infimaHs (4.2-2') are uniformly asymptotically 

stable. 

(iii) 2/3 ( a llx, 11 + b 8 )£ e/ l ln(T) l l .  Where a,., are 
i il io i3 i il 

positive constants depending on A^(t) and H^(t). 

Proof: Conditions (i) and (ii) ensure that 

||x (t)|| s « ||x II. The proof follows immediately from 
im il io 

the proof of Proposition 4.2-2. 

When the second approach of designing interaction 

for the infimals is adopted, the estimation of the 

amplitude of the state functions || x^ (t) || appears more 

complicated, because the matrices D^j(t) are continuous. 

Let us also write down a similar mathematical repre­

sentation for the imfimal when direct interaction does 

not present: 

X .  = x A  (t )JC(t) + G (t )to(t) (4.2-6') 

Let us denote by x^t) the solutions of (4.2-2) and 

by3C(t) the solution of (4.2-6). Then 
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. tMC(t)U = ( Sl|x, (t) l lV * ( X \ \ x ,  (t)l|) (4.2-10) 
1 i i l 

Let us denote by®tw(t) the solution of (4.2-6') corres­

ponding to some control functional and by xjm(t) the solutions 

of (4.2-2' ) corresponding to some control functions m^. 

Then similar to (4.2-10), we have 

ll<JC (t)ll £ 2||x (t)ll (4.2-10' ) 
i im 

Suppose that supremal (4.2-1* ) is controllable at some 

T with respect to a given M and (xo> x^)» Then, given 

e > 0, Proposition 3»4-l assumes that supremal (4.2-1) is 

c-controllable at T, with respect to M and (Xq, x ) 

provided that 

S/?|lx (t)ll £ e/lln(T)ll for t 6 J (3.4-8) 
i i 

Let /?= max(/? ). Then, using relation (4,2-10) inequality 
i i 

(3.4-8) would become the following which provides a 

similar basis for coordination. 

/JlleC (t )ll * e/l|n(T)ll for t e J (4,2-11) 

Comparing the system equations (4,2-6) and (4.2-6'), 

we notice that the introduction of interaction matrix /&(t) 

is in effect a provision of additional feedback control 

to the system (4.2-6'), With the understanding that the 



matrices t/l(t), C(t),«0 (t) are all continuous, the system 

(4,2-6) is well-behaved. Thus, as it was known in section 

3.3i there exist constants k  and k  which depond only 
1 2 

upon *4(t), £ (t) and/)(t), such that 

||<3C(t)||  ̂k II* « + « lltt(t)l| for t 6 J 
1 o 2 

Although the above inequality is too crude to useful, 

at least it has shown that *(t) could be uniformly 

bounded on a give finite time interval. In order to 

proceed further, it is not unreasonable to assume that 

the infimals (4.2-2') are all b.i.b.o. stable. With 

this assumption, it is clear that the differential 

system (4,2-6') is also b.i.b.o, stable because (4.2-6*) 

is simply a direct product of the infimals (4.2-2'), 

By Lemma 3«5~10« interaction matrix <0(t) can be 

designed so that system (4,2-6) is also b.i.b.o. stable, 

or equivalently, that the autonomous system 

£= (v4(t) +<0(t))<a: is uniformly asymptotically stable. And 

Proposition 4,2-6 Let the supremal (4.2-1' ) be control­

lable at some T with respect to a given M and (xQ, x^). 

Then, given e >0, the supremal (4.2-1) will be 

e-controllable at T with respect to M and (x , x ) if 
o d 

(i) the infimals are b.i.b.o. stable 

(ii) an interaction matrix <0 (t) could be designed with 
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the property ll<0(t)ll - a for t £ 0 such that 

system (4,2-6) is b.i.b.o. stable. 

(iii) £(b U2C II + bTO(Sk. )) £ E/lln(T)ll vjhere b_._ and bTO II o lc ^ i 11 i-£ 

are positive constants depending on^(t) and/)(t). 

Proofs It suffices to show that inequality (4.2-10) 

is satisfied under the given conditions, condition (i) 

assures that system (4.2-6*) is also b.i.b.o. stable. 

Therefore, denoting by 5. (t) the fundamental matrix of 
• 
x = M(t) +/> (t))x, condition (ii) assure that there are 

positive constants b^ and b such that 115 (t)ll ~ b^ 

t 
and J llsilfs )S(s )i|ds £ bTO for t - 0. Consequently, 

o I 

ll5C(t)ll £ b II* II + bjgll?^(t )ll . Since %(t) is an element 

of some subset of that setuW as defined by (4.2-7), 

it is clear that ||«K (jt)jl — + ^I2"?^i' Obviously, 

condition (iii) assures the satisfaction inequality 

(4,2-11). This complete the proof. 

The above results was obtained by the use of 

image intervention, constraint intervention, and interaction 

intervention. Similar,to the first approach of designing 

interaction, "the use of goal intervention might be employed 

to strenghen the above result. 
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Proposition 4.2-7 Let the supremal (4.2-1') be control­

lable at some T with respect to a given M and (x , x_). 
o a 

Then, given e > 0, the supremal (4.2-1) will be 

e-controllable at T with respect to M and (x , x ) if 
o d 

(i) the infimals are b, i.b.o, stable. 

(ii) C{t) can be designed such that 

X = i4(t)a:(t) +<0(t)£(t) is uniformly asymptotically 

stable. 

(ill) the infimals (4.2-2) are controllable with respect 

to given M and 0). 

(iv) / 3  *0 l l  5  e / l ln(T) l l ,  where a > 0 is a constant 

depending ont<4(t) &nd/)(t). 

Proof: It suffices to show that jS| |JC(t) | |S e/ l |n(T)l| 

for t 5 J, Let us denote the solution of the autonomous 

system ot = (</l(t) +$(t))<£by t). Condition (ii) ensures 
— a  -j-

that ll<JCc(t)|l - a IJ5C || e ^ , for all t > 0 where 
I i o  

a , a are positive constants depending onc4(t) and 

<0(t ). This implies that there are positive constants 

*11' "i2 such 

— a t 
"XiD^" ~ \i"Xio"e 12 for t ~ °» where xiD(t) a^e 

solutions of x, = A (t)x (t) + S D, . (t)x (t). 
1 11 jA ij 0 

t 
XiD^^ = M^xin + ̂  ^ ("t, s) ̂ D (s)x (s)ds. Let the i i° o i ij j 
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solutions of x = A(t)x be x',(t), Then condition (i) 
i i i i 

ensures that there are positive constants a a such 
il i2 

— -« 0t 
that llx, (t)H - « llx, ||e 12 £ « llx II for t £ 0. 

i il io ii io 

In the mean time, condition (iii) ensures that there 

are control functions m^(t) S M such that 

||x (t)|| £ ||x (t)ll i <* llx.JI for t - 0, where x (t) 
im i il io im 

are solutions of (4.2-2'). Let <0(t) be chosen such that 

Hx H (t })1 s J|xiD(t)]t for all t > 0 and i = 1, 2, .... p. 

Then, by choosing %{t) = (m^t), m^Ct), .,,, m^(t))* we have 

II x^ (t )|l £ x
loll i s= 1, 2, ..., p and t 2T 0. In 

other words l|eC(t)|| ~ Thus, condition (iv) ensures 

the satisfaction of inequality (4,2-10). This completes 

the proof. 

Using procedure similar to the proof of Proposition 

4,2-3 and the above result, we may modify conditions(iii) 

and (iv) to give a stronger result, which we shall state as 

a corollary xvithout proof. 

Corollary 4,2-8 . Let the supremal (4,2-1*) be controllable 

at some T with respect to a given M and (x^, x^). Then, 

given e>0, supremal (4,2-1) will be e-controllable at T 

with respect to M and (x , x ) if 
o d 

(i) the infimals are b.i.b.o, stable ; 
i 

(ii) &(t) can be designed so the 5C = (</J(t) + /)(t)) is 
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uniformly asymptotically stable. 

(iii) the infimals (4.2-2*) are controllable with respect 

to given M and (X^Q» 

(iv) p  &  _||JC II £ «/l|0(T)ll if « HflC IU 1IA? II or 
II o ij. o a 

PIVL II - «/lln(T)l| if aTJI* II - l|«.ll where 
a II o d 

SC. =  ( x. x . ..., x )', a > 0 depending onc^(t) 
d la- 2d pd II 

and (t). 

When the infimals are assumed to use only feedback 

type controls, modification of system (4,2-6) leads to 

<£ = (c4(t) + W(t) + & i t ) ) X .  (4.2-12) 

eV(t) = 'lyt) 0 ... o 

0 V*) ... 0 

0 0 ... H 

Following the line of analysis depicted in the above, 

it is essential to design both£/(t) and<0(t) in such a 

way that the trivial solution of (4.2-12) is uniformly 

asymptotically stable. We shall rule out the possibility 

that^/(t ) -> 0 and£)(t) 0 as t'-> °°, because, this case is 

unlikely to occur in practice. As a consequence, Lemma 

3.5-10 seems to be the only tool which is general enough 

for our purpose;. We shall use the following proposition 

to conclude the study in this section. 
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Proposition 4.2-9 Let the supremal (4.2-1') be control­

lable at some T with respect to given M and (x , x,). Then, 
o a. 
/ 

given e > 0, supremal (4,2-1) will be £-controllable at T 

with respect to M and (x , x ) if 
o d 

(1) the infimals are b.i.b.o. stable 

(ii) the feedback matrices K^(t) in (4.2-9) are chosen 

so that systems x^ = (A^(t) + H^(t))x are uniformly 

asymptotically stable, 

(iii)^(t) is chosen so that system (4,2-12) is uniformly 

stable. 

(iv) ft c c  llac' ]| s E/lln(T)ll where <* > 0 depends o n i 4 { t ) ,  
II o II 

*( t),/)(t). 

Proof: It suffices to shoitf that inequality (4,2-10) 

holds. Let solutions of ^en°te(3-

x (t). Condition (i) ensures that there are positive 

constants a a such that 
il 12 

i- , 
II x (t) 11 - a ||x ||e for t > 0, By using,Lemma 

i ii io 
3,5-10, we may choose H. (t) such ||H (t)J| 5 a 

i i 13 
for t £ 0 and a a < a to give 

i l  l j  1 2  

I'x (t)II * « ||x ||e 11 i3 12 for t > 0 where 
ih il io 

x., (t) are solutions of x = (A, (t) + H (t))x 
i h  -  i  i l l  

Using these H^(t), it is clear that 
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l|JC„(t)il *• Sl|xih(t)H < Sa
ilHxioll for t t 0 where 

JĈ (t) is solution of A= M(t) + M ( t ) ) X .  Let 

a = max(a ), we have By using 
1 i il " 1 • o 

Lemma 3»5-10 again, a judicial choice of^(t) can be 

made so that il«?C(t))l £ « H oC J| for t J 0. Thus condition 
II o 

(iv) ensures that inequality (4,2-11) is satisfied. 

This completes the proof. 

A few remarks are pertinent at the conclusion of 

this section: (i) Although the heuristics of devising 

an appropriate scheme of coordination is clearly contained 

in the above results, the actual design procedure for the 

selection of/£)(t) and/or^/(t) is quite a different matter. 

Even if the individ\nal subsystems considered are time-

invariant systems, a general algorithm of design x̂ ould 

present itself as a major task, (ii) In this section, 

is simply assumed to be some continuous matrix. 

In other words, we have not studied the problem how 

different forms of interaction among the infimals, which 

are represented by special classes of «0(t), would affect 

the system behaviors. In fact, different forms of inter­

connection among the infimals do have significant effects 

on system behavior. Partial solution will be given in 

the next section. 
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k.J Coordination and Uniform Controllability 

As we have seen previously, the concept of uniform 

controllability is quite useful in developing a scheme 

of coordination. The basic requirement for the success 

of employing such concept lies primarily on the restriction 

that the state functions of the infimals have the expo-

nential-asymptotically stable property. When the general 

case, in which interaction among the infimals is present, 

is considered, it is therefore necessary to investigate 

closely how this kind of interaction would relate to the 

exponential-asymptotically stable property. To some 

extent, one would expect that the configuration of 

interconnection among the infimals will have some effect 

on the fullfilment of the above mentioned requirement. 

For convenience, we shall again write down the system 

equations as follows: 

The supremal .• 

x = A(t)x(t) + C(t)m(t) + SB (t)x (t) (if-,.3-1) 
i 1 1 

x s= A(t)x(t) + C(t)m(t) (^.2-1') 

The infimals: 

x = A (t )x (t) + C (t)m (t) + 2 D (t )x (t) 
1  1  i  1 1  j ^ i  i J  J  

(^.3-2) 
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A 

x  =  A  ( t ) x  ( t )  +  C  ( t ) m  ( t )  ( 4 . 3 - 2 '  )  
i  i  i  1 1  

•where the equations have the .usual definitions as were 

defined previously. 

The number of possible configurations of inter­

connection in the infimals are many. In order to limit 

our commitment, we shall only consider the following 

three general types. The simplest might be called tandem 

Is described in Figure 4.1 

G21 G22 G21 G22 

Figure 4.1 

In this case, the Infimals are described by' 

x = A (t)x (t) + C, (t)m (t) + D n(t)x. .,(t) 
1 1 ^ 1 1, 1-1 1 

(4.3-3) 

The second configuration might be called closed-loop 
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is described in Figure 4.2 

22 21 

G2j+3**~^ 

Figure 4.2 

The system equations which describe the infimals are 

the same as in Equation (4.3-3) except the case when 

1=1. In this case, we have 

*1 = + C1(t)m1(t) + Dlp(t)Xp(t) 

(4.3-4) 

The third is the general configuration where the infimals 

are described by (4.3-2) in general. 

Using the notation defined in the previous section, 

the Infimals may be combined to give the following system 

equation 

«X(t) =</l(t)X(t) + 6(t)ty(t) + /)(t )*(t) (4.3-5) 
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X(t) = (t )JC(t) + C(t)j7i(t) (4.3-5') 

For the three different configurations mentioned above, 

the interaction matrix /)(t) will have consecutively 

there representations: 

Type 1 /) (t) s= 1 0 0 

D21(t) 0 

0 

0 

• (4.3-6) 

0 0 Dpp.itt) 01 

Type 2 b  (t) = 0 

D2i(t) 

0 0 .... Dp,p-l(t) 0 

IP' 

Type 3 Z> (t) = Di2(t) 

D21(t) 0 

(4.3-7) 

Dlp(t)% 

D2p(t) 

V*) Dp2(t) 

(4.3-8) 

As we have seen previously, the design of matirx 

/)(t) will greatly affect the stable property of system 

(4.3-5) when the system (4.3-5*) is itself b.i.b.o, 

stable. We would ask the question: if the matrix jD(t) 

is described by either (4.3-6) or (4.3-7), would the 
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situation be a little different? to answer this question, 

we shall state the following lemmas due to Bailey t. 33. 

Lemma 1 Let system («3~2® ) be b.i.b.o. stable* 

Then the system (^.3-5) is also b.i.b.o, stable if the 

matrix £(t) has the representation (^-.3-6). 

When the systems considered above are time-

invariant, explicit result can also be found. The 

following lemma is well-known. 

Lemma fy.3-2 Consider the system x = f(x, t). Then the 

trivial solution of the system is exponential-

asymptotically stable if and only if there is a positive 

definite function v(x, t) and positive constants cn, 
-L j 

c , c„, c, such that 
c L  j  

2 2 
(i) c^llxlj 5 v(x, t) 5 c2l|x|| 

2 
(ii) v(x, t) S -cytxil 

(iii) l|vv|| 5 c^l[x|l 

0v 3v 0v 
where vv = ( ——, —— ) 

3xn 3x_ 3x 
12 n 

Let us define a gain constant for any b.i.b.o. 

stable system (*K3-2) as follows by neglecting the 

transients 
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sup IV x.\\ 
t*0 1 

, —. (4.3-9) 
1 sup [\ m |( 

tiO 1 

Lemma 4.3-3 C 3 I The b.i.b.o. stable system 

x = f(x, t) + Dm(t) where m being the input, has a gain 

where c^, Cg, c^, c^ are the constants in Lemma 4.3-2. 

Lemma 4.3-4 f3 3 Consider a set of time-invariant 

infimals as described by (4.3-2'). Supose that these 

infimals are b.i.b.o, stable with gain constants v  

as defined in (4,3-9 )• Then the system (4.3-5) is also 

b.i.b.o. stable if. 

(i ) /> (t-) is given by (4.3-7) 

(ii) n v  <  1  
i i 

Using the above lemmas it is now possible to 

obtain the following results. 

Proposition 4.3-5 Let the supremal (4.3-1') be controllable 

at T with respect to a given M and (x , 0). Then, the 
o 

supremal (4.3-1) will be ^-controllable for a given 

£ > 0 at some t 2: T with respect to M and (Xq, 0) if 

(i) the infimals (4c3-2') are b.i.b.o. stable 
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(il) m (t) 5 0 for 1=1, 2, p, t S 0 

(ill) b (t) Is given by (4,3-6) 

(iv) the supremal is b.i.b.o. stable. 

Proof: As a consequence of Proposition 2.4-14, it 

suffices to show that the state functions x^(t) all 

have the exponential-asymptotically stable property. 

It is knowm from Lemma 4.3-1 that condtions (i) and (ii) 

and (iii) imply that the solution X(t) of system (4.3-5) 

has the exponential-asymptotically stable property. 

This in turn ensures that its components x^(t) have the 

same property as required. This completes the proof, 

Propostion 4,3-6. Let the supremal (4,3-1') be control­

lable at some T with respect to a given M and (Xq, 0), 

Then the supremal (4.3-1) will be « -controllable for 

a given e > 0 at some t - T with respect to M and (xq, 0) 

if 

(i) the infimals (4.3-2') are b.i.b.o, stable and 

time-invariant, 

(ii) '^(t) 5 °» for i = 1. 2, p and t Z 0 

(iii) Z)(t) is given by (4.3-7) and is constant. 

(iv) n v < l 
i 1 

(v) the supremal is b.i.b.o, stable. 

Proof: Again it suffices to show that the state functions 
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x^(t) have the exponential-asymptotically stable property. 

It is known from Lemma 4.3-4 that conditions (i),.(ii), 

(iii) and (iv) guarantee the solution £(t) of (4.3-5) to 

be exponential-asymptotically::stable. This ensures that 

x^(t) have the same property as required, This completes 

the proof. 

proposition 4.3-7 Let the supremal (4.3-1') be controllable 

at some T with respect to a given M and (x^, 0), Then, 

the supremal (4.3-1) will be e-controllable for a given 

e > 0 at some t 2 T with respect to M and (xq, 0) if 

(i) the infimals (4.3-2*) are b.i.b.o. stable 

(ii) m (t) s 0 for i = lf 2, ..., p and t £ 0 

(iii) JE> (t) is given by (4.3-8) and ll/>(t)H 5 for 

t - 0 where a is a constant depending on</l(t) 

(iv) the supremal is b.o.b.o, stable. 

Proofi It suffices to show that x (t) have the expo­

nential asymptotically stable property. Condition (i) 

implies that the system (4.3-5') is also b.i.b.o. stable. 

Let the solution of «£. = ̂ (t)<£ be denoted by«£(t). 

Then there are positive constants « , « such that 
12 

|[5C(t)ll * « II* lie * for t £ 0, where a, « depend 
1 o 12 

only on i4(t). Let be so chosen that 

Lemma 3*5-10 and condition (ii) ensures that the 
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solution PC(t) of (^.3-5) has the exponential-

asymptotically stable property, which in turn implies 

that x^(t) have the same properties as required. This 

completes the proof. 

The three propositions stated above have encompassed 

the assumed configurations of interconnections among 

the infimals. As we can see, the design of interaction, 

which must be done by the supremal, presents no problem 

when type 1 configura/tion is used. In this case the 

interaction matrices D (t) can be practically any 
1 I 1"X 

continuous matrix. When type 2 configuration must be 

used, in which the infimals must be time-invariant 

systems in order to apply the proposition, the design 

of interaction is still relatively easy. For this 

particular case, we may devise a scheme of coordination 

for the supremal as follows. 

Scheme of Coordination ^-.3-8 

(i) The supremal commands the infimals to sent in in­

formations concerning the constants c^, c^, c^, c^ as 

given in Lemma ij-,3-2. 

(ii) The supremal designs the interaction matrices 

D , D , ..., D _ so that the inequality 
lp 21 PiP-1 . 

< 1 is satisfied by using the information that 
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v. < f —— !•( ) ' Jj D. . J[ for any typical infimal, 
1 \0i3/\°il/ i,i_:L 

When the general configuration type 3 is necessary, 

the design of interaction to be performed by the supremal 

may become very involved. We may proceed as follows in 

order to provide a solution 

U«£(t)ll ssllx, (t 
i 1 

)l! 

- «. 0 t  
- 2 a llx. H e 1<L for t i 0 

11 io 

Let 

Then 

e, = max ( « lfx. I!) 
1 i il io 

= min(« ) 
^ i 12 

— C t  
II«5C(t )I1 i n« e 2 (if-.3-10) 

Clearly, the constants n« and are those required 

in determining an appropriate t) (t) which satisfies 

Proposition 4.3-3. Based on inequality (4.3-10), the 

supremal could design D .(t) for the infimals following 
X J 

a procedure essentially similar to Scheme of Coordination 

4.3-8. 

In the above scheme of coordination, only two 



1?2 

types of interventions are employed by the supremal, 

namely image intervention xtfhich requires the infimals 

to be b.i.b.o. stable and interaction intervention 

which is done by choices of D^(t). If the additional 

goal intervention and constraints intervention are used 

we should obtain results similar to those obtained in 

section 3*6. 

Proposition 4.3-9 Let supremal (4.3-1') be controllable 

at some T with respect to a given M and (xQ, 0). Then, 

given e > 0, supremal (4,3-1) will be e-controllable 

at some t z T with respect to M and (Xq, 0) if 

(i) the infimals (4.3-2*) are b.i.b.o. stable, 

(ii) the infimals (4,3-2') are controllable with respect 

to given and (x^c> 0). 

(iii)/?>(t) is given by (4.3-6) 

(iv) the supremal is b.i.b.o, stable. 

Proof» As a consequence of Proposition 2,4-14 and 

condition (iv), it suffices to show that x^(t) have 

the exponential-asymptotically stable property. From 

conditions (i) and (ii), we may choose a control function 

for each infimal such that x^(t) = 0 for some and 

t > and all i. Let cKw(t) denotes the solution of 

(4.3-5'). This fact implies that JC^(t) s 0 for some 

T and all t > T. In other words cST^(t) has the exponential-
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asymptotically stable property. Consequently, as a 

result of Lemma 4.3-1 and. condition (iii), this property 

is retained by the solution <£(t) of (4.3-5), which 

implies that the state functions x^(t) have the same 

property. This completes the proof. 

Using essentially the same proof, we may prove 

the following two statements, 

propostlon 4.3-10 Let supremal (4.3-1' ). be controllable 

at some T with respect to a given M and (x , 0). Then, 
o 

givene > 0, supremal (4.3-1) will be e -controllable 

at some t 2. T with respect to M and (x , 0) if 
o 

(i) the infimals (4.3-2') are b.i.b.o. stable and time-

invariant, 

(ii) the infimals (4.3-2') are controllable with respect 

to given M and (x, , 0), 
i io 

(iii)&(t) is constant and is given by (4.3-7), 

(iv) ns < 1, 
i 1 

(v) the supremal is b.i.b.o. stable. 

Propostion 4.3-11 Let the supremal (4.3-1') be controllable 

at some T with respect to a given M and (x ,,0), Then, 

given t > 0, supremal (4.3-1) will be £ -controllable at 

some t i T with respect to K and (x ,'0) if 

(i) the infimals are b.i.b.o. stable, 
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(ii) the infimals (4,3-2') are controllable with respect 

to given M. and (x, , 0). 
i io 

(iii) /> (t) is given by (4.3-8) such that |tf)(t)ll < a 

for t 5; 0, where is a constant depending on (t), 

(iv) the supremal is b.i.b.o. stable. 

The basic idea underline the above propositions 

is still the concept of uniform controllability. It 

becomes therefore necessary to extend the results to 

more general cases. In the mean time, we notice that 

the major requirement in the design of interaction is 

to ensure that the resulting system (4.3-5) "be b.i.b.o, 

stable. Clearly, type 1 and type 3 configurations of 

interconnection are only special esses of the general 

"type 3. Therefore, from now on, we shall only deal 

with the general case where /)(t) is described by (4.3-8) 

Propostion 4.3-12 Let supremal (4.3-1* ) be controllable 

at some T with respect to given M and (xQ, x^), Then, 

given e > 0, supremal (4,3-1) will be e-controllable 

at some t - T with respect to M and (Xq, x^) if 

(i) the infimals (4.3-2') are b.i.b.o. stable 

(ii) the infimals (4.3-2') are controllable with respect 

to given M and (x^Q, 0), 

(iii) IM>(t)l( - for t S 0 where a is a constant 

depending on 
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(iv) II x 11+ supll§>(t)x U < min Il0(T)ll 
d Tst 0 0(T)«3L(TfM) 

(v) the supremal is bii.b.o. stable. 

Proof: Conditions (iv) and (v) ensures that the supremal 

(^.3-1') is uniformly controllable for t 2 T with 

respect to M and (x , x ) as a consequence of Corollary 
o d 

2.3-20. Therefore, by Proposition 2.4-15, it suffices to 

show that the state functions x^(t) all have the 

exponential-asymptotically stable property. But this 

fact was demonstrate in Proposition 4.3-11 following 

conditions (i), (ii) and (iii). This completes the proof. 

The case when infimals use feedback type controls 

is a logical step to be studied next. However, since it 

is essentially the same as we have studied previously, 

we shall not repeat the same study here. 

4.4 Coordination and Redundant Control Energy 

As was demonstrated in the last chapter, the 

idea of using redundant control energy is a powerful 

tool to improve system performance considered in this 

report. When the general case, in which interaction 

among infimals is not severed, is studied, one-would 

also expect the same merit of using redundant control 
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energy. This is the primary objective to be achieved' 

in this section. For convenience, we shall write dovm 

again the system equations for the two-level linear 

dynamical system being considered. 

The supremals 

x es A(t)x(t) + C(t)m(t) + SB (t)x (t) (4.4-1) 
i 1 * 

x s A(t)x(t) + C(t)m(t) (4.4-1') 

M = { m (t) t II m II £ k, t € J 1 
2 or 00 

M* s (m(t) i II mil s k', t e j}, k' > k 
1 2 or M 

The Infimals t 

X = A (t)x (t) + C (t)m (t) + 2 D (t)x (t) 
i l l  i  i  i J  j  

(4.4-2) 

x^ = A^tjx^t) + (t)m^(t) (4.4-2') 

It well be assumed in the above definitions that k < k*. 

For the study to be conducted in this section, 

we should consider the two basic types of designing 

interaction for the infimals namely : the saturation 

approach for which the interaction term in the system 

equation (4,4-2) is given by formula (4.2-3), &nd the 
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approach in which the interaction is representable by 

a set of continuous matrices D (t). 
^ J 

In the first approach, the interaction term 

t D. . (t)x.(t) can be considered as additive dlstur-
JA 13 3 

bance to any particular infimal. Therefore, when the 

fundamental inequality (3>4-8) is used as the reference 

of coordination, one would expect the same results as 

derived in the first portion of section 3*7. Consequently, 

we shall only consider the case when the second approach 

is taken. In this case, system equations (4.4-1) and 

(4.4-2) completely represent the system to be studied. 

When the system equations of the infimals are 

combined, as it was done in section 4.2, we have 

* B^Kt)JC(t) + G(t)W(t) +/)(t)3C(t) (4.4-3) 

i = i4(t)£(t) + G(t)m(t) (4.4-3*) 

where JC(t), ̂ Kt), B(t\ £>(t), ?n(t) have the usual definition. 

Using the notations defined in section 4.2, we 

have the following basic statement. 

Proposition 4.4-1 Let supremal (4.4-1') be controllable 

at some T with respect to a given M and (Xq, xd). Then, 

the supremal (4.4-1) will be controllable at T with 
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respect to M' o I<1 and (xo, x^) if 

/?Use(t)ll ^ v(k* - k) for t U 

Proofs As a consequence of Proposition 2.^-16, we 

need only to show that IIS (t )x^(t )ll - r(k' - k) 

for t - J. But ]SB.(t) x .(t) » s  2 6IIX. (t)ll s j8S«x (t)ll. 
ll j l i i 

And Il3£(t)i! s 2llx^(t)l|. Therefore, if 

/3UJC(t)I1 s y(k'-. k), the requirement is satisfied. This 

completes the proof. 

This proposition leads to the followingi 

Proposition ktb-2 Let supremal (4,^-1*) be control­

lable at some T with respect to a given M and (x , x ), 
o d 

Then, supremal (ty.Jf-1) will be controllable at T with 

respect to M' a M and (xQ, x^) if 

(i) the infimals 2') are b.i.b.o, stable, 

(11) an interaction matrix jb(t) can be chosen such 

that the system (^.^-3) Is also b.i.b.o, stable, 

(ill) [2 + bi2^Ski^ ~ 7^k' ~ where bxi» bi2 

are positive constants depending on«^(t) and £(t). 

Proofi Condition (i) implies that the system (^-.^-3') 

is also b.i.b.o, stable. Combining this claim and 

condition (ii), two positive constants b-Q» bj£ can be 
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found such that fl$ (t)ll 5 for t - 0 and 

t 
/ 11$ (s)C(s)Jlds * b for t - 0, where £ (t) denotes 
o i 12 I 
the fundamental matrix of the system K r= (v4(t) + 2)(t)pC, 

Consequently ll<X(t)ll - b__M: )l + b (Sk, ). Thus condition 
IX O J-c 1 

(iii) ensures that /?l|ac(t)ll £ yfk1 - k). By Proposition 
4.^-1, the conclusion follows. 

The above result was obtained by the use of image 

intervention, constraint intervention, and interaction 

intervention. The additional use of goal intervention 

might be employed to strengthen the above result. 

Proposition 4-. ̂-3 Let supremal (^,^-1*) be controllable 

at some T with respect to a given M and (x , x.). Then 
o d 

supremal 1) will be controllable at T with respect 

to M* ̂  M and (xo, x^) if 

(i) the infimals 2* ) are b.i.b.o. stable, 

(ii) the Infimals { k , k - 2 % )  are controllable with respect 

to given and (xl0» °)» 

(iii) the interaction matrix Z)(t) is designed so that 

the system (^.^-3) is b.i.b.o, stable, 

(iv) / 3 a  Jlsc || £ v(k' - k), where « ,is a positive 
II o II 

constant depending on «/!(t) and«D(t). 

Proofi This proposition is the consequence of 

Proposition ̂ .2-7 and Proposition 4-.4-1. 
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Corollary ^ Let supremal (^.4-1*) be controllable 

at some T with respect to a given M and (xo, x^). Then 

supremal (Jj-,4-1) will be controllable at T with respect 

to H' 3 M and (x , xj if 
o a 

(i) the lnfimals ) are b.i.b.o. stable, 

(11) the lnfimals (kA-2* ) are controllable with respect 

to given and (xio> xid)» 

(ill) Z>(t) is designed so that the system (4.^-3) is 

b.i.b.o, stable, 

(iv) P a  IIX H ^ v(k* - k) If « J x II 2 II a: || or 
II O 11 O Q 

W X  I I  s  y ( k .  .  k )  i f  a  \ \ x  I I  5  I I J C , 1 1  .  
u xx O CL 

Proof» This proposition is a consequence of Corollary 

*K2-8 and Proposition 4-.4-1. 

When feedback type controls are employed by the 

lnfimals,. similar results will be obtained. Thus, we 

shall not treat this case here. 

When the concept of uniform controllability is 

combined with the idea of using redundant control energy, 

similar results as those obtained in section 3*7 &re 

possible in the present case. The basic statement is 

the following 

Proposition 4.4-5 Let supremal (4.4-11 ) be uniformly 
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controllable for t == T with respect to a given M and. 

(xo, x^). Then, supremal (4,4-1) will be controllable 

at some t 2 T with respect to M' 3 M and (xo, xd) if 

£(t) has the exponential-asymptotically stable property. 

Proof» Let <SC(t) has the required property. This implies 

that the state functions x^t) have the same property® 

The conclusion follows as consequence of Proposition 

3.7-6. 

The following results are direct consequences of 

the above statement. 

Corollary 4.4—6 Let supremal (4.4-1*) be controllable 

at T with respect to a given M and (Xq, 0). Then, 

supremal (4.4-1) will be controllable at some t 2 T 

with respect to M* 14 and (Xq, 0) if 

(i) the inflmals (4.4-2*) are b.i.b.o. stable, 

(ii) the inflmals (4.4-2') are controllable with respect 

to given and (x^0, 0), 

(iii) A(t) is designed so that system (4.4-3) is also 

b.i.b.o. stable, 

(lv) the supremal is b.i.b.o. stable. 

Proof« Conditions (i), (11), (111) ensure thatc£(t) 

has the exponential-asymptotically stable property, as 

was demonstrated in Proposition 4,3-11, Condition (iv) 
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and Proposition 2,3-16 ensure that the supremal is 

uniformly controllable. The conclusion follows from 

Proposition 4.4-5* 

Corollary 4,4-7 Let supremal (4,4-1*) be control­

lable at T with respect to a given M and (xc, x^). Then, 

supremal (4,4-1) will be controllable at some t s T 

with respect to M* 3 M and (xQf x^) if 

(i) the infimals (4,4-2*) are b.i.b.o, stable, 

(ii) the infimals (4,4-2*) are controllable with res­

pect to given and (xio» 0), 

(ill) d ( t )  is designed in a such a way that system 

(4,4-3) is b.i.b.o. stable. 

(iv) ||x.f| + sup Ji<£(t)x H  s min II0(T)H 
a t*T «(T)«3L(T,M) 

(v) the supremal is b.i.b.o, stable. 

Proof Condition (v) and Corollary 2.3-20 ensure that 

the supremal (4.4-1*) is uniformly controllable. The 

rest of the proof follows from the previous corollary. 



CHAPTER V 

DISCUSSIONS 

5•1 Introduction 

The objective of inclusion of this chapter is 

primarily to correlate the present research to some of 

the previous studies on the same subject of multi-level 

control systems, In order to do so, it would be most 

fruitful to list categorically the differences and simi­

larities which exist between the present research and 

previous studies. Hence, we shall divide this chapter 

'further into three section. 

In section 5.2, we shall use a classification of 

multi-level systems, which was previously proposed as 

a basis of comparison and we list three principal 

differences between the present research and previous 

studies. 

In section 5*3» a previously proposed approach 

of solving the control problem of multi-level system 

will be explained. We also demonstrate that this approach 

is in essense the basic method used for solving the 

183 
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control problem of two-level linear dynamical system in 

the present research. 

In section a non-iterative scheme of co­

ordination, which was used in one of the previous studies, 

will be adapted to fit the present problems. 

5.2 Discussions with Reference to Previous Studies 

The study on the theory of multi-level systems 

has been carried on for some time, Takahara's doctoral 

dessertationf3^J more or less summarized previous studies 

on this subject, and it will be used here as a basis of 

comparison. 

First of all, we shall discuss hox* the two-level 

linear dynamical system studied in this report can be 

categorized using Takahara's classification. 

Since multi-level systems are characterized by 

the existences of internal disturbances and interactions, 

Takahara classified the class of multi-level systems 

into four sub-classes according to its interactions 

among the subsystems. For simplicity, we shall not use 

the mathematical notations he used. In-stead, an 

equivalent verbal classification is given as follows j 
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Type Ii In this sub-class the multi-level system is 

a collection of independent control sub­

systems, No coordination is needed. 

Type II: In this sub-class the multi-level systems 

have their lowest level composed of inde­

pendent control subsystems which are isolated 

from each other but there may be interactions 

through the over-all performance criterion 

or goal, Coordination is necessary. 

Type IIIi In this sub-class, the subsystems may not be 

isolated but the over-all performance cri­

terion has a simple relation to the performance 

criteria of the subsystems, Coordintion is 

necessary.. 

Type IV j In this sub-class, the multi-level systems 

are composed of control subsystems which 

interact directly with each other and also 

through the over-all performance criterion. 

Using this classification, we observe that the 

two-level linear dynamical systems studied in this report 

fall in two sub-classes. The systems studied in Chapter III, 

in which no direct interaction among infimals is allowed, 

are those belonging to Type II, The systems studied in 

Chapter IV, in which direct interactions among infimals 
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are represented by additive time functions, are those 

belonging to Type IV. One might feel a little discontented 

about why multi-level systems of Type III were not studied. 

The reason lies in the differentiation of definitions 

between Type III and Type IV systems. We notice that 

Type III systems is only a special class of Type IV 

systems in the sense that the systems of Type III must 

satisfy an addtional specification. In this present 

research, the performance criteria we chose for the 

infimals did not have the special property required for 

Type III systems defined by Takahara. Consequently, the 

study of Type III systems was in fact embeded In the 

study of Type IV systems. 

Most of past studies on multi-level systems were 

concerned with Type III systems. One of the principal 

reasons for this limitation was that the over-all 

performance criterion chosen for those studies could 

be decomposed to accommodate the simple mathematical 

relationship defined by Takahara for Type III systems. 

This is clearly impossible in the present research. 

After some consideration, we may observe several 

fundamental differences between the present research 

and previous studies on the same subject. 
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Perhaps the most significant difference is that 

qualitative properties of multi-level control system 

have been the primary concern of the present research, 

while the previous stduies concerned with themselves 

primarily on quantitative properties of multi-level 

control systems. 

The second significant differnce lies in the 

general philsophy of viewing any multi-level systems. 

In the past, the studies of multi-level systems started 

usually from the consideration of a single integrated 

system problem. The needs for a mult-level modelling for 

such problem then arised because of the requirement 

in division of labor. This requirement led naturally to 

the decompostion of the integrated system into a group 

of subsystems. Coordination was then introduced, and 

the result was a multi-level system. In the present 

research, we feel that the decomposition step Is arti­

ficial and quite unnecessary in many cases. For instance, 

the natural boundaries between subsystems 'of many physical 

systems are quite evident which may very well be considered 

as lines of decomposition. Consequently, we started from 

the outset by developing the requirements of coordination. 

The third significant difference is in the mathe­

matical structure of multi-level systems considered in 
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this research and previous works. In general, the multi­

level systems studied in previous works have the schematic 

structure as shown in Figure 5*1» 

r 
c J1 

1 ' 

g2 

integrated 
goal 
seeking 
system 

n 

integrated controlled system 

H&ure 5.1 
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A hierarchy is defined among the conrollers following 

the indicated directions. We notice that only the first 

level controllers have direct contact with the controlled 

subsystems. On the other hand, the two-level linear 

dynamical systems studied in this report have, in general, 

the schematic structure as shovm in Figure 5 , 2 ,  

I Integrated System 1 

Supremal 

21 21 22 

, Figure 5.2 
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In Figure 5*2, the blocks G^, G^, G^ represent 

the controllers, the blocks S^, S21, S22 represent the 

controlled systems, the arrows indicate the direction of 

interactions. The difference from the system described 

in Figure 5»1 is obvious because the controller G^ in 

Figure 5»2 has its own directly controlled subsystems 

in addition to its duty of coordinating the activities of 

controller G21 and G22. The fact that many complex 

physical systems can be constructed as two-level linear 

dynamical system will be demonstrated in next chapter 

on applications, 

5*3 Satisfaction Approach 

For any true multi-level control-systems, whether 

it be a Type II, Type III, or Type IV systems, the most 

significant characteristic for its ovm identification 

is the existence of interactions, A direct consequence 

of this characteristic is the arising of internal 

disturbance [3^ 1. which may otherwise not arise for 

ordinary systems. The solution of multi-level system 

control problems can only follow after the successful 

treatment of internal disturbances. 

One of the approaches in dealing with the problem 
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of internal uncertainty was the satisfaction approach 

13^ which may be defined in following wayj 

Giveni 

(i) A system x = if(i, f) 

where x, in, f are state variable, control variable, 

and disturbance respectively, and f is a mapping of 

the input space M x F into the state space X, 

where m, f, and x are elements of K, F, and X. 

(ii) A performance functional Q = Q(x, m) 

(iii) Aset M of admissible control functions 

(iv) A set F of uncertainties 

(v) A functional V(f) defined oh F 

(vl) A relation R(V(f), Q) between V(f) and Q. 

Find j 

An element of M which will satisfy R(V(f), Q) for f € F. 

Let us now write down the mathematical model of 

the two-level linear dynamical systems considered in 

this report; 

The supremals 

x s A(t)x(t) + C(t )m(t) + SB, (t)x. (t) (5.3-1) 
1 

M s {m(t) 1 |)mil S k, t * jf 
k 2 or M J 

The infimals1 
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(5.3-2) 

H1 ' "Va or » s V * 6 J5 

Since we have defined that the over-all goal of the 

two-level linear system (5*3-1) (5»3-2) is to coincide 

with the goal of the supremal, we may use the following 

interpretation to show how satisfaction approach might 

be adapted to the study carried out in the present research. 

Given t 

(i) The system is supremal (5*3-1)• 

(ii) Let e > 0 be given. Let x(t) be solution of (5*3~2). 

Then, the performance functional is defined to be 
2 

Q = ||x(T) - xjj for some T * 00, where x, is the 
a a 

desired state, 

(iii ) M s= { m(t) «||m/| s k, t « J} 
1 2 or M 

(iv) F is the set {f(t) = £ (t )x^ (t)} , where x^(t) 

©regenerated by the infimals. 
2 

(v) V(f) = c for all f € P. 

(vi) R(V(f), Q) is defined as Q £ V(f) for all f e F. 

Based on this satisfaction approach, the control 

problem of the two-level linear dynamical system may be 

solved by selecting appropriate constraints on the 

uncertainty set F. Takahara did obtain some general 
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results related to the above mentioned problem. The 

basic heuristic in his approach of utilizing the satis­

faction approach was the following* By selecting any 

f € F to be imposed on the system, he then tried to 

find a control function m t M which extremizes the 

performance functional Q under the influence of the 

particular f. If such m exists, then, for certain classes 

of systems, this m will satisfy the relation R(V(f), Q), 

In other words, this control function m will be the 

solution to the control problem of the system with 

uncertainty. However, he also established that, for 

certain other class of systems, the failure of the 

above approach, i.e., the finding of m via optimization, 

does not necessarily imply that a solution to the satis­

faction approach does not exist. The systems under 

consideration in the present research belong in general 

to the latter case. 

In addition to the above observation, there are 

two major differences in the problems considered by 

Takahara and the present study. First of all, there is 

the difference in systems structure. As it can be seen 

in Figure 5*1» there exist no direct influence fromthe 

lower level subsystems to the higher level subsystems 

in Takahara»s model of multi-level systems. On the 
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other hand, as it can be seen from equations (5.3-1) 

(5.3-2), the infimals are directly influencing the supre-

mal via the state functions as represented by the 

term SB (t)x (t). Secondly, the success in solving the 
i i 

coordination problem of the present case depends heavily 

on establishing an a priori bound as a constraint on the 

uncertainty set F. On the contrary, such constraint was 

not established a priori in Takahara's approach. However, 

for certain class of systems, a limit on P would emerge 

iteratively in his work. By comparing these two studies, 

it appears that unsurmontable computational difficulties 

might be encountered in trying to find the a priori 

constraint on F if his approach is followed strictly, 

5.4- A Scheme of On-line Coordination 

As we had pointed out, internal disturbance is 

the most important characteristic which distinguishes a 

multi-level system from other types of systems. Hence, 

coordination under the influence of internal distur­

bance becomes the primary concern in the study-of multi­

level systems. 

Iteration techniques were adopted as one method 

of coordination in most of the previous studies on 
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multi-level systems. But this approach can be used only 

for a design problem, and thus off-line, from which a 

fixed system structure vrould be the result. In this report, 

since we are primarily concerned with certain behavioral 

properties of multi-level systems, a scheme of coordination 

which brings about a prescribed behavior pattern becomes 

essential. Apparently, such precrlbed behavior pattern 

will change from time to time, oftfen, as practical re­

quirements dictate. Consequently, the iterative techniques 

a.re no longer satisfactory. An on-line coordination 

scheme in the sense that adjustments be made from time 

to time without altering basic systems structure seems 

to be necessary. 

Such a scheme was proposed by Takahara[ Jk 3, we 

shall see how his scheme can be adapted to.solve the 

on-line coordination problem in the present case. 

Let us introduce two index sets J = [0, Tj and 

I ss [l, 2, ..., n). The index set J represents the set 

of real time and I the adaptation stages of the supr'emal, 

A, The two-level system is given by the equations 

(5.4-1) and (5.4-2). 

The supremalj 

x = A(t)x(t) + C(t )m(t) + 2 B. (t )x (t) (5.4-1) 
i 1 i 
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x s= A(t)x(t) + C(t)m(t) (5.4-1*) 

The infimalsi 

x = A (t)x (t) + C (t)m (t) + 2 D, ,(t)x (t), 
X X X  X X  X j  J  

i = 1, 2, p. (5.4-2) 

x^ = A^tjx^t) + (t )m^ (t) (5*^—2 • ) 

The over-all performance criterion is given by 

2 
Q s IIX(T) - xdn (5.^-3) 

where x(t) is the solution of (5.4-1) and x is a desired 

, ^ 2 
state. And V(f) = e . 

The solution of (5,4-1) is given by 

t 
x(t) = §(t)x + S  § { t ,  s )C(s )m(s )ds 

o o 

t 
+ / $(t, s)SB (s)x (s)ds (5.4-4) 

o i l i 

Similarly, for the infimals» 

t 
x (t) = § (t)x. + I $.(t, s)C. (s)m (s)ds 
1 i lo O 1 11 

t 
+ I £,(t, s) S D (s)x (s)ds 

0 * J 
(5.4-5) 
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Let us attach a superscript i on each variable to denote 

the i-th adaptation stage. For instance, the desired state 

x, at i-th adaptation stage is x\ Let us assume that the 
d d 
adaptation stages are sequential and continuous by defining 

the following« 

J1 B Co, T1], J2 = (T1, T2], ..., J1 = (iS1Tk, T*3, ..f 
k=l 

(5«4~6) 
k=l 

Then 

(5.4-7) 
o k=l 

Similarly 

x^(t) B x^(t) for t e j* 

(5.^-8) 

Using previous notations, we have also 

M ts fm*(t) » Hm*!L s k*, t 6 j1} v 2 or » J 
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M1 =imi(t) !Kn2 or»S ki' teji> 

XL -lxio « X !Ko" kli> 

B. The control problem for the i-th imflmal at 

the j-th adaptation stage is the following! Given the 

system (5•^-2'), the space of admissible controls, 

1 j 
the target state x,,. and the set X" of admissible 

id io 

initial conditions , Find a control function m^(t) for 

t € J"' such that the system (5.^-2' ) is transferred 

j 
from a selected initial state x to the target states 

io 

x?, for some t * J^, 
id 

C. The control problem for the supremal during 

the j-th adaptation stage is the following» 

Givens 

(1) The system equation (5»^-l)» 

(ii) The space of admissible controls,. 

(ill) The initial state x1^ = x(T^ 
0 

(iv) The target state x^. 
d 

Find t 

1 1 
(i) A control function mJ(t) S M which transfer the 
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System (5.^-1' ) form x^ to x"j in some time t € j* 
o a 

(ii) Choosing an appropriate for each infimal 

according to the results obtained in previous 

chapters, 

(iii) Choosing an appropriate x^ for each infimal 

according to previous results, 

(iv) Choosing appropriate amount of interactions among 

the infimals by determining the matrices 

D^(t) for t «£ J'' according to previous results. 

D, On-line coordination schemes Suppose we are 

at j-th stages 

(i) Previous informations concerning M? , x?,\ x^*"1 
i id io 

j-1/ x 
D1;J are serrt "to 'the controller of the supremal, 

(ii) The supremal solves its control problem as defined 

in Co 

(iii) The supremal uses its own control function m^Ct) € M 

and, at the same time, sends orders regarding to 

M?, xf , D? . (t) to the appropriate infimals , 
i id ij 

(iv) The.infimals solve their control problem as defined 

in B by choosing an appropriate fii^(t) € M^, 



200 

(v) The resulting informations for the period are 

stored and ready to be sent to supremal's controller 

at (j+l)«th adaptation stage. 

When the above coordination scheme is followed, the over­

all performance criterion vrill be satisfied, i.e., 

« b3 for all J € I 



CHAPTER VI 

APPLICATIONS 

Almost invariably, complex industrial systems 

are constructed using many smaller components or subsystems. 

For instance, in a power-generation plant there are steam-

generation units, turbiiie-generator units, and electricity 

dispatching subsystems; in a refinary there are.reactors, 

distillation columns, etcj in an integrated steel processing 

plant there are blast furnaces, soaking pits, rolling 

mills, etc. More or less, the operating characteristics 

of these components or subsystems are known. For a suc­

cessful operation, one of the problems to be answered 

is how the integrated system behaves when the subsystems 

are put togather or interconnected0 At the present 

advanced stage of technology in computer control, there 

are propositions of using on-line multi-computer systems 

to control such complicated processes. One way of doing 

this is to use separate computers to conduct the be­

haviors of individual subsystems or group of components 

while another computer situated on a different level of 

hierarchy is employed to coordinate the control strategies 

201 
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of the other computers. In such cases, the understanding 

of the operating characteristics of the over-all systems 

as a function of the operating characteristics of the 

interconnected subsystems is extremely important. We 

feel that the results developed in the present study 

will partially answer the questions posed above. 

In the following, we shall work out one numerical 

example intended to illustrate how the results developed 

so far may be used to practical situations. It is to 

be understood, however, that the system described in 

the following exmple is highly idealized and thus do 

not necessarily represent the mathematical model of 

any particular system in real world. At the same time, 

since we do not consider a quantitative theory, such 

as the case of optimal control theory, the justification 

on whether an actual system should be built in the way 

described in the examples can not be provided here. 
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6-1 Example 

Let us consider the application of the two-level 

linear system model to the control of a four-stand 

rolling mill as described in the following schematic 

diagram. 

G t G 5 

M M M M 

4 

Figure 6,1 
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Let us assume that the rolling mill is a high 

speed hot rolling mill for the production of sheet-

steels from steel slabs. One of the most important 

factors which controls the quality of the final pro­

ducts is the tension and its variation on steel strip 

between stands. In practice, the tension in steel 

strip can be controlled by adjusting the slack control 

devices (rollers y , y2, y^) and the angular speed of 

the rollers 1, 2, 3. In order to produce a product 

of uniform quality, it is necessary to control the 

roller speeds at all rolling stands so that the sen­

sitivity of slack variation due to extroneous distur­

bances could be minimized. 

One common practice in solving such control pro­

blem is to select a stand as the reference, while the 

rolling speeds of other stands are adjusted and con­

trolled with reference to this selected stand. At the 

same time, the slack control devices are some fixed 

mechanism, e.g., spring loaded rollers with a pre­

determined spring rate. However, no dynamical control 

action, e.g., continuous adjustment of positions or 

spring rates, is realized on the slack control devices 

during the operation of the system. The fact that the 

above control scheme has not been always successful 

is witnessed by the sometimes looping of the steel 
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strip during operation in many actual cases. Conse­

quently, it is perhaps worthwhile to suggest a new 

control scheme which would yield better control quails 

tatively in the above case. This, we feel, might be 

accomplished by introducing the two-level linear 

system model developed in the present thesis. 

As we find from the dynamical property of the 

steel rolling mill, the two controlling factors of 

strip tension between stands are the position of the 

slack control device and the relative rolling speeds 

of the adjacent stands. In the previous practices, the 

only control variable which has been exploited in 

developing the control scheme is actually the rela­

tive rolling speeds. Unfortunately, due to factors 

such as dynamic interaction between stands, time lag, 

and sensitivity to external disturbances, people do 

not always get satisfactory performance. Suppose now 

that we start to exploit the second controlling varia­

ble, the slack control device, via the introduction 

of the two-level linear system model, would this at 

least qualitatively improve system performance? Would 

the introduction of a second control action simplify 

the modeling for control ore reduce system sensitivity 

to external disturbance or improve system performance 

in any other way? These questions can not be answered 
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quantitatively &s in the simple and idealized example 

presented in the following. Nevertheless, vie shall 

show that the task could be tackled via the theoretical 

analysis developed inthe main body of the present 

thesis. We shall demonstrate such possibility ysing a 

modified model given in Cooperman 10 , 

Let us assume that y^yg, y^ represent the con­

trollable positions of the slack-control rollers. Let 

us also denote by x^ the deviation of rolling speeds 

of rolling stands i from their nominal values. Let us 

assume that the rolling speed of each stand is controlled 

by independent control mechanisms so that, for each 

stand, its system may be described by equation (6.1-1) 

bi 1 
x± = - — x^ + , i 1,2,3,4 (6,1-1) 

Ii Ji 

where b are rolling frictions of the rollersj I. are 
i 

the moments of inertia of the rollersj and m^ are the 

control function for each stand. We shall assume that 

each rolling-stand will have its o\m power source, thus 

no dynamic interaction is directly coupling the rolling-

stands, In this way, the x term will not appear in the 
J 

i-th equation. 

at the same time, let us assume that the positions 
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^1* ^2* y3 s^ack control rollers are controlled 

by a linear model described by the following equation 

y = 
'*i 

f o  

i y3 j 

= Ay(t) + Cra(t) (6.1-2) 

where A, C are constant matrices. 

In order to form an Integrated control system, which 

will simililtaneously ad#ast the variables x^, and y^, a 

two-level linear dynamical system may be formulated in 

the follwing wayi 

Supremal 

y = Ay(t)'+ Cm(t) + SB x (t) 
A  1 1 

(6.1-3) 

Infimals 

+ Cjrn^t) , i ̂  1,2,3,^ (6.1-^) 

where A^ = -kj/lj* ci = Vlj. 

In equation (6,-1-2), the last term indicates 

the dynamic interaction between the control mecanisms 

of the slack-control device and of the rolling-stands. 

Physically, the above model indicates a form of 

dynamical interaction among the sybsystems (6,1-1) and 



208 

(6.1-2), which may be interpreted, in this way: The 

deviations of rolling speed x^ are sensed by the contol 

mechanism of y such that the supremal may not only 

adjust its own contnol functions accordingly but also 

impose constraints on the roller speed control mech­

anisms . 

According to the theoretical analysis developed in 

the thesis, such a control scheme is possible. There­

fore, if certain constraints on x^ and y^ could lead 

to a product of u&iform quality, the control function 

developed in the two-level linear dynamical system model 

will fulfill the requirement. 

Por convenience of illustration, let us make the 

following assumptions» 

(i) A = 1-1 0 °\ ' c = 1\ 

0  -2 ° 1 

0 0 -31 [l/ 

(ii) li = 1, b1 = 1, s (1), ie, 1,2,3,4 

According to Cooperman, we may have the matrices as 
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B2 "  fh21^ 

322 

10 ) 
= r 0 

b32 

b33 

B, = 0 

0 

4-3 

where r is the radius for all the rollers, 

(ill) r = 1, b13 = 1, i = 1,2,3,4, J = 1,2,3 

Then, equations (6.1-3) ®-nd (6,1-4) may be written 

respectively as 

y -l o 

o -2 

o o 

° \  

1 \ xx(t) + 1 \x2(t) + 

1' m(t) 

1 

0 X-j(t) + lo' 

1 0 

.1 11, i 

r^(t) 

r-i 0 

0 -2 

0 0 

0^ 

0 

"3/ 

hi\ + I  1 \ m(t) 

(6.1-=;) 

(6.1-5*) 

1 

1 
\ y3 / 

+ ̂ (t) , i = 1,2.,3,4 (6.1-6) 
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The control problem of the two-level linear dynamical 

system can thus be defined as follows» 

(i) Supremal is described by (6.1-5)• 

(li) Infimals are described by (6.1-6). 

(iii) Over-all Goal of the System: Let y^6 some desired 

position of the slack control devices which gives 

product of desired quality. Let the supremal be started 

from some initial position yQ. Let the desired position 

y, be reacheable at T = 1.0 second under the condition 
d 
that the rolling-stand speed deviations x^ are zero, 

with respect to a given control space 

M =^m: llmjl^ ̂  100, t "2^ oj. , The over-all goal of 

the two-level linear control system is defined to be 

the conservation of e-controllability, for some e> 0, 

of system (6,1-5) T with respect to M and (y v ) 
o '  

when x^ are identically zero, 

(iv) Control Problem of the Supremal: To achieve the 

over-all goal as defined by the use of coordinative 

Interventions. 

i 
7 For convenience of illustration, let y^ = (0,0,0), 

yQ t= (1,0,0). The fact that system (6.1-5*) and- (6,1-6) 

are completely controllable can be easily demonstrated 

by standard test. Whether system (6.1-5') is controllable 

with respect to yQ, y , and M as given can be tested 
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by direct computation as follows. From formula (2,2-6), 

we know that 

mo(t) = -C'f(t)w"1(T)y0 

is a control function which will transfer system (6,1-5*) 

from yQ to the desired state y^, where 

T 
W (T) = S0§(t )CC'f'(t )dt 

In the present, $(t) = exp(At). Therefore, we have 

(l 1 l)exp(At)dt 
1. 0 

W(T) = W(1.0) = '0 exp(At) I 1 ]  

1 

\ 

= /A8 .33 .25\ 

1.33 .25 ,20 J 

1.25 .20 .17/ 

From which we have \ • 

vf^l.O) = bOA -98.^- 56,k\ 

-98,^ 308 -217,5 

, 56A -217,5 179 / 

Consequently, 

m
c(t) B -bOA e+ 98Ae~2t - 56.4e~3t (6,1-7) 

Now, we should check whether mo(t) is admissible, which 
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is done by direct computation. Since 

1 2 , 
|lm_,|j0 = J" ||m (t)|| dt s= 27.4 < 100 (6.1-8) 
° d. o o 

we know that m is an admissible control function. 
o 

Now, the task left to be finished is to show how 

the supremal could use the four types of coordlnative 

interventions to coordinate the behavior of the infimals, 

i.e., the control of deviations of roller speeds. 

Interaction intervention is will not be uselul because 

interaction in the present case is assumed to be absent. 

As has been developred in the main body of the thesis, 

the use of image intervention is to require the infimals 

to be b.i.b.o. stable. By examining equation (6.1-6) 

we see that this requirement has already been satisfied. 

This leaves constraint intervention and goal inter­

vention for the use by the supremal. Since xrepresent 

the deviations of roller speed from some nominal speed 

settings determined beforehand, we may assume that 

the desired state for each infimal is x^ = 6. Conse­

quently, we must show that the supremal will achieve 

the over-all goal as defined by the use of constraint 

intervention only. 

In the present case, the supremal has evidently 

a large amount of redundant control energy for his use 
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as it has been demonstrated, by formula (6,1-8), Then, 

according to Proposition 3«7-l> the supremal may even 

achieve the over-all goal when e = 0. In order to show 

this, let us assume that the constraint intervention 

will take the following forms 

(i) The supremal selects the set of admissible 

initial states for each infimal by defining 

Xio 881 xio € R : ,,xioM s • 1 = 1»2»31 

(ii) The supremal commands the infiraals to use 

only feedback type controls so that 

mi(t) = hjX^t) (6,1-9) 

with h^< 0, . 

When these constraints are imposed, the deviation 

of roller speed generated at the rolling-stands will 

take the form 

xiQ(t) = xiQexp(-l + h^t (6,1-10) 

Since -1 + h^ < 0 under the given constraint, we know 

that 

I x ("t )| < 1 for all t £= 0 

Then, according to Proposition 3*7-5> the over-all goal 

is indeed achievable when e = 0. This can be effectively 

demonstrated by actual computation as follows: 



21^ 

Suppose that the infimals pick any feedback 

constants, say h^ = -1 , and some initial state 

x^Q sa 1. Then 

x^(t) = e for all t £ 0 (6.1-11) 

Under this circumtances, the supremal may put in some 

extra effort by adding the control function 

*/ \ „ ~2t 
m (t) = - 2e 

to the original m (t) so that the control function is 

now m(t) = mo(t) + m (t). The fact that the presence of 

(6.1-11) in (6.1-5) will not afififect the achievement 

of over-all goal is simply demonstrated by the fact that 
-2t 

SB.x. (t) = (2 2 2)*e . Thus 
i 1 1 

f s Ay (t) + C' (in (t) + m*(t)) + SB x (t) 
o i 1 i 

= Ay(t) + CmQ(t) 

which is controllable at T r 1.0 second. Since 

)|m0 + m*|l2 = Jollm0(t) + m*|\2dt = 28.6 < 100 

we know that m(t) = m0("t) + ni (t) is again an admissible 

control function in the control space M. 

Although the computation done for a single set of 

values (x q̂, h^) only, it should be quite obvious that 

the result will be valid for any chosen x^Q and h^ so 
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long as they satisfy the given constraints imposed 

by the supremal. 

In general, the steel-rolling mills are batch 

processis. The conditions and settings may be changed 

from time to time. In this case, the on-line coor­

dination scheme as outlined in section can be 

employed to solve the control problem of the supremal. 

In the above example, we have delt with a highly 

simplified and idealized problem. In practice, we 

would expect much more complicated situation and thus 

much complex modeling proble to take care factors 

such as external disturbances, dynamic interaction 

between stands due to strip tension, etc. Nevertheless, 

tlie purpose of this example is simply to propose a 

new way to look at the control problems of complex 

physical systems. We can claim with considerable confi­

dence that many complex processes might be modeled 

via the two-level linear dynamical system vjhlch we 

advocate. in the present thesis. 



CHAPTER VII 

CONCLUSIONS AND EXTENSIONS 

The two-level linear dynamical systems studied in 

the present research represents only a small portion 

of the entire class of multi-level systems. At the same 

time, controllability is but only one of the many 

qualitative properties important to any control system. 

Consequently, the present research can only be considered 

as a limited exploration in pursuing knowledge relating 

to multi-level systems theory, and extensions to the 

present knowledge can be, and have to be Bone. 

One of the possible extensions to the present 

study stems from the main weakness in the theory de­

veloped so far, namely: the stringent constraints in 

many cases on the state functions x^(t) of the infimals. 

This limitation is the result in the way "set of admls-

ssible disturbance functions" are defined. Nevertheless, 

this limitation does not seem to be easily lifted if 

the above definition is not more carefully explored. 

In other words, studies will have to be conduted in 

216 
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order to determine the relation between more restrictive 

classes of admissible disturbance functions and system 

dynamics, 
i 

As we can see from the previous studies and the 

mathematical structure of the two-level linear dynamical 

systems, so long as the state functions x^(t) satisfy 

certain properties the results obtained will not be 

affected whether the infimals are linear or nonlinear 

systems. Thus, another possible extension is to study 

the case when some nonlinearities present in the sub­

systems. We should note, however, that this would become 

a very difficult problem when decomposition is the main 

concern, because the presence of nonlinearities will 

impair the effort of reticulation. 

In the present research, we explored only the dy­

namical relationships between the sets of admissible 

control functions, system dynamics, etc. Further studies 

on the computational problems of actually finding 

appropriate control functions, constants, etc. will 

be highly desirable. 
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