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A Note on Stochastic Dissipativeness
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Abstract

In this paper we present a stochastic version of Willems’ ideas on Dissipativity and
generalize the dissipation inequality to Markov Diffusion Processes.We show the
relevance of these ideas by examining the problem of Ergodic Control of partially
observed diffusions.
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4.1 Introduction

In [8, 9], Willems introduced the notion of a dissipative dynamical system with
associated ‘supply rate’ and ‘storage function,” with a view to building a Lyapunov-
like theory of input-output stability for deterministic control systems. In this
article, we extend these notions to stochastic systems, specifically to controlled
diffusions. This makes contact with the ergodic control problem for controlled dif-
fusions ([2], Chapter VI) and offers additional insight into the latter. In particular,
it allows us to obtain a “martingale dynamic programming principle” for ergodic
control under partial observations in the spirit of Davis and Varaiya [6]. So far
this has been done only in special cases using a vanishing discount limit, see
Borkar [3, 4, 5].

The next section introduces the notation and key definitions. Section 3 consid-
ers the links with ergodic control with complete or partial observations.

4.2 Notation and Definitions

Our controlled diffusion will be a d > 1 dimensional process
X()=1X() . Xa ()"

satisfying the stochastic differential equation

X(t):Xo+/Otm<X(s),u(s)>ds+/0t0'<X(s)>dW(s) L >0 . (41)

Here,

(i) for a prescribed compact metric ‘control’ space U,
m(-,-)=[mi(-,),....mq(-,)]F : R*x U — R

is continuous and Lipschitz in its first argument uniformly with regards to
the second argument,

(i) o(-) = [[o4()li<ij<a : R — RY*? is Lipschitz,
(iii) Xp is an R%valued random variable with a prescribed law 7y,

(iv) W(-) = [Wi(-),..., Wg(-)]? is a d-dimensional standard Brownian motion
independent of X, and

(v) u(-) : [0,00) = U is a control process with measurable sample paths satis-
fying the nonanticipativity condition: for ¢t > s, W(¢) — W(s) is independent
of u(r), W(r), 7 < s and X,.

We shall consider a weak formulation of (4.1), ie., we look for
(X(-),u(-),W(-),Xo) on some probability space so that (4.1) holds. See [2], Chap-
ter 1, for an exposition of the weak formulation. In particular, letting %, denote
the right-continuous completion of (X (s),s < ¢) for ¢ > 0, it is shown in Theorem
2.2, pp. 18-19, [2] that it suffices to consider u(-) adapted to (¥;), i.e., u(-) of the
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form u(t) = f; (X([O, t])) where X ([0,¢]) denotes the restriction of X (-) to [0,¢]

and f; : C([0,t]; RY) — U are measurable maps. If in addition u(t) = v(X(¢)),
t > 0, for a measurable v : R? — U, we call u(-) (or, by abuse of terminology, the
map v( -) itself) a Markov control.

We shall also be interested in the partially observed case ([2], Chapter V).
Here one has an associated observation process Y (- ) taking values in R (m > 1),
given by:

Y(t) = /0 th(X(s))ds—kW’(t) L t>0 . (4.2)

where & : R? — R™ is continuous and W/(-) an m-dimensional standard
Brownian motion independent of W(-), Xy. Let (G;) denote the right-continuous
completion of o(Y(s),s <¢) for ¢t > 0. We say that u(-) is strict sense admissible
if it is adapted to (G;).

For the completely observed control problem where we observe X (-) directly

and u(¢) = f; (X([O, t])) for ¢t > 0, we define

DEFINITION 4.1
A measurable function V : R? — R is said to be a storage function associ-
ated with a supply rate function g € C(R? x U) if it is bounded from below

and V(X(t)) + fotg(X(s),u(s)>ds, t > 0, is an (4;)-super martingale for all

(X( O, u(- )) satisfying (4.1) as above. O

The storage function need not be unique. For example, we get another by adding
a constant. For g, (X (-),u(-)) as above, let

Ve(x) = il(}[))Sl:pE[/(:g<X(s),u(s)>ds/Xo = x} , x€R?,

where the first supremum is over all bounded (%;)-stopping times and the second
supremum is over all (#;)-adapted u(-). Since 7 = 0 is a stopping time, V,(-) > 0.

LEMMA 4.1
If V.(x) < oo for all «, it is the least nonnegative storage function associated with
g. O

Proof In the following, 7 denotes an (;)-stopping time. For ¢ > 0,

V.(x) > supsupE

u(-) >t

/Org(X(s),u(s))ds/Xo = x]

/Otg(X(s), u(s))ds

+ sup supE{/tTg(X(s),u(s))ds/X(t)}/Xo :x] ,

u(t+-) >t

= sup E
u([0.2])
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where the equality follows by a standard dynamic programming argument. Thus

Vi(x) > il(;;))E[/otg(X(s),u(s))ds V(X)X =2] . (4.3)

Now suppose s < 7 < T < oo, where T" > 0 is deterministic and s,7 are (%;)-
stopping times. Then

E[/Org<X(s),u(s))ds+VC(X(T)>/,‘F3}

_ /OSQ(X(S),u(s))ds+E[/:g(X(s),u(s))ds +V.(X(@) /7]

By Theorem 1.6, p. 13 of [2], the regular condition law of (X, .), u(s+ -) given %
is again the law of a pair (X (-),z(-)) satisfying (4.1) with initial condition X (s),
a.s. Therefore by (4.3), the above is less than or equal to

/Osg<X(s),u(s)>ds + E[Vc (X(s))/};} - /Osg<X(s),u(s)>ds +V, (X(s))

It follows that ,
/g(X(s),u(s))ds—i—Vc(X(t)) Ct>0 .

0

is an (4;)-supermartingale. Thus V.(-) is a storage function. If F(-) is another
nonnegative storage function, we have, by the optional sampling theorem

Y

E[/(:g(X(s),u(s))ds +F(X(2)) /% = o]

Y%

E[/OTQ(X(S),u(s)>ds/X0 = x}

for any bounded (‘;)-stopping time 7. Therefore

F(x)> i?};sng[/ofg(X(s),u(s))ds/Xo = x} =V.(x) .

This completes the proof. O

LEMMA 4.2
If V.(-) < o0, it can also be defined by

Ve(x) = supsupE[/Otg(X(S),u(S))ds/Xo = x}

u(-) >0
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Proof Let V,(x) denote the R.H.S. above. Then clearly V,.(x) > V,(x). On the
other hand, an argument similar to that of the preceding lemma shows that for
t>r>0,

t

v(x(r) +/0rg(X(s),u(s))dszE{V(X(t)) +/0 o(X().u(s))ds/ %] .

implying that
t
/ g(X(s),u(s))ds+ V(X(t)) . >0,
0
is an (;)-supermartingale. Thus V,(-) is a storage function. Clearly, V,(-) > 0.
Thus by the preceding lemma, V.(-) > V,(-) and hence V,.(-) = V.(-). O
For the partially observed control problem, the correct ‘state’ is 7, 2 the
regular conditional law of X (¢) given {; 2 the right-continuous completion of
0'<Y(s),u(s),s < t), t > 0. Note that {; = G; for strict sense admissible u(-),

but we shall allow the so called wide-sense admissible u(-) of [7]. (See, also, [2],
Chapter V.) Thus, in general, G; C {;. Let P(R¢) = the Polish space of probability
measures on R? with Prohorov topology. Viewing (r;) as a P(R?)-valued process,
its evolution is given by the nonlinear filter, defined as follows: For f : R — R
that are twice continuously differentiable with compact supports,

~

w() = w4 [ m(Lr(u))as+ [ wnn - mmm.aze),

where:

(i) v(f éffdv for f € Cy(RY), v € P(RY),
(i) Lf(x,u) = Zdlk x)ojr(x 82f (x)+Zmi(x,u)af

ik 8xi8xj 6xi

tinuously differentiable f : R — R,

(x) for twice con-

(iii) Y(¢) = Y(¢) — fot 7s(h)ds, t > 0, is an m-dimensional standard Brownian
motion.

See [2], Chapter V, for a discussion of wellposedness and related issues for
(4.4). In particular, for a given pair (Y(-),u(-)) of a Brownian motion and a wide
sense admissible control, (4.4) has a unique solution if

T

(i) o(-) is nondegenerate, i.e., the least eigenvalue of o(-)o(-)" is uniformly

bounded away from zero, and

(i) A(-) is twice continuously differentiable, bounded, with bounded first and
second partial derivatives. (This can be relaxed — see [7].)

The partially observed control problem then is equivalent to the completely
observed control problem of controlling the P(R?)-valued process {r;} governed
by (4.4), with wide sense admissible u(-). By analogy with Definition 4.1 above,
we have
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DEFINITION 4.2 B
A measurable function V : P(R?) — R is said to be a storage function associated
with the supply rate function g € C(P(R?) x U) if it is bounded from below and

V(m) + /Otg(ﬂs,u(s))ds , t>0

is a ({;)-supermartingale for all {7;, u(¢)},>0 as above. O

Define V,, : P(R?) — R by

Vy(m) = it}}))sgpE[/Org(ﬂs,u(s»ds/ﬂo = ﬂ'} ,

where the first supremum is over all bounded ({;)-stopping times 7 and the second
supremum is over all wide sense admissible (- ). Then the following can be proved
exactly as in Lemmas 4.1 and 4.2.

LEMMA 4.3
If V,(-) < o0, it is the least nonnegative storage function associated with supply
rate g and permits the alternative definition:

V() = SupsupE[/Otg(ﬂs,u(s))ds/ﬂo = 71'}

u(-) t>0

where the outer supremum is over all wide sense admissible controls. O

4.3 Connections to Ergodic Control

Let k£ € Cy(R? xU). The ergodic control problem seeks to maximize over admissible
u(-) the reward

lim sup% /0 tE[k(X(s),u(s))}ds. (4.5)

t—00

Likewise, the ergodic control problem under partial observations is to maximize
over all wide sense admissible u(-) the above reward, rewritten as

timoup § [ B [k(mu(s))]ds,

where k(u,u) = ,u(k(-,u)), u € P(R?), u € U. Under suitable conditions, this

problem can be shown to have an optimal stationary solution ([2], Chapter VI, [1])
with u(-) a Markov control. If o(-) is nondegenerate (i.e., the least eigenvalue
of o(-)o(-)? is uniformly bounded away from zero), then one can in fact have,
under suitable hypotheses, a Markov control that is optimal for any initial law
([2], Chapter VI). Here our interest is in the ‘martingale dynamic programming
principle’ elucidated in [6], [2], Chapter III, among other places, albeit for cost
criteria other than ergodic. Let S (resp. ﬁ) denote the optimal costs for the
completely observed (resp., partially observed) ergodic control problem.
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DEFINITION 4.3
A measurable map ¥ : R? — R is said to be a value function for the completely
observed ergodic control problem if for all (X (-),u(-)) satisfying (4.1), the process

W(X(t)>+/0t [k(X(s),u(s))—ﬁ}ds . >0,

is an (‘};)-supermartingale and is a martingale if and only if (X (-),u(-)) is an
optimal pair. O

DEFINITION 4.4
A measurable map y : P(R?) — R is said to be a value function for the partially
observed ergodic control problem if for all (7;,u(¢)), ¢t > 0, as in (4.4), the process

l/_/(ﬂt)-l-/ot [ns(k(.),u(s))—ﬁ}ds . >0,

is a ({;)-supermartingale, and is a ({;)-martingale if and only if {m;,u(¢)}, t > 0,
is an optimal pair. O

Proving a martingale dynamic programming principle in either case amounts to
exhibiting a y (resp. ) satisfying the above. The following lemmas establish a
link with the developments of the preceding section.

LEMMA 4.4
(a) If ¥ > 0 is as in Definition (4.3), then v is a storage function for g(-, -) =
k(-.-)—B.

(b) If ¥ > 0 is as in Definition (4.4), then ¥ is a storage function for g(-, -) =
O
This is immediate from the definitions. Note that if v is a value function, so
is ¥ + ¢ for any scalar c. Thus, in particular, it follows that there is a nonnegative
value function whenever there is one that is bounded from below. This is the case

for nondegenerate diffusions with ‘near-monotone’ k(-, - ), i.e., k( -, -) satisfying

liminfinfk(u,u) > g .

[|x|] =00

See [2],Chapter VI for details.
Going in the other direction, we have

LEMMA 4.5

(a) f V.(-) < oo for g(-,-) = k(-,-) — B, then V. (X(8)) + fot(k(X(s),u(s)) —
plds, ¢ > 0, is an (¥;)-supermartingale for all (X(-), u(-)) as in (4.1).
Furthermore, if (X (-),u(-)) is a stationary optimal solution and V.(X(¢))
is integrable under this stationary law, then the above process is in fact a
martingale.



48 V.S. Borkar, S.K. Mitter

(b) IfV,(-) < ocoforg(-,-)=k(-, )—pB, then V,(x;)+ [} (k(rs, u(s))—B)ds, t > 0,
is a ({;)-supermartingale for all (m;,u(¢)), ¢ > 0, as in (4.4). Furthermore,
if (m,u(t)), t > 0, is a stationary optimal solution and V,(7;) is integrable
under this stationary law, then the above process is in fact a martingale.

O

Proof We prove only (a), the proof of (b) being similar. The first claim is
immediate. For stationary optimal (X (-),u(-)),

Hence

0> E[k(X(t),u(t))} —B.

But since (X (-),u(-)) are stationary, the corresponding reward (4.5) in fact
equals E[k(X (t),u(t))]. Since it is optimal, this equals /3, so equality must hold
throughout, which is possible only if

V(X(t)>+/0t [k(X(s),u(s))—ﬁ}ds . >0

is in fact an (‘/;)-martingale. O

What we have established is the fact that storage functions are candidate
value functions and vice versa, at least for the situations where the latter are
known to be bounded from below. In cases where this is possible, we thus have an
explicit stochastic representation for the value function of ergodic control. While
an explicit stochastic representation, albeit a different one, was available for the
completely observed control problem (see [2], p. 161), its counterpart for partial
observations was not available. In the foregoing, however, there is little difference
in the way we handle complete or partial observations.

Recall also that the usual approach for arriving at value functions for ergodic
control is to consider the vanishing discount limit of suitably renormalized value
functions for the associated infinite horizon discounted cost control problems. This
limit is often difficult to justify and has been done under suitable hypotheses for
completely observed ergodic control in [2], Chapter VI, and under rather restrictive
conditions for partially observed ergodic control in [3, 4, 5]. Use of the storage
function approach allows us to directly define a candidate value function V. or
V, as above. The task then is to show that they are finite for the problem at
hand. For linear stochastic differential equations describing the controlled process
and noisy linear observations this can be done and a theory analogous to that of
Willems [8, 9] can be developed. It is worth noting that V. defined above for
g9(-,-) = k(,-) — ¥ would certainly be finite for y > f and +oo for y < f, thus
y = B is the ‘critical’ case.

It would be interesting to investigate the relationship of these ideas to that of
Rantzer [10].
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