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Abstract 

This   paper   out l ines   the development o f   F i l t e r ing  
Theory fo r   s tochas t i c   he red i t a ry   d i f f e ren t i a l   sys t ems .  
I t  uses   the  model o f   he red i t a ry   d i f f e ren t i a l  systems 
developed  by  Delfour  and  Mitter and t h e   r e s u l t s   o f  
Bensoussan on Estimation  theory  in  Hilbert   spaces.  

1. Introduction 

In  this   paper  we o u t l i n e   t h e  development o f   F i l t e r -  
ing   Theory   for   s tochas t ic   hered i ta ry   d i f fe ren t ia l   sys-  
tems. To the  authors '  knowledge, t h e  first paper  in 
t h i s   f i e l d  is  t h e  one of  H.  Kwakernaak8, where simulta- 
neously  the  smoothing and f i l t e r i n g  problems f o r   l i n e a r  
different ia l   systems  with  mult iple   constant   t ime  delays 
are   s tudied.   In   his   paper ,  Kwakernaak8 considers a 
class o f   l i n e a r   f i l t e r s ,   r e s t r i c t e d   t o   t h e   e x t e n t   t h a t  
they must be  equal  to 0 a t  time t o ,  and using a d i r e c t  
argument analogous  to  the one  of Kalman and Bucy7, he 
de r ives   t he   equa t ions   o f   t he   f i l t e r  and the  covariance 
operator .  

Here we use a d i f f e r e n t  approach which allows us t o  
jus t i fy   the   formal   ca lcu la t ions .  First, we consider 
the  model o f   he red i t a ry   d i f f e ren t i a l  systems  developed 
by Delfour and M i t t e d r s .  They prove  that   these  sys- 
tems can  be  modelled by an   opera t iona l   d i f fe ren t ia l  
equation  in a Hilbert  space  without  delays,  but  with 
an unbounded operator.   This model i s  very  analogous  to 
the  one  of J.  L. Lionsg,  already  used  in  the  study  of 
par t ia l   d i f ferent ia l   equat ions.   This   analogy  has   a l -  
ready been used by Delfour  and  Mitter6  to  solve  the 
problem of   op t imal   cont ro l   for   hered i ta ry   d i f fe ren t ia l  
systems. I t  is  therefore   very   na tura l   to   use  it f o r  
solving  the  Fil tering  problem. Of course,   the  question 
of   model l ing  the  noises   in   this  framework r a i s e s  new 
quest ions,   s ince we are   dea l ing   wi th   in f in i te   d imens i -  
onal  spaces. The model we adopt is the  one  already 
used by A. Bensoussan1,2 to   so lve   t he   F i l t e r ing  problem 
for  l inear   dis t r ibuted  parameter   systems.  The noises  
a r e  modelled a s   l i n e a r  random funct iona ls   in  a Hilber t  
space. By v i r t u e   o f   r e s u l t s  on Estimation  theory  in 
Hilbert  spaces  (see  Bensoussan2) it is  p o s s i b l e   t o   r e -  
duce our problem t o  a least   square  functional  minimiza- 
t i o n  problem. The problem is  then a quadrat ic   control  
problem for   the   opera t iona l   d i f fe ren t ia l   equa t ion   of  
Delfour  and  Mitter,  and  thus  can  be  solved  using  the 
method of  these  authors.  The key point  concerns  the 
study  of a Riccati   equation  in a Hilber t   space,   for  
which a d i r e c t  approach is  possible  but new r e s u l t s   o f  
L .  Tartar12 m r e   e a s i l y   l e a d   t o  an existence  theorem. 

Since our objec t ive  i s  mainly t o  show  how t h e  above 
approach is a useful   tool   to   give a rigorous  treatment 
of  the  problem,  avoiding a l o t  of  t echn ica l   d i f f i cu l -  
t i es   inherent   in   the   d i rec t   approach ,  we did  not at-  
tempt to   p resent   the  most genera l   resu l t s  which can  be 
expected.   In   par t icular ,  we did  not  consider  delays 
in  the  observation  process (which have  been  considered 
by Kwakernaak8) o r  distributed  parameter  systems  with 
delays. For s impl ic i ty ,  we also  did  not   consider   the 
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smoothing  problem  and we concentrated on t h e   F i l t e r i n  
problem.  Those  problems are   considered  in  Bensoussan s , 
using  an  afgroach  based upon the  decoupling method o f  
J . L .  Lions 311. 

2 .  System descr ip t ion  and  formulation  of  the  problem 

2.1 .  Deterministic  features 

Let H, E and F be three  Hilbert  spaces.  Let a > 0 ,  
0 = 80 > 81 >...> ON = - a be real numbers. Let B E L" 
(O,T;f(E,H))  and C E L"(O,T;f(H,F)).  Furthermore l e t  
A00 and A i  (i=l,2,. . . ,N) belong  to L"(O,T;f(H)), and 
A01 t o  L"(0,T;-a,O;f(H)). As in   Del four  and Mitter6, 
we introduce  the  space  f2(-a,0;H)  (not  to  be  confused 
with  L2(-a,0;H))  of a l l  measurable maps from [-a,O] 
i n t o  H which are   square  integrable .  endowed with  the 

The quotient  space  of  f2(-a,0;H)  by i t s  l inear  subspace 
of a l l  Y such tha t   l y l  = 0 i s  a Hilbert   space which i s  
isometrically  isomorphic  to  the  product  space H x L2 
(-a,O;H). I t  will be  denoted by M2(-a 0;H). For 
f E L2(o,T;H), 5 E L2(0,T;E)  and h E M2(-a,0;H), we 
cons ider   the   fo l lowing   l inear   hered i ta ry   d i f fe ren t ia l  
system 

+ / AOl(t,8)x(t+e)de 
0 

-a 

Then the   so lu t ion  x i n  [O,T] belongs t o  AC2(0,T;H) , t h e  
space  of  absolutely  continuous  functions from [O,T] +H, 
with a de r iva t ive   i n  L2 (0,T;H). The main r e s u l t   t h a t  
we need is  t h a t   t h e  map 

( h , 5 )  I+ x : M2 x L (0,T;E) + AC (0,T;H) 2 2 
(2)  

is  a f f i n e  and continuous. 

M2(-a,O;H) by 
For t i n  [O,T] , we can def ine   the  state x ( t )   i n  

x ( t + e ) ,  t + e  2 o 
i ( t )  (e) = 

{h(t+O) , t + e  o (3) 
For a l l  h i n  AC2(-a,0;H), ; ( t )  is  the  unique  solution 
i n   A C ~ ( O , T ; H )   o f  

x di ( t )  = A(t);(t) + e ( t ) C ( t )  + $ ( t ) ,  a.e. i n  [O,T] 

i ( 0 )  = h , 

where B(t)-E f (E,M2) and ? ( t )  E M2 are   def ined from B 
and f and  A(t) is a family  of unbounded ope ra to r s   i n  
M2 defined from 40, A i  and A01. 

2 . 2 .  Stochas t ic   fea tures  

} (4) 

We now consider a noisy   in i t ia l   condi t ion ,   tha t  is  

x(0) = h(0) + 50 
x(e)  = h(e)  + - a s e < 0, 
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where 5 = (eo,$) belong  to MZ(-a,O;H). From  now on 5 - d; ( t )  = A ( t ) i ( t )  + i ( t ) S ( t )  + P ( t )  
and 5 will be   t he   no i se   a t   t he   i npu t  and t h e   n o i s e   i n   d t  
t h e   i n i t i a l  datum, respec t ive ly .  We s h a l l   a l s o  assume 
an  observation  of  the form 

} (14) 
;(O) = h + 5 

z ( t )  = C ( t ) x ( t )  + n ( t ) ,  (6) T 
where n r e   r e s e n t s   t h e   e r r o r   i n  measurement. As i n  
Bensoussan E , I $ , < ~ , S , S I  will be  modelled as a Gaussian 
l i n e a r  random funct ional  on the  Hilber t   space + / (R(t)-l(z(t)-E(t);(t)),z(t)-i(t);(t))dt, 

JT(S,c) = (P-'c,c) + / ( Q ( t ) - l S ( t ) , S ( t ) ) d t  
O 

T (15) 

@ = H x L (-a,O;H) x L (0,T;E) x L (0,T;F) (7)  2 2 2 0 

with  zero mean and covariance  operator  where  i( t)S = (B(t)S,O),   ?(t)  = ( f ( t ) ,O)  and C(t)h = 
c ( t )h  (0) 

A =  lo 0 P1(0) O 0 O O 0 1.  The p a i r  ( e , : )  which minimizes  the  cost  function 
o v e r   a l l  ( 5 , ~ )  i n  Lz(0,T;E) x M2 i s  character ized by 

(8) Euler's  equation 

1; ; QAt) R y t ) i  

I t  will also  be  convenient  to  consider  the  covariance 
operator  P i n  L(M2) defined as follows 

(Ph,&) = (Poho,lio) + / 0 (P1(0)h'(O),fil(O))dO. (9) 
M2 -a 

In view of  ( 2 )  and the  propert ies   of   the  image of a 
l i n e a r  random functional  under  an  affine  continuous 
map, we can  look a t   x ( t )   a s  a Gaussian  l inear  random 
funct ional  on H ( fo r   any   t ) ,  where t h e  mean o f   x ( t ) ,  
x ( t )  , i s  a solution  of  equation  (1)  with S=O and 5=0. 
But it is  easy  to  check t h a t   t h e  mean o f   i ( t ) ,   g ( t ) ,  
is  obtained from t h e  mean of   x ( t )  and t h e  mean h(0)  of 
h(0)  as  follows 

; ( t ) (e )  = (10) 

As a re su l t   ; ( t )  i s  a so lu t ion   of   the   s ta te   equa t ion  

!!i ( t )  = A(t)?( t )  + f ( t )  d t  
y ( 0 )  = h.  

By introducing  the  adjoint  system 

4 f ( t )  = A ( t ) z ( t )  + P ( t ) ,   a . e .   i n  [O,T],  d t  

:(O) = h 

f ( t )  + A(t)*&t) 

+ E(t)*R(t)-lt(t)i(t)-c(t)*R(t)-lz(t) = 0 

and the   cova r i ance   ope ra to r   o f   i ( t ) ,   r ( t ) ,  is  a "weak 
solution"  of  the  equation 

$(TI = 0, 

where i i s  the   so lu t ion  of  (1)  corre2pondingAto ( e , ; )  
andA? is  the   s ta te   cons t ruc ted  f r o m  x and%+c.  Finally 
(5,~) is  character ized as follows - d r   ( t )  = A ( t ) r ( t )  + r ( t ) A ( t ) *  + g ( t ) Q ( t ) i ( t ) * , \  d t  (12) 

r (o)  = P . 1 

2 . 3 .  Formulation  of  the  problem 

For  each T we w a n t  to   de te rmine   the   bes t   es t imator  
of   the   l inear  random funct ional   x(T)   with  respect   to  
t h e   l i n e a r  random funct ional  z ( s ) ,  0 S s S T. I t  is  
a l i n e a r  random funct ional  f(T) which can  be  obtained 
(see BensoussanZ) through  the  following  control  prob- 
lem. We s tar t  with  the  determinis t ic   system  ( l ) ,   the  
i n i t i a l   d a t a  (5) a t  time 0, where 6 and 5 = ($ ,el )  
are  considered as cont ro l   var iab les ,  and the  following 
cost   funct ion 

JT(S,S) = (P-lc ,e)  + 1 ( Q ( t ) - l S ( t ) , S ( t ) l d t  
T 

T 0 (131 
+ / (R(t)-'(z(t)-C(t)x(t)),z(t)-C(t)x(t))dt. 
0 

and 

d t   ( t )  = A ( t ) i ( t )  - B(t)Q(t)g( t )*$(t)  + *( t )  

f ( 0 )  = h - P i ( 0 ) .  

We can now introduce  the  Riccati  equation  of 
Delfour and Mit ter6 

( t )  = X(t)II(t) + r I ( t ) i ( t ) *  d t  
- r I ( t ) ~ ( t ) * R ( t ) - ' C ( t ) I I ( t )  

+ B ( t ) Q ( t ) i ( t ) *  i 
3.  Solu t ion   of   the   cont ro l  problem n(0) = P 1 

A t  t h i s   po in t  it is  technically  advantageous  to  and  prove  that  :(T) is  the   so lu t ion  of the  following 
work i n   t h e  state space. For this  purpose we redefine quation 
the   cos t   func t ion   i n   t e rns  of t h e   s t a t e   i ( t )  
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( t )  = i ( t ) y ( t )  + i ( t )  

+ i ' I ( t ) t*( t )R(t)- ' (z( t ) -C(t)y( t ) )  1 (23) 

y(0) = h. 

The var iab le  z makes equation  (23) a s tochas t ic  
equation, where the   so lu t ion   y ( t )  is  to   be   i n t e rp re t ed  
as a l i n e a r  random functional.  Furthermore, i f  we 
introduce  the  es t imat ion  error  

E(t)  = i ( t )  - i ( t ) ,  

then   c ( t )  is a l i n e a r  random functional  with mean 0 and 
covariance  operator  i 'I(t). 

Remark 1. By vir tue  of   the  equivalence between  (1) and 
(4) t he   equa t ions   o f   t he   f i l t e r  and the  covariance 
operator  can  be  obtained  in a form very  analogous t o  
the  Kalman-Bucy f i l t e r .  

Remark 2. The equivalence  between  the  Filtering  prob- 
lem and the   l eas t   square   cont ro l  problem i s  t rue  only 
when P,Q(t) and R( t )   a r e   i nve r t ib l e .   In   f ac t ,  we can 
a l so   ob ta in  (22) and (23) when P and Q(t)   are   not   in-  
v e r t i b l e  by using  duali ty  arguments  as  in Bensoussan . 2 

Remark 3. As was pointed  out   in   the  introduct ion our 
main object ive was t o  show  how our  approach  can  be  used 
t o   o b t a i n  a rigorous  treatment  of  the  Fil tering  prob- 
lem. The case where we have  delays  in  the  observation, 
namely 

z ( t )  = Co(t )x( t )  + Cl( t )x( t -a ) ,  

is more i n t e r e s t i n g  from the  pract ical   s tandpoint .   This  
necess i ta tes   the  use of  the s ace ACZ(-a,O;H) a s   s t a t e  
space  rather  than  the  space M 3 (-a,O;H). With t h a t   s t a t e  
space  the map 

s ( t )  e. c ( t ) G ( t )   = C o ( t ) x ( t )  + C,(t)x( t -a)  : AC (-a,O;H) + E  

i s  l i n e a r  and  continuous. To deal  with  this  problem  in 
the   s ta te -space  M2(-a,O;H) would requi re  an unbounded 
operator  C(t).  Henceforth it is  c l e a r   t h a t   t h e  method 
will be  applicable  and  that   the  equations  for  the mean 
and the  covariance will have  the same form. 

2 
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