Course Review

What you hopefully have |earned:
1. How to navigate inside MIT computer system:
Athena, UNIX, emacs etc. (GCR)
2. General 1deas about programming (GCR):
o formulating the problem, “coding” in English
e tranglation into computer language
e editing
e compiling + debugging
* running
3. Quite a bit of knowledge of C (GCR, midterm).
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Course Review

4. MATLAB:

Matlab = matrix |aboratory, matrix oriented.

Any variable is an array by default, thus amost no
declarations. All variables are by default double

High level language:
(1) quick and easy coding

(1) lots of tools (Spectral Analysis, Image
Processing, Signal Processing, Financial, Symbolic
Math etc.)

(i11) relatively slow
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Course Review

e Trangator - interpreter, reads and executes line after
line, but All Matlab functions are precompiled.

e One (YOU) may add extrafunctions by creating M-
files.

« Language structureissimilar to C:
- MATLAB supports variables, arrays, structures,
subroutines, files, flow of control structures
-MATLAB does NOT support pointers and does not
require variable declarations
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Dealing with Matrices in Matlab

- Matlab has all standard operations & functions
Implemented for matrices (& vectors).

e Standard math. functions of matrices operate in
array sense (act on each matrix entry independently:
exp(A), sin(A), sgrt(A) = A.~0.5

>> B =exp(A)

B(1.)) = exp(A(l.)))

e Any matrix multiplication/division or rising matrix
Into some power may be both matrix and array
operation.
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Dealing with Matrices in Matlab

 A*B - matrix product of n X m and m x p matrices,
but A.*B - array (element by element) product of two
N X m matrices.

* B=sgrt(A) 2 Bj=sart(A;), A&B - any matrices,
but B=A"0.5 - A=B*B and A& B should be sguare.
e Submatrices.  /

A(1: 4, 3) - column vector, first 4 elements of the
3-d column of A.

A(:, 3) -the3-dcolumnof A

A(:,[2 4]) - 2columnsof A: 2-d & 4-th.
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Dealing with Matrices, Examples

>> C = A+ B;
C(k,l) = A(k,l) + B(k,I)

>> C = A*B; Matrix multiplication,
C(k,l) = A(k,m * B(mIl) summation over the repeating
Index isimplied.

>> C = A*B

Clk,I') = ACk, 1')*B(k, 1) Element-wise (array)
operation

>> C = Atal pha;

>> C = A "al pha;

C(k,1) = Ak, 1)"al pha
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| hope you’ve learned the basic linear algebraand it’s
Matlab implications:

1. Matrix(vector) addition/subtraction & multiplication.
Say, what isthe difference between a*b’ and & *b, where
aand b are vectors?

2. Colon notation and operating with submatrices.
Remember, lots of summation, multiplication etc. loops
may be eliminated by using the colon notation (see
solution to hw8-10 for example).

3. Basic Matlab syntax: Given you know C, you may
figure out many Matlab properties by analogy, but still
you are expected to have a clear idea about:
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e writing functions in Matlab

o flow of control statements

e How to use desktop & maintain the workspace.
e How to deal with “black boxes’:

1) help FUNCTIONNAME

I1) what does the function do?

111) what’s in and what’ s out?

IV) how to prepare what’s in (usually vectors
and matrices)

V) ideally: what’ s inside the black box,

to predict possible problems
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5. You have learned about a set of general problems,
which can be solved by programming:

root finding (GCR),

systems of linear equations,
systems of non-linear equations,
fitting experimental data.
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Matrix Formulation of SLE

System of linear equations, example:

A Xyt aX, + .+ X, = by
Ay Xy T BXyt .t X = b,

anlxl + aanZ t.. '+annxn = bn

A - coefficient matrix, b - load vector

:a'll a12 e a1n Xl — jjl —

N O gL

:‘P‘nl an2 ann 'n L n L
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Gaussian Elimination

Example:
X +2y +z=0
2X+2y+3z2=3
-X +3y +0z=-4

1. Eliminate x fromegs 2 & 3.

2. Eliminate y from equation 2.

3.0
4. 30
5. 30

Ve eC
Ve eo

ve el

. 3 for z and backsubstitute to egs 1& 2
. 2 for y and backsubstitute to eq. 1.
.1 for X.
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Gausslan Elimination (last step)

Subtract ms, times (2) from (3)°

1% T o Xy T 3X3

2)
o X9

+ay) X
(3)

3

A3’ X3

= (D
=b?  (2)
_ béB) (3)**

The new coefficients are give by

3 _ (2
a§3) = a:(ss) — Mgy

2
a§3)

o9 =2 -
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Scal ability

Code for Gaussian e imination contains 3 loops:

1. makes n-1 runs to eliminate variables

2. k-th run goes through n-k rows (k= 1,. . ., n-1)

3. IniI-throw we calculate ; = a; - m a, n-k times
n-1

Overall about Zl (n-k)(n—-k) operations,

Timescalesasn®! A rather poor scalability.
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LU factorization.

A ------ > U (upper diagonal) A=LU

D ------- >C b=Lc

A=LU
L -1 describes Gussian elimination.
c=L1b
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Numerical Stability

Problems appear if we have small numbers at the
diagonal of the coefficients matrix. Solution -
"pivoting”.

Pivoting algorithm:

Searches for the largest &, in each row below the
current one to use for the next elimination step, and
rearranges the rows so that m;, is always less than

ONne.
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Introduction to Data Analysis

 Random & Systematic Errors
* How to Report and Use Experimental Errors

o Statistical Analysis of Data
— Statistics of random errors
— Error propagation, functions of measurables
— Plotting and displaying the data
— Fitting the data: linear and non-linear regression
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Statistical Analysis of Random Errors.

N

X.

_ 1
Mean Xbest:X:NI |

Deviation di =X —X

Standard 1 &
deviation,  Yx

root mean sguare

of the measurements
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Propagation of Errors

If errors are independent and random:
for the sum/difference the errors of the independent items are
added in quadrature.

q=Xx+tYy

30 =1(8%)° +(Jy)’ < &+ &
g=X+...+zZ—(U +... +W)

2

30 =(8%) +...+(32)° +( &) +... +( W)’ <
<OX+..+0Z+adu +...+ow
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Propagation of Errors

Relative error of product/quotient:
_XX..XZ

_UX.XW

oq _ \/DéxDz 0 o10°

ERlEc R SR I R
O

OX 0z A
<— 4+, +—+—+..+

X Z u

Relative errors of independent measurables are
added in quadrature.
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Propagation of Errors

General case - function of several variables:

q(x,.....,2)
oq = j-a—qéx +..... 1 a—qé')«r
TOX 0z
Error of a power:
q=x"
99 _ |y O
q X
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Gaussian Distribution

For a large number of measurements and random small
errors the distribution of experimental data is Gaussian:

(x-x)

20°

G = 1 exp
’ O~ 21T

IIIQI [
| I [

P(X,x+dx) =G(x)dx  (probability density)

P(a<x<h) :}G(x)dx

} G(x)dx =1 (normalized)

G(x +dx) =G(x —dx) (symmetric with respect to x)
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L east Squares Fitting

Multiple measurablesy,, y,, ..., Yy, a different values of x:
X1y Xoy vy X Yi=F(X)-

Need to fit measurablesy; to function y=(x).
The simplest case - linear dependence:
y=ax+h.

What are the best a and b to fit the data?

1. Suggest Gaussian distribution for each y;, know s,.
2. Construct P(Y,, Vs, .-, Yni&b).

3. Maximize P(y,, Y,, --., Yy;&Db) with respect toa & b.
4. Find a and b delivering the max. value of

P(Y1, Yo, -..) Yni@ib).
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L east Squares Fitting

Probability of asingle

measurement: 1 - (y, —(ax; +b) I=
P(yi)~_expj_( > ) ]
. g, ] 2Uy B
Probability of a set of -
measurements; 1 O y?
P(Y., Y25 Yy ue)
Jy 0 20
(ax + o))2
O'
We look for: 0x° aX =0
ob
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L east Squares Fitting

We have a system of two linear equations for a&b with
the solutions:

R0 —Azxizyi
p= DI TYXD KXY e
A
A:inz—(in)Z

A X + b - least squares fit to the data, or
line of regression of y on x.
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Linear Least Squares, General case

Our fitting function in general caseis:
F(X) =8, 11(X) + & Ty(X) + ... +&f,(X)

fi, fs,..., T, - known functions of x,
& a,..., g, —unknown fitting parameters

Note that the function itself does not have to be
linear for the problem to be linear in the fitting
parameters.

There is acompact way to formulate the |east
squares problem: matrix form.
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Linear Least Squares, General case

L et us express the problem in matrix notation:
Sfl(xl) (%) .. fn(xl)g
Z:Dfl(xz) fz(xz) fn(xz)D
... Lo
() 06 e fa(x)E
Overall we have now:

y=Z[la+e
Fitting problem in matrix notation.

Look for min HZ e H: min(e' e)
=1

A=y o a=(@) 2’y
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Nonlinear Regression (Least Squares)

What If the fitting function is not linear In
fitting parameters?

We get anonlinear equation (system of equations).
Example:

f(x)=a,(1-€%) +e

y, =t (Xi;a,a,....a,) te orjusty, =f(x;) +e

N
Again look for the minimum of Z e with respect

to the fitting parameters.
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Nonlinear Regression (Least Squares)

df (x,a0) _

= f (X, +zf_,0+n - —a0.
y, = f(x,a) +g = f(x,a0) JZl(aJ ao,) o S
yi_f(xi’ao):i(aj_an)af(Xi’aO)'FQ, fori =1,2
J)=1 j
or In matrix form:
D =z[Aa+e, where
Haf (x,,a0) of (x,,a0) H
D=[] .. @ z=0 .. .. N
i&’m‘f(XN,aO): E@f(xN,aO) af(xN,aO)E
0 94, da,
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Nonlinear Regression (Least Squares)

Linear regression: y=z-at+te > z'-z-a=2"-y
Now, nonlinear regression: D=z-Aa+e—> z"-z-Aa=272"-D

Old good linear equations with Aain place of a, D in place of y
and z with partial derivativesin place of z with values of fitting
functions.

Besides, in case of linear regression it was enough to solve the
SLE once, while now solving the above system we just get the
next approximation to the best fit.
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Systems of Nonlinear Equations

A system of non-linear equations:

f1 (X1, X0, X, ..., Xp)=0

fo (X1 X0 X0 X)=0  =>  f(x)=0

Start from initial guess x[°
f(XpX0:X, ..., Xy ) =0

0 Il
As before expand each equation at the solution x with f(x)=0:
af (x) 1

i (x) = f(X)+Z(X ™ ZZ(

O
Assume x¥ iscloseto x and discard quadratic terms:

f.(x)= Z(x - X

af (x)
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e Linearizethe system of equations.

« Pick aninitial guess x0.

« Solvelinearized system for Ax — correction to the initial
guess.

« Usex0+ Ax asinitial guess, and solve the linear system
again.

e Repeat this procedure until the convergence criterion is
satisfied.

Matrix formulation of linearized equations:
J(xU1) A xt1 = -f(xl1"), where J— Jacobian matrix,
3= of /0x,, AXI=xi+1-xi
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