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11 Static Optimization II

11.1 Inequality Constrained Optimization

Similar logic applies to the problem of maximizing f(z) subject to inequality
constraints h;(x) < 0. At any point of the feasible set some of the constraints
will be binding (i.e., satisfied with equality) and others will not. For the first
order conditions only binding constraints matter and only their gradients play a
role; this can be captured by allowing only multipliers corresponding to binding
constraints to be nonzero in the first order condition for an optimum.

Consider again the two-dimensional example discussed above. Now we will
maximize f(z) subject to g(z) < 0. In an optimum where the constraint is not
binding the problem locally looks like an unconstrained problem and the first
order condition will be V f = 0. In an optimum where the constraint is binding
(and Vg # 0), by the theorem of Lagrange it must be the case that Vf = AVyg
for some A (note that the case Vf = 0 also satisfied this condition for A = 0).
But now we can say more: if A\ were negative, we could move slightly from
the prospective maximum in the direction of V f, and that will not violate the
constraint (we would be moving in the direction opposite to Vg, so g would
decrease and hence still remain nonpositive). Therefore, at any local optimum
it must be the case that A > 0.

The intuition of the example above is summarized by the following

Theorem 257 (The Theorem of Kuhn and Tucker) Let f,h; : R* — R be C*
functions, i =1, ...,1. Suppose x* is a local maximum of f on the set

Z=Un{z eR"hi(z) <0,i=1,...,1},

where U is an open set in R™.Suppose that all constraints that are binding at x*
have linearly independent gradients at x*. Then there exist real numbers
AL,i=1,...,1, such that:

e X >0 and A\ hi(z*) =0, i=1,..,1
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l
o Vf(z*) = Alhi(z*).
i=1

The conditions that A7 h;(xz*) = 0 are called complementary slackness con-
ditions. Essentially they state that nontrivial Lagrange multipliers (A] # 0)
may come only with constraints that are binding at «* (h;(2*) = 0). Constraint
qualification is similar to that in the Theorem of Lagrange with the obvious
modification that only gradients of binding constraints count. Again, it is al-
most always safe to ignore them, but generally it is not.

Exercise 258 Consider the consumer’s utility maximization problem: maxu(zxy, ..., )
n
subject to z; > 0,5 =1,...,n and > p;z; < I where py,...,pn, I > 0. Show that

i=1
the constraint qualification condition is satisfied at any feasible point.

Similar to the equality constraint optimization, one can set up Lagrangean

l
L(Z’l, ceey Ly )\1, ceny )\k) = f(iL'l, ,fbn) — Z )\ihi(.’ljl, 7£L’n)
i=1
The theorem of Kuhn and Tucker then gives conditions on L that must be
satisfied at a local optimum (z*, \*) :

oL __ S
L] %—O,j—l,...,n

o N =0,i=1,..,1

e X208 >0i=1,.,1

The first two of the above conditions constitute n + [ equations on n + [
unknowns. Solving this (non-linear) system gives all points (typically, finitely
many) that are candidates for a local maximum.

Unfortunately, there is generally no way of telling ex ante which constraints
will end up binding at the optimum and which will not. For example, if there
are five constraints, there will be 2° = 32 possible combinations of binding
constraints. However, some conclusions will typically follow from the economics:
for instance, if one of the constraints is the budget constraint, one can argue
that it will be binding (you want to use up all your resources).

Finally, let us consider the case of mixed constraints: some g;(z) = 0,7 =
1,...,k, and some h;(z) < 0,i = k+1,...,k + . Combining the Theorem of
Lagrange with the Theorem of Kuhn and Tucker gives the following

Theorem 259 Let f,gi,h; : R® — R be C functions, i = 1,..,1, j =k+
1,....k + 1. Suppose z* is a local maximum of f on the set

Z=Un{zeR"g(z)=0,i=1,..,khijz)<0,j=k+1,.. k+1}

where U is an open set in R™.Suppose that all constraints that are binding at
z* have linearly independent gradients at x*. Then there exist real numbers
ML,i=1,...,k+1, such that:
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e X' >0 and \Jhi(z*) =0, i=k+1,...,k+1

koo kel
o Vf(@®) =2 Nai(@®)+ > Ajhi(z").
i=1 i=k+1

11.2 Homogeneous/Homothetic Functions

Definition 260 A function f of non-negative real numbers (x1, s, ..., Ty) is
called homogeneous of degree r if

flkxq, kxa, ... kxy) = K" f(x1, 22, ..y Tn)
for all k > 0.
We mostly run across cases with r equal to 0 or 1.

Example 261 f(x) = 2t is homogeneous of degree zero.

Example 262 f(z) = x‘f‘az%f‘l is homogeneous of degree one.

Example 263 Neither f(x) = ag + a2y nor f(z) = x1 + 23 are homogeneous
functions.

If f is a production function then the degree of homogeneity refers to the
degree of returns to scale (r = 1 indicates a CRS production function). An
important theorem for CRS functions (more generally, functions with degree of
homogeneity one) is:

Theorem 264 (Fuler’s Theorem): if f(x1,xa,...,x,) is homogeneous of degree
one then

infi(xhx% o Tn) = f(@1, 22, ..., Tp)

where f; refers to the first derivative of f with respect to the it" component.
Proof. We know that

flkxy, kao, ... k) = kf(x1, 22, ... Ty)

Now regard k as a variable and look at the derivative of both sides of this
equation with respect to k:

Z $ifi(ll’1, T2y .euy ZEn) = f(SCl, Ly eeny l’n)
which is simply the statement of the theorem. m

The idea here is that for a CRS production function, total production is sim-
ply the sum of each input multiplied by that input’s marginal product ('product
exhaustion’).

Homogeneous functions are very regular in the sense that if we know the
value of the function at a single point x we know its value at all points kz
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proportional to z; it is k" times the first. In particular, if  and 2’ are on
the same level curve, kxz and kx’ are on the same level curve as well. Thus,
from one level curve, all level curves can be constructed (example: indifference
curves). Another way to say this is that level curves are radial expansions and
contractions of one another

Functions with this property are called homothetic. Homotheticity is a
weaker condition than homogeneity, in that a homogeneous function is neces-
sarily homothetic, but the converse need not be true.

Definition 265 A functionv : R} — R is called homothetic if it is a monotone
transformation of a homogeneous function, that is, if there is a monotonic trans-
formation z — g(z) of Ry and a homogeneous function u : Rt — R such that
v(x) = g(u(x)) for all x in the domain.

Ezxzample 266 f(x) = ag+ ayxy is homothetic, but not homogeneous, as pre-
viously noted.

The definition of homotheticity reveals its attraction. Modern utility the-
ory is founded on ordinal concepts: we do not want to concern ourselves with
the actual level of utility experienced by, say, a consumer as he consumes some
bundle of goods - we want to focus on how he ranks the utility derived from
this bundle, relative to the utility he would get from another bundle. Homo-
thetic functions are attractive because they preserve all the ordinal properties
of homogeneous functions (such as the level curve property mentioned above),
and retain their homotheticity under monotone transformations (unlike homo-
geneous functions). This makes them ideal for representing utility.

Remark 267 Our examples in discussing homogeneity were drawn from pro-
duction theory; now that we are talking about homotheticity we are referring to
utility theory. This is because in production theory, relabeling the quantities
along an isoquant really is changing the story - production is more cardinal than
utility. So it is interesting to ask if a production function is homogeneous; on
the other hand, it is less interesting to ask this about a utility function, which
1s meant to be entirely ordinal. More interesting is whether a utility function
is homothetic.

Let us first show that a monotone transformation of a homothetic function
remains homothetic. In other words, let z — h(z) be a monotone transforma-
tion, and let v(x) be a homothetic function; we want to show that h(v(x)) is
homothetic. But we know that v(x) = g(u(x)) for some homogeneous u and
some monotone g, from the definition of homotheticity. So if we can show that
(hog) is a monotone transformation - that is, that a monotone transformation
of a monotone transformation is still monotone! - then we will have shown
that h(v(x)) = (h o g)(u(x)) is a monotone transformation of a homogeneous
function, that is, homothetic. But this is not hard: suppose z; > z5. Then
since g is monotone (increasing, let’s say - the proof is the same for decreasing,
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or for nonstrict monotonicity), g(z1) > g(z2). And since h is also monotone,
h(g(z1)) > h(g(22)), so that (h o g) is in fact monotone.

We now want to characterize the result that for homothetic functions, as for
homogeneous functions, level curves are radial expansions and contractions of
one another. First, a few definitions to generalize the idea of monotonicity to
higher dimensions:

Definition 268 If x,y € R", write

r > yifx; >y fori=1,...n
x > yifz; >y fori=1,...,n

A function v : R} — Ry is monotone if for all x,y € R7},
2y = u(z) = u(y)

The function u is strictly monotone if for all z,y € R},
x>y =uz) > uly)

Now, the promised characterization of homothetic functions:

Theorem 269 Let u: R} — Ry be a strictly monotonic function. Then u is
homothetic if and only if for all z,y € R,

u(z) > u(y) < u(azx) > u(ay) for alla >0

Another important property of homothetic and homogeneous functions is
that the slope of level sets is constant along rays from the origin. Formally:

Theorem 270 Let u be a C* function on R7.. If u is homothetic, then the
slopes of the tangent planes to the level sets of u are constant along rays from
the origin; in other words, for every i,j and for every x € R,

ou ou
tx X
au'( )——?.;j ;forallt>0

5es(tx) (=

This is of interest to us in economics because it states that if v is homothetic,
then its marginal rate of substitution is a homogeneous function of degree zero.
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