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1 SCOPE

1.1 Identification

This Integrated Test Plan, document number CSDL-297753, defines the integrated test plan for the Fault-Tolerant Parallel Processor for the NASA X-38 Flight Critical Computer.

The Draper deliverable hardware and software under test comprise the Flight Network Element (NE) and the Fault Tolerant System Service (FTSS) software.

This plan establishes the overall X-38 Fault-Tolerant Parallel Processor hardware and software test policy and contains the basic test philosophy, the organizational responsibilities, and implementing procedures for the various test phases.  The Integrated Test Plan is the overall test program management document, and, as such, contains the guidelines and schedules for the test programs that will be performed.  Specifically, this plan:

1.
Provides visibility into all test activity, test plans, problems, and progress.

2.
Relates test requirements to critical program milestones.

3.
Defines test data utilization.  It defines and provides for the implementation of an ordered progression of tests that prove that the X-38 fault-tolerant parallel processor hardware and software as designed, produced, and ultimately deployed meets the intended requirements.

1.2 System Overview

The central part of the avionics architecture of NASA's X-38 Vehicle is a quad-redundant Flight Critical Computer (FCC), which is based on Draper's Fault-Tolerant Parallel Processor (FTPP) architecture. The FCC consists of four Flight-Critical Processors (FCPs) operating as a quad-redundant Virtual Group (VG), five simplex Instrument Control Processors (ICPs) running as five separate VGs, five Draper-designed Network Elements (NEs), four multi-protocol/RS-422-cards, four Decomm cards, and a suite of digital and analog I/O cards.  The Decomm, analog, and digital I/O cards do not interface directly to the FTSS software and are therefore outside the scope of this plan.

The FCPs, operating as a single, quad-redundant set, function as the main application processor. A complete suite of Fault-Tolerant System Services (FTSS) software will be loaded onto the FCPs and provide an Application Programmer's Interface (API) between NASA's application code and the underlying hardware (Radstone Power PCs) and a Commercial Off-The-Shelf (COTS) operating system (VxWorks). The FTSS software provides Scheduling Services, Communication Services, Time Services, Memory Management Services, Fault Detection and Isolation, Redundancy Management, System Support Services, and a Mission Management template. A reduced set of FTSS Communications Services will be loaded onto each ICP and will provide an API between the I/O software running on the ICPs and the NEs.

Document Overview 

This plan is organized as follows:

1.
Section 1 - Scope:  identifies the program to which this plan pertains and provides an overview of this plan.

2.
Section 2 - Referenced Documents:  provides a list of documents referenced in this plan.

3.
Section 3 - Test Program Definition: reviews the general X-38 FTPP test philosophy, delineates the Fault-Tolerant Parallel Processor hardware and software tests, describes the Draper Problem/Change Report (PCR) database used to track failures and resolution, and outlines the program management responsibilities.

4. Section 4 - Notes:  contains a list of acronyms used throughout the document.

5. Section 5 – Qualification Provisions provides identification of the planned qualification method (test, inspection, demonstration, or analysis) for each FTPP requirement. 

REFERENCED DOCUMENTS

The following documents of the exact issue shown form a part of this plan to the extent specified herein. In the event of conflict between the documents referenced herein and the contents of this specification, Draper will propose resolution of the conflict to NASA for approval.

1.3 Government Documents

	Document No.
	Date
	Title

	N/A
	6 March 1998
	Statement of Work for X-38/Network Element Fault Tolerant Parallel Processing System, NASA Johnson Space Center

	JSC 28671

Rev 5.11
	18 March 2000
	X-38 Fault-Tolerant Parallel Processor Requirements, NASA Johnson Space Center

	SSP 30512, Rev.C


	20 September 1994
	Space Station Ionizing Radiation Design Environment, International Space Station Alpha


1.4 Non-Government Documents

	Document No.
	Date
	Title

	N/A
	January 2000
	X-38 Integrated NE/FTSS Schedule, The Charles Stark Draper Laboratory, Inc.

	CSDL-297746 Rev 8
	27 April 2000
	Certification Test Procedure (CTP) for the Fault-Tolerant Parallel Processor for the NASA X-38 Flight Critical Computer, DRL 5, The Charles Stark Draper Laboratory, Inc.

	CSDL-297747
	To Be Released
	Certification Test Report (CTR) for the Fault-Tolerant Parallel Processor for the NASA X-38 Flight Critical Computer, DRL 7, The Charles Stark Draper Laboratory, Inc.

	N/A
	To Be Released
	Acceptance Data Package (ADP), DRL 6, The Charles Stark Draper Laboratory, Inc.

	CSDL-297749, Rev. 5
	2 May 2000
	Software Requirements Specification/Interface Requirements Specification (SRS/IRS) for the X-38 Fault-Tolerant System Services, DRL 12/14, The Charles Stark Draper Laboratory, Inc.

	CSDL-297795, Rev. 2
	24 May 2000
	Design Notebook for the X-38 Fault Tolerant Parallel Processor Analyses


TEST PROGRAM DEFINITION

1.5 General Test Philosophy

The overall objective of the X-38 test effort is to assure design adequacy and producibility such that all mission requirements, including performance, maintainability, and reliability are achieved.  The X-38 FTPP Integrated Test Plan:

1.
Encompasses tests of all parts, materials, modules, subassemblies, assemblies, and systems that will become an integral part of or will have an effect upon the quality or reliability of the deployed systems.

2.
Encompasses the following:

a.
Functional testing (Draper).

b.
Environmental testing (Draper).

c.
Qualification testing (Draper).

d.
Radiation testing (Draper).

e. Software qualification testing (Draper).

f. System acceptance testing (Draper)

g. FCC integration testing (NASA).

h. Vehicle integration testing (NASA).

3.
Identifies the test schedule and specific milestones consistent with overall program requirements.

4.
Identifies those who have the responsibility to manage and administer the overall test effort described within the Integrated Test Plan, including detailing the requirements for test plans, test procedures, and reports.

5.
Assigns the responsibility to review all failures encountered during the test effort and the subsequent corrective action where required to prevent future related problems.

Detailed procedures for performing all tests defined in this plan will be documented in the CTP, document CSDL-297746.

This Integrated Test Plan also contains a compliance matrix for the hardware and software requirements. A trace matrix relating the detailed test procedures to the hardware and software tests will be specified in the CTP. 

The CTR, document CSDL-297747, will summarize the pass/fail status of all required inspections, demonstrations, analyses, and tests.  The CTR also includes analysis of the results.  Any failures during testing will result in a Draper Problem/Change Report (PCR), which will be subsequently tracked to closure.  Retesting and re-inspection will be conducted as required until the PCR is resolved.

1.6 Fault-Tolerant Parallel Processor Hardware and Software Tests

The tests described within this section have been developed to prove that the X-38 Fault-Tolerant Parallel Processor hardware and software will meet its intended use requirements as defined in the X-38 Fault-Tolerant Parallel Processor Requirements document. JSC 28671.  The X-38 Integrated NE/FTSS Schedule identifies the time phasing and the documentation requirements of the program's testing efforts. Figure 1 contains a block diagram depicting each stage of testing.
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Figure 1.  Block Diagram of the X-38 FTPP Testing Stages

1.6.1 Functional Tests

The objective of the acceptance/certification test is to demonstrate formally that the Network Element module under test meets its requirements with respect to quality, performance, and workmanship.  The acceptance tests will be conducted at Draper.

The standalone NE tests will be conducted in a small chassis specially equipped for fault insertion and VME bus analyzer access.  This is required for a number of NE hardware tests in order to verify compliance to FTPP requirements.  These tests are separate and distinct from integrated and system tests:

· Message Passing Test with Loopback Fiber - MFO  

· Scoreboard Test - SBT  

· VME Interface Test - VME 

· Global Controller Test - GCT 

· Ring Buffer Manager Test - RBM 

· Message Passing with Debug Router - MDR 

· Link Reset Test 

· Transmitter 

· Receiver 

· Voted Reset - VRT 

· Fault Tolerant Clock Test  

· Configuration Table Test 

1.6.2 Environmental Stress Screening (ESS) Tests

Environmental Stress Screening tests will be performed at Draper to demonstrate that the Network Element meets the workmanship requirements listed in the FTPP Requirements document.  

Environmental stress screening tests will be performed on each of the flight NE assemblies.  The ESS test will consist of two phases:

1.
Operating temperature cycling screening (message passing test with loopback fiber optic cables).

2. Non-operating random vibration screening.  

Each phase of the ESS test will be preceded and followed by a functional test as outlined in Section 3.2.1 to verify the performance of the NE.  The ESS testing will be followed by a System Acceptance Test.  (See paragraph 3.2.6). 

ESS test pass/failure status will be documented in the ADP for each Network Element.  Any failures during ESS testing will result in a Draper PCR, which will be subsequently tracked to closure.  Retesting and reinspection will be conducted as required until the PCR is resolved.

1.6.3 Environmental Qualification Tests

Environmental Qualification tests will be performed by Draper on one assembly to demonstrate that the Network Element packaging design meets the vibration, shock, humidity, temperature, and pressure requirements listed in the FTPP Requirements document.

The qualification test will consist of five phases: 

1.
Operating temperature cycling.

2.
Non-operating random vibration.

3.
Non-operating shock.

4.
Operating humidity (message passing test with loopback fiberoptic cables).

5.
Operating pressure (message passing test with loopback fiberoptic cables).

For the temperature extreme portion, the unit under test (UUT) will be configured to run in a system configuration rather than in a standalone “loopback fiberoptic” mode.  The UUT will be in an environmental chamber in a flight ATR chassis connected to NEs located outside the chamber.  The ATR chassis in the chamber will have a cooling plate that will control the edge temperature to the requirements of the FTPP Requirements, JSC 28671.  The buffered computed Fault Tolerant Clock signal from the P2 connector on the UUT will be compared to the same signal coming from the remaining NE's.  See CSDL-297746, (fault tolerant clock test) for reference.  These signals will be viewed on an oscilloscope and compared.

Each phase of the qualification test will be preceded and followed by a functional test as outlined in Section 3.2.1 to verify the performance of the NE.

Environmental Qualification test pass/failure status will be documented by the CTR, document CSDL-297747.  Any failures during qualification testing will result in a Draper PCR, which will be subsequently tracked to closure.  Retesting and reinspection will be conducted as required until the PCR is resolved.

1.6.4 Radiation Tests

Radiation tests are considered developmental tests.  These tests are performed on components that are not certified as radiation hardened or radiation tolerant by their manufacturer.  The tests demonstrate that components meet the radiation environment requirements specified in SSP 30512, Rev C.

The descriptions of the radiation tests will be documented in Draper document 297795, Design Notebook for the X-38 Fault Tolerant Parallel Processor Analyses.

1.6.5 Formal Software Qualification Tests

1.6.5.1 Software Test Environment (STE)

1.6.5.1.1 Draper Test Site

All X-38 FTSS software qualification testing is planned to be done at the Draper X-38 test site, located at Draper Laboratory, 555 Technology Square, Cambridge, Massachusetts. 

Items used in the STE fall into one of three categories of ownership impacting their eventual disposition:

1. Deliverables:  items specified in the contract as tactical deliverables.

2. X-38-owned:  items purchased with X-38 contract money which will be disposed of as directed by NASA.

3. Draper-owned:  items purchased with Draper money which do not convey to NASA.

1.6.5.1.1.1 Software Items

Table 1 identifies all software items required to support software qualification testing at the Draper test site. 

	Table 1.  STE Software Items

	Item
	Description

	FTSS Software
	The system under test, resident on the quad-redundant FCPs and (in a reduced version) on each of the ICPs (deliverable)

	VxWorks, v. 5.4
	COTS operating system resident on the FCPs and ICPs (X-38 owned)

	Board Support Package (BSP), v. 2.1
	Board-specific hardware interfaces, supplied by the maufacturer (X-38 owned)

	Solaris V2.5.1, V2.6 O/S
	COTS operating system for X-38 Sun Sparc 10/20 host development/test platform (Draper-owned)

	Tornado 2.0
	COTS software development and test environment for the X-38 software and all components (X-38-owned)

	Debug software
	Draper-developed debugging environment allowing synchronous debug commands to be executed on the quad-redundant FCP virtual group (Draper-owned)

	Custom “application” software
	"Applications" developed by Draper for verification of timing, synchronization, mode changes and scheduling, and failure recovery verification.  The use of application code for test purposes is a convenient way of exercising test software such as fault insertion without intrusion into the true FTSS code (X-38-owned)

	VME traffic simulator
	Emulation of traffic on the VME bus for purposes of stress-testing bus capacity and unbalanced loading characteristics (X-38-owned).

	Simulated I/O files
	Emulation of the required I/O profiles used to verify communication paths (X-38-owned).

	Data logging database
	Configuration-managed database resident on the X-38 Sun Sparc 10/20 host tracking collection of raw test data (X-38-owned).

	Test results database
	Configuration-managed database resident on the X-38 Sun Sparc 10/20 host tracking test results and test reports (X-38-owned).

	Draper Problem/ Change Report System
	Hosted on a Draper network server and available to the X-38 community for problem reporting and enhancement requests.  The PCR system provides problem tracking and archiving facilities (Draper-owned).


The interpretation and evaluation of test results to determine pass/fail status will be automatic to the extent possible.

Figure 2 shows the debug X-38 STE software configuration.
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Figure 2.  Debug X-38 STE Software Configuration

1.6.5.1.1.2 Hardware and Firmware Items

Table 2 identifies all hardware and firmware items required for software Qualification testing at the Draper test site. Note that cabling and connectors other than the deliverable fiber optic interconnect cabling are not listed in the table.

	Table 2.  Hardware/Firmware Items

	Item
	Description

	Five conduction-cooled VME chassis (4 FCC and 1 NEFU), including the following flight components:

(4) Radstone PowerPC604R Processor boards configured as an FCP quad-redundant VG, 

(5) Radstone PowerPC604R Processor boards configured as ICP1, ICP2, ICP3, ICP4, and ICP5 simplex VGs,

(5)MIL-STD-1553 mezzanine boards for the ICPs,

(4) Multi-Protocol Communications Controller (MPCC) interface cards 
	X-38 Hardware Configuration Item (HWCI)                           

              (Government-Furnished Equipment (GFE))



	(5) Network Element cards
	(Draper deliverable item)

	(5) Network Element firmware 
	Performs synchronization, voting, Configuration Table maintenance, global synchronous time maintenance, syndrome maintenance, First In, First Out (FIFO) I/O control, message encode and timestamp, message decode, packet I/O, pipe I/O, Isync, Transient NE Recovery (TNR)                       (Draper deliverable item)

	(4) Sun Sparc 10/20 workstations


	Unix based computers for communicating with the target hardware, running test tools, and capturing test output (Draper facility)

	(2) Gateway Personal Computers
	Standard PCs used by engineers for various purposes. (Draper facility)

	(1) X-38 mezzanine board
	A small printed wiring assembly that allows probes to be attached for test purposes     (X-38-owned)

	(1) Logic Analyzer


	A computer based logic analyzer for verifying timing requirements by monitoring codes sent out the parallel port of  the FCP processor boards         (Draper facility)

	(1) VME Bus Analyzer
	A non-intrusive computer inserted into the VME backplane to monitor the VME bus for data, protocol, and timing characteristics                     (Draper facility)

	(1) Oscilloscope
	Used to compare Fault Tolerant Clock (FTC) signals during testing                                   (Draper facility)  

	(20) Fiberoptic  interconnection cables
	                                          (Draper deliverable item)


Figure 3 shows a simplified diagram of the interconnected hardware elements of the STE for a single fault-containment region (A) of the X-38 CSCI Qualification Test.  Three other fault-containment regions (B, C, and D) will contain the same hardware as A except that ICP2, ICP3, and ICP4 will be substituted for ICP1 in fault-containment regions B, C, and D, respectively. 
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Figure 3.  STE Hardware Configuration for Fault Containment Region A

1.6.5.1.1.3 Other Materials

There are no other materials of significance required for testing at the Draper test site beyond those listed in Table 1 and Table 2.

1.6.5.1.1.4 Proprietary Nature, Acquirer’s Rights, and Licensing

The Acquirer (see Table 3) has the right to receive copies, hardcpy and/or electronic, of all software developed by Draper for the STE in support of X-38 FTSS Qualification testing.  Similarly, the Acquirer has the right to receive copies of drawings of all hardware and cabling developed for the STE.  Hardware and commercial software purchased for the STE using X-38 contract funds can be conveyed to the Acquirer upon request at the completion of the contract.  Some STE items are Draper-owned and are not deliverable.  For ownership details, see Table 1 and Table 2.

All commercial software purchased by Draper Laboratory in support of X-38 FTSS Qualification testing is licensed to Draper Laboratory.  Duplicate working copies for additional computer systems, whether at Draper or elsewhere, may not be made without purchasing proper vendor licensing for the additional installations.

1.6.5.1.1.5 Installation Testing and Control

The following paragraphs describe Draper’s general plan and approach to creating and controlling the STE for X-38 FTSS software.

1.6.5.1.1.5.1 Acquiring or Developing Items

See Tables 1 and 2.

Scheduling and risk issues associated with developing the STE in a timely fashion are dynamic topics covered in weekly team meetings.  No schedule of STE development is presented here.

1.6.5.1.1.6 Participating Organizations

The organizations participating in this effort and their roles in each of the Qualification tests are given in Table 3.

	Table 3.  Qualification Test Participant Roles

	Title
	Organization
	CSCI Qualification Test

	Acquirer
	National Aeronautics & Space Agency (NASA).
	Review, witness

	Developer
	The Charles Stark Draper Laboratory, Inc.
	Develop, perform

	Quality Assurance
	The Charles Stark Draper Laboratory, Inc.
	Software Quality Assurance (SQA)


1.6.5.1.1.7 Tests to be Performed

The set of X-38 FTSS CSCI Qualification Tests is described in Section 3.2.5.2.1.6.

1.6.5.2 Test Identification

1.6.5.2.1 General Information

1.6.5.2.1.1 Qualification Test Levels

Unit checkout and Computer Software Components (CSC) integration and checkout will have been performed before the integration of the code into the FTSS CSCI.

X-38 FTSS software qualification testing will be performed at the CSCI level for the FTSS CSCI.  This level will verify compliance with the SRS/IRS.

1.6.5.2.1.2 Test Classes

The following types or classes of tests will be performed:

1. Functional tests, to verify completeness of required functionality.

2. Accuracy tests, to verify performance requirements.

3. Interface tests, to verify proper interface to application software.

4. Timing tests, to verify CPU operation within processing constraints.

5. Synchronization tests, to verify operation of the redundant set.

6. I/O tests, to verify the correct flow of communication among the FCPs, ICPs, and Command and Telemetry Computers (CTCs).

1.6.5.2.1.3 General Test Conditions

The set of tests performed will include verification of system response to the various failure conditions, failure recovery, degraded operations, memory management, communications traffic and transport lag, and will demonstrate normal operation under non-failure conditions.

1.6.5.2.1.4 Test Progression

The FTSS CSCI Qualification Test is the only formal test to be performed for the FTSS software.

1.6.5.2.1.5 Data Recording, Reduction, and Analysis

Several different types of data recording, reduction, and analysis are available for use in the test cases as needed.  These different data types are described in the following subsections.

Data obtained during Qualification testing will be retained under configuration control and will be reported in the Software Test Report (part of the CTR, document CSDL- 297747) throughout Draper's effort on X-38.

1.6.5.2.1.5.1 Event Tagging (ETAG) Parallel Port Data

For the FTSS CSCI Qualification Test, ETAG parallel port data recording and analysis will be used to verify various timing requirements.  This process uses non-intrusive software that can output various codes on the parallel port of the FCP processor.  Four channels of this data (one from each member of the quad-redundant FCP virtual group) are monitored on a logic analyzer for subsequent examination.  Similar support is available for the ICPs as well.

1.6.5.2.1.5.2 Shared Memory Data

For the FTSS CSCI Qualification Test, shared memory data recording and analysis will be used where it is necessary to record data in real-time for post processing.  This feature is part of the FTSS debugging environment and system support software.  The FCP virtual group may record data specific to a particular rate group or the internal FTSS software.  The data is synchronously copied to separate regions of shared memory that reside on the FCP processor board.  The ICP processor periodically retrieves the data from the FCP shared memory region and relays it to the testers via the host platform. 

1.6.5.2.1.5.3 VME Analyzer

For the FTSS CSCI Qualification Test, the VME Analyzer will be used for various timing and VME data analysis.

1.6.5.2.1.6 Planned X-38 FTSS CSCI Tests

All Qualification tests of the X-38 FTSS CSCI are performed at the CSCI level.

1.6.5.2.1.7 System Initialization Tests

The objective of these tests is to verify proper initialization and self-test functionality, including all variations of initialization and with failed components.

1.6.5.2.1.7.1 Non-failure Cases

Init1 Verify that each FCP in the redundant set, each ICP, and each MPCC board  performs Initial Built-In Test (IBIT) and that the IBIT completes within timing constraints as specified in the SRS.

Init2 Verify that the FCP VG is synchronized following IBIT, in the presence of maximum specified time skew in the power on sequence of the individual processors, and that the FCP VG synchronizes with the ICPs as specified.

Init3 Verify that FCP memory, including all timers (MET, SEP, watchdog timer, and 50 Hz timer) are correctly initialized, and that the interrupt is enabled.

Init4 Verify that, to allow the application to perform its initialization, an application initialization function is called by the FTSS.

Init5 Verify that the initialization is completed within the specified time.

1.6.5.2.1.7.2 Failure Cases

Init6 Verify that the FCP VG responds as specified to IBIT failures.

Init7  Verify that the FCPs respond as specified to a synchronization failure.

Init8 Verify that the FCPs respond as specified to the absence of an ICP at start-up.

Init9 Verify that in response to synchronization failure, the FCRs are reconfigured appropriately, such that a triplex or degraded triplex results.

Init10 Verify that the FCP VG will revert to the a higher level of redundancy when a failed channel is recovered, and that FCP VG will proceed as a triplex or degraded triplex set when a failed channel cannot be recovered.

1.6.5.2.1.8 Scheduling Services Tests

The objective of these tests is to verify the FTSS ability to create vehicle modes in response to mode changes signaled by the application, to schedule rate groups and tasks, to detect and respond to rate group overruns, and to manage exception handling.

These tests will be performed in both fault-free and failure conditions.

Sched1. Verify that the scheduler runs as the highest priority task in the system and completes within its allotted time.

Sched2. Verify that the scheduler can interface with the application to install tasks correctly into rate groups, and can support the required number of rate groups and tasks per rate group.

Sched3. Verify that the scheduler performs vehicle mode changes as specified in response to the application.

Sched4. Verify that the scheduler maintains the priority and the ordering of tasks.

Sched5. Verify that tasks can be blocked from execution by the application.

Sched6. Verify that the scheduler executes the rate groups within the specified drift rate and jitter requirements.

Sched7. Verify that the scheduler detects, manages, and reports rate group overruns and task overruns in the 10 HZ and 1 HZ rate groups.

Sched8. Verify that the scheduler correctly sets the 50 HZ interval timer, so as to maintain synchronous operation.

Sched9. Verify that the scheduler records and communicates state and performance information as required.

Sched10. Verify that the scheduler issues interrupts to the ICPs to maintain synchronous operations, and, provides the ICPs with the required information.

Sched11. Verify that the scheduler handles exceptions as required.

1.6.5.2.1.9 Memory Management Test

The objective of these tests is to verify that the FTSS memory management provides the ability to scrub RAM, align memory, and define and manage congruent and non-congruent memory.

Each test described below will be performed on both a faulty and a fault-free system.

Mem1. Verify that congruent and non-congruent memory is defined and managed according to vehicle mode.

Mem2. Verify that memory scrub takes place within the specified constraints, and that errors found in the scrub process are recorded.

Mem3. Verify that re-alignment is performed when and only when allowed.

1.6.5.2.1.10 Communications Services Tests

The objective of these tests is to verify the various communication modes, both synchronous and immediate.

These tests will be performed on both a faulty and a fault-free system.

Comm1 Verify that message packets are enqueued, are dispatched, and reach their destination in a timely and orderly fashion, as specified.

Comm2 Verify that both direct and broadcast communications are correctly performed.

Comm3 Verify that “immediate” messages are dispatched and received as specified.

Comm4 Verify the operation of inter-rate-group messages.

Comm5 Verify that congruent message passing within a virtual group bypasses the NE.

Comm6 Verify that the VME backplane loading is within its specified limits under normal fault-free operation.

Comm7 Verify that the VME backplane loading is within its specified limits under the stress of fault isolation and recovery.

Comm8 Verify that API calls are available as specified for communications functions.

Comm9 Verify that messages are transmitted on a fault-free FCC-MPCC.

1.6.5.2.1.11 Fault Detection and Isolation Tests

The objective of these tests is to verify that the FTSS FDIR can detect faults within selected FCC hardware, including the FCPs, ICPs, NEs, NE-links, and MPCCs that are connected to the CTCs; and can isolate a faulty element from the system until recovery action is taken.  FDIR provides the facilities for the detection and diagnosis of faults and for recovery during system initialization and during mission operation.  Recovery may restore the system to its original redundancy state, or may provide for degraded operation.  The tests listed here will be performed on both degraded and fault-free systems, and will verify that the system performs as specified.

1.6.5.2.1.11.1 Fault Detection Tests

FD1 Verify that re-initialization after a power reset is performed correctly and within specified time limits.

FD2 Verify that Continuous BIT (CBIT) executes on the FCP Virtual Group, within specified time limits.

FD3 Verify that CBIT manages the watchdog timer, executes the presence test, and detects, diagnoses, and reports faulty components within specified time limits.

FD4 Verify that CBIT diagnoses components within the specified time after the failure is detected.

FD5 Verify that CBIT reports diagnosed failures and their recovery actions to the application.

FD6 Verify that RAM scrub cyclically reads (and writes back) all used RAM, thus triggering the error detection and correction (EDAC) function; and that errors are recorded and reported as specified.

FD7 Verify that the RAM scrub function can scrub at least the minimum specified, unless the required CPU is not available.

1.6.5.2.1.11.2 Redundancy Management Tests

The objective of these tests is to verify that the FTSS software can recover from the various failure modes of the system by diagnosing and isolating the failed component, and can attempt recovery by re-integrating a temporarily failed component into its former virtual group.

RM1 Verify that the vehicle manager can communicate with the FTSS software for purposes of redundancy management.

RM2 Verify that the FTSS software can configure virtual groups initially and during the mission as required to maintain the fault tolerant system.

RM3 Verify that the FTSS software can recover from a failed FCP by degrading the FTPP virtual group or reintegrating the failed processor as appropriate.

RM4 Verify that FTSS software can diagnose and reset failed NEs or receiver links.

1.6.5.2.1.11.3 Recovery Tests

The objective of these tests is to verify that the FTSS software can manage the required recovery strategy, masking those elements that are permanently failed and reintegrating those that had failed temporarily.

Recov1 Verify that, when FTSS software diagnoses a FCP or NE failure, it first degrades the virtual group, and then attempts to reintegrate the failed FCP when alignment is permitted.

Recov2 Verify that, when FTSS software cannot reintegrate a failed NE or FCP, it masks that element.

Recov3 Verify that the FTSS software degrades the FTPP to a triplex configuration when an FCP has failed, masks the failed processor, and designates the failed processor as a simplex virtual group.

Recov4 Verify that both unfailed processors and failed processors attempt recovery as specified.

Recov5 Verify that if attempts to reintegrate a failed processor within the designated time, or if the processor fails again within the designated time, the processor is treated as permanently failed, and attempts at reintegration are discontinued.

Recov6 Verify the recovery from FCP failure with respect to memory alignment.

Recov7 Verify that memory alignment is performed when successful re-synchronization is accomplished.

Recov8 Verify that the alignment process includes resetting of MET and SEP based on the value of the NE-produced timestamp.

Recov9 Verify that the time from failure detection to FCR recovery is within the required time limit.

1.6.5.2.1.12 Time Services Tests

Each test described below will be performed on both a faulty and a fault-free system.

Time1 Verify that MET and SEP are correctly maintained, within specified accuracy and capacity requirements.

Time2 Verify that MET and SEP are appropriately updated after recovery of a failed processor.  (See Recov8)

1.6.5.2.1.13 System Support Services Test

The objective of this test is to verify the FTSS System Support Services meets the requirements for Telemetry and Command Read.

1.6.5.2.1.13.1 Telemetry Tests

Telem1 Verify that telemetry blocks of at least the minimum required size can be transmitted.

Telem2 Verify that telemetry transfers can be completed, via the required device, within the minor cycle of its rate group.

Telem3 Verify that a specific API call can designate the address and length of the current telemetry buffer.

1.6.5.2.1.13.2 Command Read Tests

CmdRead1 Verify that the Command Read capability checks for a command/status message at the required time in its rate group minor cycle, and completes the check within the required time limit.

CmdRead2 Verify that the Command Read capability reads the command data from each CTC via the communication device connected to that CTC.

CmdRead3 Verify that the Command Read capability performs FDIR and reports status on the communication devices and links connected to the CTCs.

CmdRead4 Verify that an API call exists that provides current command data.

1.6.5.2.1.13.3 Miscellaneous Tests

Tests and inspection will verify that FTSS memory, CPU usage, and communications loading are within specified limits.

1.6.6 System Acceptance Tests

Deliverable Network Elements that are not included in the FTPP flight system configuration software tests will undergo a series of System Acceptance Tests.  These System Acceptance Tests will consist of a subset of the Formal Software Qualification Tests.  The tests are specifically selected to exercise the functions of the Network Elements.

Test management and reporting for these System Acceptance Tests will be the same as that provided for the Formal Software Qualification Tests.

1.6.7 FCC Integration Tests

FCC integration tests will be led by and conducted at NASA to demonstrate that the FTPP meets it performance and fault-tolerance requirements in both fault-free conditions and with injected faults.  Draper will support this activity within the level of effort funding allocated to this task.  NASA will define the detailed test procedures.

1.6.8 X-38 Vehicle Integration Tests

X-38 integration tests will be led by and conducted at NASA to demonstrate that the FTPP meets it performance and fault-tolerance requirements once it has been integrated into the X-38 integration laboratory and into the X-38 vehicle.  Draper will support this activity within the level of effort funding allocated to this task.  NASA will define the detailed test procedures.  

1.7 Problem/Change Reports

Problems encountered during the testing effort will be documented on the Draper PCR database.  The PCR database supports effective corrective action activities while maintaining high visibility into problem resolution and closeout.  The interface to this database is a form that permits the users to track problems from their initial detection through their final resolution, including any required document, drawing, or software release. For each problem, the form records the symptoms, planning, analysis, correction, re-test, revision, and engineering approval.  (See the Product Program Plan for a detailed description of the corrective action process.)

Anyone, including NASA, may submit PCRs at any time to record all problems and to record suggested enhancements to products.  It is important to record all problems, even the most simple and those easily dealt with, in order to track any behavior that may be  repeated in a seemingly random pattern.

1.8 Program Management

The integrated test program as defined within this document is one in which all tests contribute to achieving and verifying X-38 fault-tolerant hardware and software within the program constraints.  Management of the integrated test program resides with a test management team consisting of the Draper Technical Director, the Draper Program Manager, and the NASA Contracting Officer's Technical Representative (COTR).  This team provides a means for:

1.
Guiding test-related activities and the use of test resources throughout the program.

2.
Assembling and evaluating test program objectives, plans, problems, and data.

3.
Resolving conflicts between schedules and priorities.

4. Documenting and reporting progress.

5. Realigning the tests as program changes occur.

Early in the program, the test management team develops test guidelines and instructions by coordinating and reviewing the documents that define test programs, requirements, schedules, and scope.  The test management team then integrates and optimizes the total test programs, monitors the results of the tests, and reports status and results to Draper and NASA management.  Development and control of the Integrated Test Plan is an interactive process that supports the entire span of the X-38 program.  The Integrated Test Plan describes all tests planned throughout the program life cycle.  The test management team will function as a coordinating body and have the following responsibilities:

1. Establish the overall test philosophy, administer the formal X-38 test stages, and monitor the informal development and evaluation phases.

2. Update the Integrated Test Plan as required, to track the overall X-38 test effort.

3. Issue a periodic status report of all X-38 test activities via the weekly progress reports.

4. Establish requirements for test plans, procedures, reports and other documentation as required.

5. Review failures encountered, and recommend corrective actions.  When these failures are encountered, assess the retest requirements.

6. Review test progress as related to requirements of the X-38 program and recommend changes where necessary.

7. Review on a continuing basis the adequacy of the X-38 test effort in relation to the program requirements.

8. Establish a test schedule with milestone data for documentation, tests, and reports.

9. Assure that adequate hardware and test equipment to support the recommended testing is made available for the program by identifying delinquent areas to NASA.

10. Issue action items.

NOTES

1.9 List of Acronyms

	Acronym
	Definition

	ADP
	Acceptance Data Package

	API
	Application Programmer's Interface

	ATR
	Air Transportable Rack

	BIT
	Built-In Test

	CBIT
	Continuous BIT

	CID
	Communication ID

	COTR
	Contracting Officer's Technical Representative

	COTS
	Commercial Off-The-Shelf

	CPU
	Central Processing Unit

	CSC
	Computer Software Component 

	CSCI
	Computer Software Configuration Item

	CT
	Configuration Table

	CTC
	Command and Telemetry Computer

	CTP
	Certification Test Procedure

	CTR
	Certification Test Report

	Decomm
	Decommutation

	EDAC
	Error Detection and Correction

	ESS
	Environmental Stress Screening

	ETAG
	Event Tagging

	FCC
	Flight-Critical Computer

	FCP
	Flight-Critical Processor

	FCR
	Fault Containment Region

	FDI
	Fault Detection and Isolation

	FDIR
	Fault Detection, Isolation, and Recovery

	FIFO
	First In, First Out 

	FQT
	Formal Qualification Test

	FTC
	Fault Tolerant Clock

	FTPP
	Fault-Tolerant Parallel Processor

	FTSS
	Fault-Tolerant System Services

	GCT
	Global Controller Test

	GFE
	Government-Furnished Equipment

	H/W
	Hardware

	HWCI
	Hardware Configuration Item

	IBIT
	Initial Built-In Test

	IBNF
	Input Buffer Not Full

	ICP
	Instrument Control Processor

	I/O
	Input/Output

	IRS
	Interface Requirements Specification

	ISYNC
	Initial Synchronization

	JSC
	Lyndon B. Johnson Space Center

	MDR
	Message Passing with Debug Router

	MET 
	Mission Elapsed Time

	MFO
	Message Passing Test with Loopback Fiber

	MPCC
	Multi-Protocol Communications Controllers

	MTBF
	Mean Time Between Failures

	NASA
	National Aeronautics and Space Administration

	NE
	Network Element

	NEFU
	Network Element Fifth Unit

	OBNE 
	Output Buffer Not Empty

	PPM
	Parts Per Million

	PCR
	Problem/Change Report

	RAM
	Random Access Memory

	RBM
	Ring Buffer Manager Test

	RM
	Redundancy Management

	SBT
	Scoreboard Test 

	SEP
	Separation Elapsed Time

	SRS
	Software Requirements Specification

	SQA
	Software Quality Assurance

	STE
	Software Test Environment

	TBD
	To Be Determined

	TNR
	Transient NE Recovery

	UUT
	Unit Under Test

	VG
	Virtual Group

	VME
	Versa Module Eurocard

	
	

	
	


Qualification Provisions

The following qualification methods will be used for the FTSS software. They will be abbreviated in Table 4 by a single letter designating the planned qualification method, followed in some cases by comments, in Column 4 of the Table.

Demonstration (D) - The operation of the CSCI (or some part of the CSCI) to observe its functional operation. The functional operation is directly observable, and it requires no elaborate instrumentation or special test equipment.

Test (T) - The operation of the CSCI (or a part of the CSCI) using instrumentation or other special test equipment to collect data for later analysis.

Analysis (A) - The processing of data accumulated from other qualification methods to determine correct results (e.g., interpretation of data collected by special test equipment).

Inspection (I) - The visual examination of CSCI code, documentation, etc.

1.10 Compliance Matrix

The following Table 4 provides the traceability between the X-38 Fault Tolerant Parallel Processor (FTPP) Requirements document number JSC 28671, and the qualification method of compliance. The FTPP Requirements document specifies the FTSS system requirements. Table 4 is sorted by the system requirement number.  A full traceability matrix will be provided in the Certification Test Procedure.

	Table 3.  Qualification Methods for FTPP

	FTPP Section No.
	FTPP Section Name
	FTPP Requirement
	Qualification Method

	3.1
	FTPP System Requirements
	Each FTPP shall  (3.1.1) consist of five (5) NEs (one for each FCC and one for the NEFU) and FTSS software.
	I

	3.1
	FTPP System Requirements
	For the FTPP system (5 NEs per flight system), the contractor shall (3.1.2) deliver the following end products: 
	D

	3.1
	FTPP System Requirements
	The contractor shall (3.1.3) develop a preliminary design for the FTPP Architecture.
	I

	3.1
	FTPP System Requirements
	This system shall (3.1.4) provide real time redundancy and fault tolerance among the four FCCs and the NEFU.
	Prove by summary of test results

	3.1
	FTPP System Requirements
	The FTPP system shall (3.1.5) not solely exceed these timing requirement budgets.
	T

	3.1
	FTPP System Requirements
	In the presence of a maximum 2.5 second power-on skew, the FTPP system shall (3.1.6) be capable of completing FCC system power-up and initialization without synchronization errors.
	T

	3.1
	FTPP System Requirements
	Following power being applied to all five chassis, the FTPP system shall (3.1.7) become operational in at most 3 minutes.
	T

	3.1
	FTPP System Requirements
	An exchange of a single packet of data from an ICP to the FCPs via the NE shall (3.1.8) take no longer than 200 microseconds.
	T

	3.1
	FTPP System Requirements
	An exchange and broadcast of a single packet of data from the FCPs to the ICPs and the FCPs via the NE shall (3.1.9) take no longer than 150 microseconds.
	T

	3.1
	FTPP System Requirements
	Under no fault conditions, after initial power on, the FTPP system shall (3.1.10) create six Virtual Groups (VGs), a fault masking FCP, and the five ICPs, and enter the data in the NE Configuration Table (CT).
	T

	3.1
	FTPP System Requirements
	From the time that the NE failure has been identified, and the NE is recoverable, to the time the NE is recovered shall (3.1.11) be no more than 3 minutes.
	T

	3.1
	FTPP System Requirements
	The FTPP shall (3.1.12) be capable of restoring a corrected faulty computer into the flight critical computer set.
	T

	3.1
	FTPP System Requirements
	The FTPP shall (3.1.14) take no more than 1 second per Megabyte of data to be realigned.
	T

	3.1
	FTPP System Requirements
	The failed channel, provided it is recoverable, shall (3.1.15) be recovered in less than 3 minutes.
	T

Redundant with 3.1.11

	3.1
	FTPP System Requirements
	The FTPP voting implementation shall (3.1.16) isolate and remove a faulty computer from the flight critical computer set within 60 milliseconds, once the fault has manifested itself.
	T

	3.1
	FTPP System Requirements
	The FTPP system shall (3.1.17) be two fault tolerant for any two non-simultaneous hardware faults through out all phases of the X-38 mission (i.e., from power on to power off, without degradation).
	T

	3.1
	FTPP System Requirements
	The FTPP system shall (3.1.18) be capable of powering up and operating with any combination of 3 of the 5 FCR's active.
	T

	3.1
	FTPP System Requirements
	The FTPP system shall (3.1.19) be able to accommodate power up of all 5 channels and maintain all 5 NEs active, assuming no failures.
	I,T

	3.1
	FTPP System Requirements
	The FTPP system shall (3.1.20) incorporate additional channels in the active set as they are power-on by the application software.
	T

	3.1
	FTPP System Requirements
	The FTPP system shall (3.1.21) monitor for the presence of new channels at a 1 Hz periodic rate.
	T

	3.1
	FTPP System Requirements
	All healthy FCRs shall (3.1.22) be incorporated as they become available.
	T

	3.1
	FTPP System Requirements
	All FCP processing channels (up to 4) shall (3.1.23) be incorporated into the FCP virtual group as they become available, provided that recovery and memory alignment is allowed by the application software.
	T

	3.1
	FTPP System Requirements
	When memory realignment is not permitted, the FTPP system shall (3.1.24) maintain, at a minimum, 3 channels of I/O or 2 channels of I/O and the NEFU.
	T

	3.2.1
	Network Element Addressing Convention
	The FCC hardware shall (3.2.1.1) use 3-digit binary numbers as outlined above for both addresses.
	I

	3.2.2.1
	Data Exchange Primitives
	The X-38 NE shall (3.2.2.1.1) provide four types of data exchange primitives as described below, in accordance with the Byzantine-resilient replicated determinism requirements described in [1].
	T

	3.2.2.2
	Configuration Table Updates
	The NE shall (3.2.2.2.1) keep track of the grouping of physical processors into virtual groups. 
	T

	3.2.2.2
	Configuration Table Updates
	The CT shall (3.2.2.2.2) also contain time-outs and vote masks. 
	T

	3.2.2.2
	Configuration Table Updates
	It shall (3.2.2.2.3) be possible to modify the CT whenever any of this information is changed by using a CT update primitive in a synchronous and atomic manner. 
	T

	3.2.2.3
	Initial Synchronization (ISYNC)
	The NE shall (3.2.2.3.1) be configured to automatically enter ISYNC microcode following power on.
	D

	3.2.2.3
	Initial Synchronization (ISYNC)
	The NE shall (3.2.2.3.2) start transmitting a sync message using class 2 exchanges once 3 fault tolerant clocks have synchronized, thus enabling inter-NE data exchanges. 
	T 

	3.2.2.3
	Initial Synchronization (ISYNC)
	A time-out period shall (3.2.2.3.3) be started when 3 NEs have joined in. 
	A

	3.2.2.3
	Initial Synchronization (ISYNC)
	The ISYNC procedure shall (3.2.2.3.4) terminate either when all 5 NEs are synchronized or after a time-out period.
	T

	3.2.2.3
	Initial Synchronization (ISYNC)
	The NE microcode shall  (3.2.2.3.6) initialize the time-outs and vote masks in the NE CT using values stored in the NE. 
	T

	3.2.2.3
	Initial Synchronization (ISYNC)
	The maximum time-out value shall (3.2.2.3.7) be 327.68 microseconds (256 counts of the least significant bit of the fault tolerant clock which is 1.28 microseconds).
	T

	3.2.2.4
	Transient NE Recovery (TNR)
	An NE that fails to synchronize with other NEs during ISYNC after a pre-defined time-out period shall (3.2.2.4.1) then enter TNR microcode. 
	T

	3.2.2.4
	Transient NE Recovery (TNR)
	An NE shall (3.2.2.4.12) directly enter TNR microcode after a voted reset, an NE watchdog timer reset, or a VMEbus reset. 
	T

	3.2.2.4
	Transient NE Recovery (TNR)
	It shall (3.2.2.4.2) stay in TNR mode indefinitely until a successful TNR exchange is observed.
	T

	3.2.2.4
	Transient NE Recovery (TNR)
	The operational NEs shall (3.2.2.4.3) enter a "working group" TNR routine when the FCPs request to send a TNR packet.
	T

	3.2.2.4
	Transient NE Recovery (TNR)
	If no new NE is observed within 500 microseconds, the functioning NEs shall (3.2.2.4.6) return to the operational mode. 
	T

	3.2.2.4
	Transient NE Recovery (TNR)
	If there is a new NE within 500 microseconds, the state of the reintegrated NE shall (3.2.2.4.11) be made congruent with the state of the operational NEs as follows.
	T

	3.2.2.4
	Transient NE Recovery (TNR)
	The Configuration Table shall (3.2.2.4.7) be exchanged and voted into the newly recovered NE.
	T

	3.2.2.4
	Transient NE Recovery (TNR)
	Time-outs in the scoreboard shall (3.2.2.4.8) be aligned by resetting all time-outs.
	T

	3.2.2.4
	Transient NE Recovery (TNR)
	The global synchronous timer shall (3.2.2.4.9) be realigned by exchanging and voting the timer value. 
	T

	3.2.2.4
	Transient NE Recovery (TNR)
	Provided the failed NE is in a recoverable state, recovery of a failed NE shall (3.2.2.4.11) take no longer than 500 microseconds.

This recovery requirement includes the time from which the FTSS software initiates the recovery to the time the recovery is complete.
	T

	3.2.2.5
	Voted Resets
	There shall (3.2.2.5.1) be built-in support on the NE for voted resets, including a special packet type for executing the primitive and a discrete output for asserting the reset signal.
	T

	3.2.2.5
	Voted Resets
	The NE shall (3.2.2.5.3) provide the capability to perform a voted VME bus reset.
	T

	3.2.2.6
	Error Syndrome Reports
	The NE shall (3.2.2.6.1) place error syndromes in the input information block whenever a packet is successfully delivered to the FCP. 
	T

	3.2.2.6
	Error Syndrome Reports
	The NE syndromes shall (3.2.2.6.2) be located in the second longword of the input information block buffer cell. 
	I

	3.2.2.6
	Error Syndrome Reports
	The NE syndromes shall (3.2.2.6.3) include indications of vote errors, fault-tolerant clock synchronization errors, and fiber-optic link errors, as detailed below.
	T

	3.2.2.6
	Error Syndrome Reports
	Each syndrome shall (3.2.2.6.4) represent an occurrence of the indicated error at some time between delivery of the previous packet and delivery of the current packet.
	T

	3.2.2.6
	Error Syndrome Reports
	The scoreboard syndromes shall (3.2.2.6.5) be located in the third longword of the input information block buffer cell. 
	I

	3.2.2.6
	Error Syndrome Reports
	They shall (3.2.2.6.6) include indications of scoreboard vote errors, Output Buffer Not Empty (OBNE) time-outs, and Input Buffer Not Full (IBNF) time-outs, as follows.
	T

	3.2.2.6
	Error Syndrome Reports
	When a majority, but not a unanimity, of FCP members is observed with packets in their output buffers, a time-out shall (3.2.2.6.7) be initiated. 
	T

	3.2.2.6
	Error Syndrome Reports
	If the time-out expires before the other members transmit the packet, the remaining member shall (3.2.2.6.8) be ignored, the packet exchanged, and an OBNE time-out recorded.
	T

	3.2.2.6
	Error Syndrome Reports
	When a majority, but not a unanimity, of FCP members is observed with room in their input buffers, a time-out shall (3.2.2.6.15) be initiated.
	T

	3.2.2.6
	Error Syndrome Reports
	If the time-out expires before the other members have room in their input buffers, any member without room in their input buffer shall (3.2.2.6.16) be ignored, the packet exchanged, and an IBNF time-out recorded.
	T

	3.2.2.7
	Timestamps
	The NE shall (3.2.2.7.1) place a timestamp in the input information block of each packet successfully delivered to an FCP or ICP.
	T

	3.2.2.7
	Timestamps
	The timestamps shall (3.2.2.7.2) be congruent across all members of the destination FCP.
	T

	3.2.2.7
	Timestamps
	The timestamps shall (3.2.2.7.3) also be congruent across all active processors in the case of a broadcast.
	T

	3.2.2.7
	Timestamps
	The timestamp shall (3.2.2.7.4) be a 32-bit quantity that indicates relative time within the FCC.
	T,I

	3.2.2.7
	Timestamps
	The resolution of the timestamp shall (3.2.2.7.5) be +/- 1.28 microseconds.
	I

	3.2.2.7
	Timestamps
	When the timestamp counter reaches the maximum value (Hex FFFFFFFF or approximately 5500 seconds), it shall (3.2.2.7.6) wrap around to zero.
	T

	3.2.2.7
	Timestamps
	The timestamp counter shall (3.2.2.7.7) be initialized to zero during ISYNC.
	T

	3.2.2.7
	Timestamps
	The counter shall (3.2.2.7.8) increase monotonically after that, except during TNR.
	T

	3.2.2.7
	Timestamps
	The timestamps shall (3.2.2.7.9) be frozen during TNR until the realignment is complete.
	T

	3.2.2.8
	Debug Commands
	The NE shall (3.2.2.8.1) implement in microcode support commands to aid in debugging new NEs and for performing stand-alone diagnostics and self-tests.
	D,I

	3.2.2.8
	Debug Commands
	As a minimum, the following self-test functionality shall (3.2.2.8.2) be implemented.
	T

	3.2.3.1.1
	Prototype NE Physical Characteristics
	The prototype NE shall (3.2.3.1.1.1) reside on a single commercial grade 6U VME board.
	I

	3.2.3.1.1
	Prototype NE Physical Characteristics
	The prototype NE shall (3.2.3.1.1.2) dissipate no more than 35 Watts.
	A

	3.2.3.1.1
	Prototype NE Physical Characteristics
	The operating temperature range for the prototype NEs shall (3.2.3.1.1.3) be from 0 to 32.2º C at the inlet to the cooling fans.
	D

	3.2.3.1.1
	Prototype NE Physical Characteristics
	The storage temperature range shall (3.2.3.1.1.4) be from - 30º to + 60º C.
	A

	3.2.3.1.1
	Prototype NE Physical Characteristics
	The prototype NEs shall (3.2.3.1.1.5) use convection cooling.
	I

	3.2.3.1.1
	Prototype NE Physical Characteristics
	The prototype NE shall (3.2.3.1.1.6) be fabricated using commercial grade components.
	I

	3.2.3.1.2
	Flight NE Physical Characteristics
	Each flight NE shall (3.2.3.1.2.1) reside on a single ruggedized, wedge-locked, conduction-cooled 6U VME board.
	I

	3.2.3.1.2
	Flight NE Physical Characteristics
	It shall (3.2.3.1.2.2) be able to be installed in an Air Transportable Rack (ATR) Chassis with .8 pitch spacing card slots.
	D

	3.2.3.1.2
	Flight NE Physical Characteristics
	The conduction-cooled boards' mechanical core shall (3.2.3.1.2.3) be designed in accordance with IEEE 1101.2.
	I

	3.2.3.1.2
	Flight NE Physical Characteristics
	Power de-coupling mechanisms shall (3.2.3.1.2.4) be designed into the NE.
	I

	3.2.3.1.2
	Flight NE Physical Characteristics
	Backplane connector form factors shall (3.2.3.1.2.5) be in accordance with the VME64 with extensions (5 row P1 and P2) draft standard.
	I

	3.2.3.1.2
	Flight NE Physical Characteristics
	Connector P2 shall (3.2.3.1.2.6) have all pins in row d and row z connected to ground.
	I

	3.2.3.1.2
	Flight NE Physical Characteristics
	Connector P1 shall (3.2.3.1.2.7) have pins 2 - 31 of row d and pins 1 - 32 of row z connected to ground.
	I

	3.2.3.1.2
	Flight NE Physical Characteristics
	Connector P1 pins 1 and 32 of row d shall (3.2.3.1.2.8) be connected to +5V.
	I

	3.2.3.1.2
	Flight NE Physical Characteristics
	The inter-NE communications shall (3.2.3.1.2.9) be through fiber.
	I,D

	3.2.3.1.2
	Flight NE Physical Characteristics
	Test points shall (3.2.3.1.2.10) be made available at the P2 connector for examining the operational status of the NE.
	I

	3.2.3.1.2
	Flight NE Physical Characteristics
	Each flight NE shall (3.2.3.1.2.11) dissipate no more than 35 Watts.
	A

	3.2.3.1.2
	Flight NE Physical Characteristics
	Each flight NE shall (3.2.3.1.2.12) be conduction-cooled.
	I

	3.2.3.1.2
	Flight NE Physical Characteristics
	Flight hardware shall (3.2.3.1.2.13) be fabricated using radiation-hardened and/or radiation tolerant components.
	I,D

	3.2.3.1.2
	Flight NE Physical Characteristics
	Fabrication and assembly of the boards shall (3.2.3.1.2.14) meet NAS 5300.4(3L), NAS 5300.4(3J-1), NHB5300.4(3A-2), IPC 275, IPC 6011, IPC 6012 and GSFC-S-312-P-003.
	I

	3.2.3.1.3
	Flight NE Environmental Qualification Conditions
	The flight NE shall (3.2.3.1.3.1) be capable of meeting all performance requirements specified herein during and after exposure to the environmental service conditions specified herein.
	T

	3.2.3.1.3
	Flight NE Environmental Qualification Conditions
	The flight NE shall (3.2.3.1.3.2) be designed and constructed so that no part of any component shifts in setting, position, or adjustment.
	I

	3.2.3.1.3
	Flight NE Environmental Qualification Conditions
	No degradation shall (3.2.3.1.3.3) be caused in the performance that is specified in subsections 3.2.3.1.3.1 through 3.2.3.1.3.11.
	T

	3.2.3.1.3.1
	Temperature
	The storage (i.e., non-operating) temperature range for the flight NE shall (3.2.3.1.3.1.3) be from -30 °C to 60 °C.
	D

	3.2.3.1.3.2
	Vibration
	The flight NE shall (3.2.3.1.3.2.1) be capable of complying with all of the performance specified herein while operating during all specified levels.
	T

	3.2.3.1.3.2.1
	Random Vibration
	The flight NE shall (3.2.3.1.3.2.1.1) be capable of withstanding the following environment in operational mode:
	T

	3.2.3.1.3.2.1
	Random Vibration
	For qualification testing, the sweep time per axis shall (3.2.3.1.3.2.1.2) be 3 minutes, 14.1 g-rms overall.
	T

	3.2.3.1.3.2.1
	Random Vibration
	The flight NE shall (3.2.3.1.3.2.1.3) be operating during the application of this vibration in all axes.
	Requirement is incorrect.  S/B NON operating.

	3.2.3.1.3.3
	Ionization Radiation
	The flight NE shall (3.2.3.1.3.3.1) be designed to be capable of complying with all the performance requirements specified herein while being subjected to the total dose, single event upset and latchup immune requirements in SSP 30512 Rev. C.
	T

	3.2.3.1.3.4
	Operational Shock
	The flight NE shall (3.2.3.1.3.4.1) be designed to be capable of complying with all the performance requirements specified herein after being subjected to a total of six impact shocks, consisting of six shocks (one in each opposite direction) along each of three orthogonal axes.
	T

	3.2.3.1.3.4
	Operational Shock
	The waveform and amplitude of the shock pulses shall (3.2.3.1.3.4.2) be sawtooth shock pulse 20g peak, 11 milliseconds nominal duration.
	T

	3.2.3.1.3.5
	Humidity
	The flight NE shall (3.2.3.1.3.5.1) be designed to comply with all of the performance requirements specified herein while withstanding the effects of up to 95% relative humidity, non condensing while operating.
	T

	3.2.3.1.3.5
	Humidity
	The flight NE shall (3.2.3.1.3.6.1) be designed to be capable of complying with all the performance requirements specified herein while non-operating in an atmosphere of 8 to 18 Psia.
	T

	3.2.3.1.3.8
	Electromagnetic Radiation
	The flight NE shall (3.2.3.1.3.8.1) be designed to be electromagnetically compatible with the Radstone Power PC 604R.
	A,I

	3.2.3.1.3.10.1
	MTBF
	The design, manufacturing, and radiation environment composite failure rate/Mean Time Between Failures (MTBFs) of the flight NE shall (3.2.3.1.3.10.1.1) be predicted using techniques in MIL-HDBK 217 or other commonly accepted procedures.
	A

	3.2.3.1.3.10.2
	 Operational Service Life
	The useful operating service life shall (3.2.3.1.3.10.2.1) be a minimum of 30,000 hours.
	A

	3.2.3.1.3.10.2
	 Operational Service Life
	The useful operating life shall (3.2.3.1.3.10.2.2) be determined by analysis and presented at the critical design review.
	A

	3.2.3.1.3.10.3
	 Storage Life
	The flight NE storage life shall (3.2.3.1.3.10.3.1) be 5 years or better.
	A

	3.2.3.1.3.11
	 Environmental Stress Screening Requirements
	The flight NE shall (3.2.3.1.3.11.1.1.1) meet the following temperature requirement while not operating, -22 F to 140 F (-30 C to 60 C).
	D

	3.2.3.1.3.11
	 Environmental Stress Screening Requirements
	The flight NE shall (3.2.3.1.3.11.1.1.2) meet the following temperature requirement while operating, 32 F to 149 F (0 C to 65 C) at the card edge.
	T

	3.2.3.1.3.11
	 Environmental Stress Screening Requirements
	For acceptance testing, which will be performed with a 100 degree swing, the flight NE shall (3.2.3.1.3.11.1.1.3) meet the following temperature requirement while operating, 32 F to 132 F (0 C to 55.6 C) at the card edge.
	T

	3.2.3.1.3.11
	 Environmental Stress Screening Requirements
	For qualification testing, which will be performed with acceptance level values and an additional 20 degrees swing in each direction, the flight NE shall (3.2.3.1.3.11.1.1.4) meet the following temperature requirement while operating, 12 F to 152 F (-11 C to 66.7 C) at the card edge.
	T

	3.2.3.1.3.11
	 Environmental Stress Screening Requirements
	The NE shall (3.2.3.1.3.11.1.1.5) operate with a worst case card edge
	T

	3.2.3.1.3.11.2
	Random Vibration Requirements
	The ESS random vibration Power Spectral Density for the flight NE shall (3.2.3.1.3.11.2.1) be as follows:
	T

	3.2.3.2
	Operational Characteristics
	The X-38 NE shall (3.2.3.2.1) be able to communicate with 4 other NEs.
	D or T or I

	3.2.3.2
	Operational Characteristics
	The NE shall (3.2.3.2.2) support at least two physical processors per FCR.
	I

	3.2.3.2
	Operational Characteristics
	The NE shall (3.2.3.2.3) support at least 6 virtual groups.
	I or T

	3.2.3.2
	Operational Characteristics
	The NE shall (3.2.3.2.4) support inter-NE communication bandwidth of at least 125 Mbit / sec.
	T

	3.2.3.2
	Operational Characteristics
	The NE shall (3.2.3.2.5) support class 1 and class 2 bandwidth of at least 1 Mbyte/sec.
	T

	3.2.3.2
	Operational Characteristics
	The skew between NEs, measured at delivery of messages to processors, shall (3.2.3.2.6) be no more than 100 nsecs.
	T

	3.2.3.2
	Operational Characteristics
	The NEs shall (3.2.3.2.7) be able to achieve phase-locked synchronization of the fault-tolerant clocks in less than 5 milliseconds from the time the last FCC powered up and exited the reset state.
	T

	3.2.4
	Miscellaneous NE Requirements
	The contractor shall (3.2.4.1) maintain a product identification and tracking system.
	I

	3.2.4
	Miscellaneous NE Requirements
	Each NE and flight cable assembly shall (3.2.4.2) be identified by a part or type number and a unique serial number, consistent with the configuration management system and the specification for the contract.
	I

	3.2.5
	Network Element Fifth Unit (NEFU) Requirements
	The NEFU shall (3.2.5.1) house an NE, a simplex processor, and three load sharing redundant power supplies.
	I

	3.2.5
	Network Element Fifth Unit (NEFU) Requirements
	The presence, or absence of, an NEFU ICP shall (3.2.5.2) not impact the NE firmware (i.e., the NE firmware will not be different).
	I

	3.3.1
	Programming Language and Operating System [2]
	Fault Tolerant System Services (FTSS) software shall (3.3.1.1) use VxWorks Version 5.4 as the Operating System.
	I

	3.3.1
	Programming Language and Operating System [2]
	The software shall (3.3.1.2) be written in the C programming language, with the exception of the system loader software which may be written in scripts, and operate on a PowerPC 604R.
	I

	3.3.2
	Start Up
	Upon CPU reset caused by power on, watchdog timer or by other means, Start Up shall (3.3.2.1) execute the initial BIT (IBIT).
	T

	3.3.2
	Start Up
	The IBIT scope shall (3.3.2.2) include all of the hardware on the FCP CPU board, including any I/O such as RS-232/RS-422, and the MPCC/CTC Radstone board IBIT.
	I

	3.3.2
	Start Up
	After completing IBIT, the software shall (3.3.2.3) continue with the initialization of VxWorks and FTSS software if IBIT is successful.
	T

	3.3.2
	Start Up
	If IBIT fails, the FTSS SW in the failed channel shall (3.3.2.4) perform a VMEbus reset until the IBIT is successful.
	T

	3.3.2
	Start Up
	The surviving triplex shall (3.3.2.5) attempt to sync with the failed FCP.
	T

	3.3.2
	Start Up
	If the failed FCP has not synced in 2.5 seconds, then the surviving triplex shall (3.3.2.6) send a single voted VMEbus reset through the NE to the failed FCP.
	T

	3.3.2
	Start Up
	In the absence of failures, IBIT shall (3.3.2.7) be completed in less than 15 seconds.
	T

	3.3.2
	Start Up
	Start Up shall (3.3.2.12) synchronize its FCP with other operational FCPs.
	T

	3.3.2
	Start Up
	Start Up shall (3.3.2.13) make their state congruent.
	T

	3.3.2
	Start Up
	The FCP state shall (3.3.2.14) include all volatile memory, read/write memory, registers, timers, and counters, except that part of the memory exclusively set aside for channel-unique information.
	T

	3.3.2
	Start Up
	Start-up shall (3.3.2.17) provide normal synchronization following power on or reset.
	T

	3.3.2
	Start Up
	Start Up shall (3.3.2.18) be able to synchronize all operational FCPs in the presence of this skew in the power on sequence.
	T

	3.3.2
	Start Up
	Start Up shall (3.3.2.19) test to ensure that all four FCPs are synchronized.
	T

	3.3.2
	Start Up
	Unsynchronized processors shall (3.3.2.20) be excluded from the FCP configuration.
	T

	3.3.2
	Start Up
	Start Up shall (3.3.2.21) initiate execution of FTSS and X-38 application code.
	T

	3.3.3
	Vehicle/Mission Manager
	The Mission Manager Template shall (3.3.3.1) provide a mechanism for (but not limited to) creating and controlling task execution, creating message queues and other interprocessor communication mechanisms, and provide on/off capability for processor resynchronization.
	T

	3.3.4
	Scheduler
	The Scheduler shall (3.3.4.1) support three rate groups:
	T

	3.3.4
	Scheduler
	The FTSS software shall (3.3.4.18) take at most 1 msec of a 50 Hz minor frame.
	T

	3.3.4
	Scheduler
	The Scheduler shall (3.3.4.3) set the timer to a count down value so as to cause the next minor frame interrupt at 20 msec (+/- 330 usecs) from the previous interrupt congruently in all operational FCPs.
	T

	3.3.4
	Scheduler
	Process scheduling shall (3.3.4.4) only be performed at certain controlled locations (synchronization points).
	T

	3.3.4
	Scheduler
	The Scheduler shall (3.3.4.5) place processing time bounds on all rate groups to ensure that no rate group monopolizes the FCC's processor.
	T

	3.3.4
	Scheduler
	It shall (3.3.4.6) be possible to reassign a task to a different rate group as a function of the mission mode.
	T

	3.3.4
	Scheduler
	Tasks within a rate group shall (3.3.4.7) be executed in the order in which the Vehicle/Mission Manager registers the tasks.
	T

	3.3.4
	Scheduler
	It shall (3.3.4.8) be possible to alter the execution sequence of tasks within a rate group as a function of mission mode.
	T

	3.3.4
	Scheduler
	Higher iteration tasks shall (3.3.4.9) have higher priority over lower iteration tasks.
	T

	3.3.4
	Scheduler
	The Scheduler shall (3.3.4.12) detect 10 Hz and 1 Hz frame overruns.
	T

	3.3.4
	Scheduler
	If the 50 Hz frame is monopolizing the processor, the scheduler shall (3.3.4.19) detect it within 2 seconds.
	T

	3.3.4
	Scheduler
	The Scheduler shall (3.3.4.13) attempt recovery from a frame overrun according to the following policy: 
	T

	3.3.4
	Scheduler
	if the scheduler determines that a task did not finish within its specified rate boundary, the scheduler shall (3.3.4.14) signal that a task overrun occurred.
	T

	3.3.4
	Scheduler
	When the task restart begins, the FTSS shall (3.3.4.15) provide a mechanism to signal the task to execute its startup recovery actions, including updating the pre-stored last good data state (often referred to as I-Load data) and pre-stored last good data state.
	T

	3.3.4
	Scheduler
	Following a task overrun, the scheduler shall (3.3.4.17) provide an application programmer's interface call which specifies which task was running within the rate group which has overrun.
	T

	3.3.4
	Scheduler
	The Scheduler in the FTPP shall (3.3.4.16) keep all redundant copies of a process, which are executing in different computers, in synchronization.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	The scope of FDIR shall (3.3.5.1) be limited to the hardware on the four FCP boards, RS-422 on four MPCC/CTC boards installed in the FCC that are connected to the CTCs, and the five NEs.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	FDIR shall (3.3.5.2) receive this information and conclude that the ICP is failed if the information is not received correctly or on time.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	FDIR shall (3.3.5.3) report the total FCC status to the Vehicle/Mission Manager when requested to do so by the Vehicle/Mission Manager.
	T 

	3.3.5
	 Fault Detection, Identification, and Recovery
	The FDIR shall (3.3.5.4) execute CBIT during all operational phases.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	The CBIT shall (3.3.5.5) be executed at a 50 Hz rate, after all 50 Hz flight critical operations are complete.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	The CBIT, at a minimum, shall (3.3.5.6) include a "presence test" to ascertain that all FCP processors are synchronized and are at the same relative point in time in the current minor frame.
	T 

	3.3.5
	 Fault Detection, Identification, and Recovery
	The presence test shall (3.3.5.7) also ascertain that all FCP processors are executing the same 10 Hz and 1 Hz frames.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	The CBIT shall (3.3.5.8) also arm and reset the hardware watchdog timer.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	The CBIT shall (3.3.5.10) be executed without interfering with the normal execution of the application tasks.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	The FDIR shall (3.3.5.11) not take more than 2 msec per minor frame under nominal no-fault conditions.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	The FDIR shall (3.3.5.12) not take more than 3 msec per minor frame while processing faults.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	The FDIR shall (3.3.5.13) be able to discriminate between permanent and non-permanent faults.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	The FDIR shall (3.3.5.14) reset and retry the failed entity, such as an FCP or an NE, to perform this discrimination.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	To clear the failure, FDIR shall (3.3.5.15) request the Vehicle/Mission Manager to cycle power to that FCR.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	The FDIR shall (3.3.5.16) be able to identify a fault source, at least to an FCR.
	T 

	3.3.5
	 Fault Detection, Identification, and Recovery
	The FDIR shall (3.3.5.17) place all fault and recovery information in shared memory for inclusion in the frames that will be telemetred and recorded by the CTC.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	For the first permanent FCP failure, FDIR  shall (3.3.5.30) degrade the redundancy level of the FCP from 4 to 3.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	If a second permanent FCP failure occurs, then FDIR shall (3.3.5.31) degrade the redundancy level of the FCP from 3 to 2 and operate in a degraded triplex mode.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	Additionally, FDIR shall (3.3.5.20) reinitialize and integrate an FCP if permitted by the Vehicle/Mission Manager.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	Reintegration of an FCP shall (3.3.5.21) be completed in at most 3 minutes.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	It shall (3.3.5.22) be possible to perform voted VMEbus resets via the NEs.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	For a permanent NE failure, FDIR shall (3.3.5.23) mask the failed NE.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	For a transient NE failure, FDIR shall (3.3.5.24) mask the failed NE.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	Additionally, FDIR shall (3.3.5.25) reinitialize and integrate the NE.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	A failed FCP or NE shall (3.3.5.27) be masked within three minor frames of fault detection and isolation.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	The FTSS FDIR shall (3.3.5.28) exchange the status information of detected faults in the FCP, ICP, NE, and MPCC/CTC hardware with the NASA provided software.
	T

	3.3.5
	 Fault Detection, Identification, and Recovery
	The FTPP system shall (3.3.5.29) perform the "FTPP Failure Response/Recovery Mechanisms" as listed in the following matrix and notes of interest.
	Multiple tests

	3.3.6
	Communications
	Synchronous communication shall (3.3.6.1) be in the form of messages
	T

	3.3.6
	Communications
	A transmit packet queue and a receive packet queue shall (3.3.6.7) be maintained for each task or Communication ID (CID).
	T

	3.3.6
	Communications
	Access to the transmit queues shall (3.3.6.8) be controlled within the communication service primitives.
	T

	3.3.6
	Communications
	Message passing communications primitives shall (3.3.6.9) be provided for task-to-task communication as well as for broadcast to all processors.
	T

	3.3.6
	Communications
	Broadcast primitives shall (3.3.6.10) not be available on ICPs.
	T

	3.3.6
	Communications
	For the highest rate group tasks (i.e., tasks that can not be preempted), Immediate Message Services shall (3.3.6.11) also be provided.
	T

	3.3.6
	Communications
	A version of the Immediate Message Services shall (3.3.6.12) be provided to the ICPs that allows Class 2 writes to NEs and Class 1 reads from NEs.
	T

	3.3.6
	Communications
	Communications services shall (3.3.6.13) provide a version of Immediate Message Services between rate groups within the FCP that bypasses the NE and that can be used to control and monitor inter-rate group communications.
	T

	3.3.7
	System Loader
	The procedures used to build the executable FTSS software using a cross-compiler and linker, down-load the image to the target processors, and burn the load image into the Radstone PowerPC flash RAM shall (3.3.7.1) be documented in the release notes that accompany Engineering Releases of the FTSS software and in the Software Users Manual.
	I

	3.3.6
	System Loader
	Any makefiles or other automated scripts that support the build, download, and flash programming processes shall (3.3.7.2) be delivered with the software to NASA.
	I

	3.3.8
	Memory Management
	Congruent memory boundaries shall (3.3.8.1) be known and fixed.
	T

	3.3.8
	Memory Management
	The Memory Management software shall (3.3.8.2) periodically "scrub" volatile and read/write memory in the FCP.
	T

	3.3.8
	Memory Management
	It shall (3.3.8.3) not be necessary to scrub memory that is not used by the flight software.
	Untestable.

	3.3.8
	Memory Management
	Memory scrubbing shall (3.3.8.5) be executed without interfering with normal execution of applications tasks.
	T

	3.3.8
	Memory Management
	The memory scrubbing software shall (3.3.8.6) be capable of scrubbing 10 Megabytes in 8 minutes.
	T

	3.3.8
	Memory Management
	The RAM scrub software shall (3.3.8.15) at most use 1% of an FCP CPU duty cycle.
	T

	3.3.8
	Memory Management
	Even though memory scrubbing is performed locally and the errors would not be congruent, the recording of errors shall (3.3.8.10) be congruent.
	T

	3.3.8
	Memory Management
	To support reintegrating a desynchronized channel, as specified in the FDIR requirements, the Memory Management software shall (3.3.8.11) "re-align" all of the volatile and read/write congruent memory, registers, timers and other locations that fit the description of "volatile and read/write congruent locations".
	T

	3.3.8
	Memory Management
	The re-align function shall (3.3.8.12) write the voted value from the good channels into the target channel.
	T

	3.3.8
	Memory Management
	The re-align function shall (3.3.8.13) be allowed only when permitted by the Vehicle/Mission Manager.
	T

	3.3.8
	Memory Management
	Memory Management software shall (3.3.8.14) include (but not be limited to) memory scrubbing and memory realignment.
	T

	3.3.9
	Memory Protection
	Memory shall (3.3.9.1) be categorized into congruent (identical data) and non-congruent (data that is not identical) memory.
	T

	3.3.9
	Memory Protection
	The memory protection software shall (3.3.9.3) write protect code space to prevent each process from overwriting code memory belonging to any process thereby possibly corrupting it.
	T

	3.3.10
	Time Management
	Time Management shall (3.3.10.4) provide MET.
	T

	3.3.10
	Time Management
	The MET shall (3.3.10.5) be initialized to zero at the first 50 Hz frame.
	T

	3.3.10
	Time Management
	The MET shall (3.3.10.6) measure real-time from this event with an accuracy of at most 50 Parts Per Million (PPM).
	T

	3.3.10
	Time Management
	The MET shall (3.3.10.7) have a resolution of 20 msec for 50 Hz tasks, 100 msec for 100 Hz tasks, and 1 second for 1 Hz tasks.
	T

	3.3.10
	Time Management
	The MET shall (3.3.10.8) be able to increment to at least 30 days without rolling over.
	A

	3.3.10
	Time Management
	The MET shall (3.3.10.9) be congruent across all FCP members.
	T

	3.3.10
	Time Management
	Following a processor recovery, during which time is frozen, the FTSS software shall (3.3.10.10) account for the frozen time and update MET to its proper value.
	T

	3.3.10
	Time Management
	Time Management shall (3.3.10.11) provide SEP.
	T

	3.3.10
	Time Management
	Time Management shall (3.3.10.12) initialize SEP to zero within one minor cycle of the time when the vehicle/mission manager software has notified the FTSS software that the X-38 vehicle is released from the Space Shuttle Remote Manipulator System.
	T

	3.3.10
	Time Management
	The SEP shall (3.3.10.13) measure real-time from this event with an accuracy of at most 50 Parts Per Million (PPM).
	A

	3.3.10
	Time Management
	The SEP shall (3.3.10.14) have a resolution of 20 msec for 50 Hz tasks, 100 msec for 100 Hz tasks, and 1 second for 1 Hz tasks.
	A

	3.3.10
	Time Management
	The SEP shall (3.3.10.15) be able to increment to at least 1 day without rolling over.
	A

	3.3.10
	Time Management
	The SEP shall (3.3.10.16) be congruent across all FCP members.
	T

	3.3.10
	Time Management
	Following a processor recovery, during which time is frozen, the FTSS software shall (3.3.10.17) account for the frozen time and update SEP to its proper value.
	T

	3.3.10
	Time Management
	The Time Services, if dealing with the year designation, shall (3.3.10.21) be Year 2000-compliant.
	T

	3.3.11
	Input/Output Services
	Load modules of the four FCPs shall (3.3.11.1) be identical.
	T

	3.3.11
	Input/Output Services
	Control flow of the four FCPs shall (3.3.11.2) be similar, if not identical.
	Untestable.

	3.3.11
	Input/Output Services
	Asymmetric I/O calls shall (3.3.11.3) not be allowed to induce a large enough skew to force the FCPs to desynchronize.
	T

	3.3.11
	Input/Output Services
	A subset of FTSS shall (3.3.11.7) reside on the ICP.
	T

	3.3.12
	Exception Handling
	Upon occurrence of an exception, the FCP shall (3.3.12.1) log the error, 
	T

	3.3.12
	Exception Handling
	shall (3.3.12.2) transfer control to a user specified exception handling routine if one is provided, 
	T

	3.3.12
	Exception Handling
	and shall (3.3.12.3) restart the offending task at the location specified by the user at task creation.
	T

	3.3.13
	Application Interface
	An Application Programming Interface (API) shall (3.3.13.3) be documented in a FTSS API document.
	I

	3.3.13
	Application Interface
	The presence, or absence of, an NEFU ICP shall (2.3.14.1) not impact the FTSS software (i.e., the FTSS ICP load will not be different).
	I

	3.4.1.1
	FCP-ICP Communication Architecture
	The FCP-ICP communications software, from the viewpoint of the FCP, shall (3.4.1.1.1) provide the capability to signal the start of the 50 Hz rate group in the ICP.
	T

	3.4.1.1
	FCP-ICP Communication Architecture
	The FCP-ICP communications software, from the viewpoint of the FCP, shall (3.4.1.1.2) provide the capability to synchronize frames across the four ICPs.
	T

	3.4.1.1
	FCP-ICP Communication Architecture
	The FCP-ICP communications software, from the viewpoint of the FCP, shall (3.4.1.1.3) provide the capability to receive congruent sensor data from the ICPs.
	T

	3.4.1.1
	FCP-ICP Communication Architecture
	The FCP-ICP communications software, from the viewpoint of the FCP, shall (3.4.1.1.4) provide the capability to send voted actuator and other output device commands to the ICPs.
	T

	3.4.1.1
	FCP-ICP Communication Architecture
	The FCP-ICP communications software, from the viewpoint of the FCP, shall (3.4.1.1.5) provide the capability to receive health and status of the ICPs and all the FCC hardware for which the ICPs are responsible.
	T

	3.4.1.1
	FCP-ICP Communication Architecture
	The FCP-ICP communications software, from the viewpoint of the FCP, shall (3.4.1.1.6) provide the capability to provide the ICPs with current minor frame number, X-38 flight mode number, ICP mode number, vehicle mode number, MET, SEP, and FCP status.
	T

	3.4.1.2
	FCP-ICP Communication Requirements
	At Start Up or after recovering from a transient fault, the FCP shall (3.4.1.2.1) signal the ICP that initial synchronization is complete and FCP-ICP communications can commence.
	T

	3.4.1.2
	FCP-ICP Communication Requirements
	As part of start-up, the FCP shall (3.4.1.2.2) allow the ICP 15 seconds to perform: (1) IBIT on its non-Radstone VME slave boards, (2) initialize all of its VME slave boards, (3) spawn its application tasks, and (4) send the "ICP Ready" Sync.
	T

	3.4.1.2
	FCP-ICP Communication Requirements
	To accomplish this, the FCP shall (3.4.1.2.3) wait 15 seconds (from the sending of the FCP Ready Sync) for the ICP Ready signal.
	T

	3.4.1.2
	FCP-ICP Communication Requirements
	It if is not received in that period of time, then it shall (3.4.1.2.4) declare any late ICPs failed.
	T

	3.4.1.2
	FCP-ICP Communication Requirements
	The FCP shall (3.4.1.2.5) signal the start of each minor frame in all ICPs by means of a VMEbus IRQ5 interrupt.
	T

	3.4.1.2
	FCP-ICP Communication Requirements
	The interrupts across all channels shall (3.4.1.2.6) have a skew no greater than 330 microseconds.
	T

	3.4.1.2
	FCP-ICP Communication Requirements
	Each interrupt shall (3.4.1.2.7) be preceded by the FCP writing the information listed in 3.4.1.1.1-8 to a shared memory block over the VME backplane bus to its counterpart ICP.
	T

	3.4.2
	FCP-CTC Communications
	The FTSS software shall (3.4.2.2) provide to the telemetry program the FTPP telemetry data which consists of the following elements:
	T

	3.4.2
	FCP-CTC Communications
	Once every medium frame, the FTSS software shall (3.4.2.3) accept a pointer from the telemetry program to the buffer space containing the telemetry data.
	T

	3.4.2
	FCP-CTC Communications
	The FTSS software shall (3.4.2.4) move this buffer to the MPCC/CTC over the VMEbus.
	T

	3.4.2
	FCP-CTC Communications
	The FTSS software shall (3.4.2.5) receive telemetry commands from both CTCs via the MPCC/CTC once every medium frame.
	T

	3.4.2
	FCP-CTC Communications
	The FTSS software shall (3.4.2.6) congruently decide which FCP channel should be the source of CTC data.
	I

	3.4.2
	FCP-CTC Communications
	This decision shall (3.4.2.7) be made based on the health and status of all the physical links from the FCP to the CTC.
	I

	3.4.2
	FCP-CTC Communications
	The FTSS software shall (3.4.2.8) deliver to the requisite NASA application program commands received from both CTCs.
	T

	3.5
	Miscellaneous Other Requirements
	Draper shall (3.5.5) not violate the 100 microseconds requirement.
	T
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