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1. SCOPE

1.1 Identification

This Software Development Plan (SDP) describes the organization and procedures used by The Charles Stark Draper Laboratory, Inc. (Draper) in managing the software development activity for the X-38 Fault Tolerant System Services (FTSS).

1.2 System Overview

The central part of the avionics architecture of the National Aeronautics and Space Administration's (NASA's) X-38 Crew Return Vehicle is a quad-redundant Flight Critical Computer (FCC) which is based on Draper's Fault Tolerant Parallel Processor (FTPP) architecture. The FCC consists of four Flight Critical Processors (FCPs) operating as a quad-redundant Virtual Group (VG), four simplex Instrument Control Processors (ICPs) running as four separate VGs, four Draper designed Network Elements (NEs), eight Multi-protocol/RS-422-cards, twelve Digital Input/Output (I/O) (DIO) cards, four Analog I/O cards.

The FCPs, operating as a single, quad-redundant set, function as the main application processor. A complete suite of FTSS software will be loaded onto the FCPs and provide an Application Programming Interface (API) between NASA's application code and the underlying hardware (Motorola Power PCs) and a Commercial Off-the-Shelf (COTS) operating system (VxWorks). The FTSS software provides Scheduling Services, Communication Services, Time Services, Memory Management Services, Fault Detection, Isolation and Recovery (FDIR), System Support Services, and a Mission Management template. A reduced set of FTSS Communications Services will be loaded onto each ICP and will provide an API between the I/O software running on the ICPs and the NEs.

Figure 1-1 is a high-level block diagram of the FCC virtual hardware configuration.

Figure 1-2 is a high-level block diagram of the FCC software architecture.
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Figure 1-1. FCC Virtual Architecture.
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Figure 1-2. FCC Software Architecture.

1.3 Document Overview

This SDP reflects the planning and management requirements for the FTSS software development effort.  It has been prepared with the Draper standard SDP used as a guideline and tailored as appropriate to FTSS software development. This SDP is not required by the FTSS customer and is being generated to provide guidance to Draper engineering personnel. 

Section 1 provides an introduction and overview for the SDP.  Section 2 is a list of references.  Section 3 describes the constraints on this software and its place in the system life cycle.  Section 4 describes the software process to be used and general planning activities.  Section 5 discusses the detailed activities required to develop, integrate and test software.

1.4 Relationship to Other Plans

A Risk Management Plan, Software Configuration Management Memo, and a Software Test Plan will be developed for this project.  These plans will be available in the Software Development Files (SDFs).  The FTSS will rely on Software Quality Assurance (SQA) support as defined in the Product Program Plan (PPP).
2. REFERENCED DOCUMENTS.

2.1 Government Documents

The following document of the exact issue shown form part of this document to the extent specified herein.  In the event of conflict between the documents referenced herein and the contents of this document, the contents of this document shall be considered a superseding requirement.

	Document No.
	Date
	Title

	JSC 28671
	18 March 2000
	X-38 Fault Tolerant Parallel Processor Requirements



Copies of specifications, standards, drawings, and publications required by suppliers in connection with specified procurement functions should be obtained from the contracting agency or as directed by the contracting officer.

2.2 Non-Government Documents

The following documents of the exact issue shown form part of this document to the extent specified herein.  In the event of conflict between the documents referenced herein and the contents of this document, the contents of this document shall be considered a superseding requirement.

	Document No.
	Date
	Title

	CSDL 297753
	27 March 00
	Integrated Test Plan

	CSDL 297746
	29 May 99
	Certification Test Procedures

	CSDL 297747
	 TBD
	Certification Report

	CSDL 297769
	Aug 98
	Critical Fault Tolerant Processor Hardware and Software Components for the NASA 

X-38 Flight Critical Computer, 

Product Program Plan (PPP)

	CSDL-297749
	11 Feb 00
	Software Requirements Specification/ Interface Requirements Specification 

	Memo X-38:99:015
	31 Mar 99
	Engineering Release

	Memo X-38:2000:036
	19 Jan 00
	Engineering Release

	CSDL-C-6218        Rev. G 
	31 Dec 97
	Configuration Management Plan for the Charles Stark Draper Laboratory, Inc.

	N/A
	N/A
	ClearCase Users Manual

	TBD
	TBD
	Software Design Description

	TBD
	TBD
	Software Version Description



Non-government standards and other publications are normally available from the organizations which prepare or distribute documents.  These documents may also be available through libraries or other informational sources.

3. OVERVIEW OF REQUIRED WORK

This SDP is for internal use.

3.1 Requirements and Constraints on Software

This is documented in JSC 28671, X-38 Fault Tolerant Parallel Processor Requirements.

3.2 Requirements and Constraints on Documentation 

Table 3-1 lists the software documents to be produced for FTSS.  Review dates for each document are kept in the program master schedule. Table 3-2 lists the software to be delivered to NASA.

Table
3-1.  Software Documents To Be Delivered
	Document Name
	Acronym
	DRL 

	Software Requirements Specification/ Interface Requirements Specification
	SRS/IRS
	DRL12/

DRL14

	Software Design Description 
	SDD
	DRL13

	Software Version Description
	SVD
	DRL17

	Application Programmer’s Interface
	API
	DRL 15


Table 3-2.  FTSS CSCI Software To Be Delivered

	Software Description

	Engineering release 1

	Engineering release 2

	Engineering release 3

	Engineering release 4

	Engineering Release 5/6

	FTSS Final Release


Documents and software will be placed under Draper configuration control at the time they are made available for customer review. NASA comments on the documentation will be presented in writing. Approved changes will then be incorporated into the documents. 

3.3 Position in System Life Cycle

The software lifecycle for this project extends from the beginning of the project to the delivery of the software to the customer after the system qualification test.  Additional support and maintenance will be negotiated with the customer at a future date.

3.4 Acquisition  Strategy

All of the application, integration, and test software that is used on this project is owned by the customer and will be delivered to NASA at the end of the contract. However, there is no intention on the part of Draper to document or maintain integration and test software beyond the documentation that is developed by Draper in order to use it.

The FTSS software will be documented in a Software Version Description (SVD), which will serve as release notes accompanying each configuration controlled release of the software.

3.5 Requirements and Constraints on Schedule and Resources

Draper will integrate and test the design in Cambridge, MA, to the extent possible before proceeding with delivery to NASA.

The master schedule for the X-38 FTSS Program is maintained by the Draper Laboratory Program Office in the X-38 folder on the Draper File Server (Y:\Projects\X-38\PROGRAM_MANAGEMENT\Schedule). 

3.6 Other Requirements and Constraints

This paragraph has been tailored out.

4. PLANS FOR PERFORMING General SOFTWARE DEVELOPMENT ACTIVITIES

4.1 Software Development Process

The software for this program will be developed using the Draper Laboratory Software Development Procedures (CSDL-C-6417) as tailored for this project.

Figure 4-1 reflects the overall development approach for the FTSS software. 
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Figure 4-1.  Development Approach for FTSS Software

4.2 General Plans for Software Development

4.2.1 Software Development Methods

FTSS software requirements will be derived from specific requirements that appear in the Statement of Work (SOW), from the X-38 Fault Tolerant Parallel Processor Specification. 

FTSS software design will be based on existing designs developed under Independent Research and Development (IR&D) and the Army Fault Tolerant Architecture (AFTA) and the Seawolf Fault Tolerant Processor.
The software will be written in the C programming language.  The ISO 'C' language standard will be followed.

4.2.2 Standards for Software Products

There are no standards requirements other than those identified in the Data Requirement Lists (DRLs).
4.2.3 Reusable Software Products

4.2.3.1 Incorporating Reusable Software

This paragraph has been tailored out.

4.2.3.2 Developing Reusable Software Products

This software is not designed for reuse.

4.2.4 Handling of Critical Requirements

4.2.4.1 Safety Assurance

Safety, as described in MIL-STD-498, relates to software whose failure could lead to a hazardous system state (i.e., one that could result in unintended death, injury, loss of property, or environmental harm). 
Reliability and safety for the FTSS is described in the Software Requirements Specification (SRS).  The software will provide mechanisms for the application to handle overruns, and exceptions.  FTSS will handle hardware failures.

4.2.4.2 Security Assurance

This paragraph has been tailored out.

4.2.4.3 Privacy Assurance

The Fault Tolerant Parallel Processor was originally developed under Draper Independent Research and Development (IR&D) funding and certain aspects of the design and hardware architecture are considered proprietary to Draper Laboratory. Proprietary information will not be included in deliverable documents under contract.

4.2.4.4 Assurance of Other Critical Requirements

This paragraph has been tailored out.

4.2.5 Computer Hardware Resource Utilization

Hardware resources required by FTSS will be purchased as hardware deliverables under the X-38 contract or will be acquired as GFE.  The hardware resource utilization requirements are documented in the SRS, Rev 5.  Testing is defined in the Certification Test Procedure (CTP), Rev 7.

4.2.6 Recording Rationale

A program file server is available for authorized representatives to inspect the following files on site: Action Item database, Risk database, Requirements database, Problem/Change Report (PCR) database, and program schedule files.

An SDP Lab notebook, including configuration history and testing notes is maintained in the FTSS lab, and can be reviewed on request by government representatives during on-site visits.

The software design approach will be included in Software Design Description (SDD).  The rationale for the selection of I/O drivers, COTS tools, and test methods will also be included in this document.

4.2.7 Access for Acquirer Review

Draper will provide to NASA access to all documentation and records maintained as part of the FTSS software development.

5. Plans for performing detailed Software development activities

5.1 Project Planning and Oversight

The Project Planning, Tracking and Oversight process is a closed-loop process that controls the software activities.  This process accepts inputs from several sources, such as the software task's SDP; the task's schedule, cost, and labor estimates; the metrics and risk reports; RFO, proposal materials; and reviews and audit reports on products and processes.  It tracks the current software task status against the plans, provides information to make adjustments to the task organization or processes when necessary, and provides inputs to the replanning process that feeds changes to the software task's SDP, schedules, cost, and labor estimates.


6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
Software tracking consists primarily of collecting information (metrics and other management and technical information) concerning the progress of the software development effort, and analyzing that information, making decisions based on the information, and acting on the decisions made.  When progress is as planned, the software development status is reported and communicated to the project, to the customer, and within Draper Laboratory.  When progress is not as planned, other control activities (i.e., adjustment and/or replanning) need to be invoked to help ensure that the task comes to successful completion.

13.1.1 Software Development Planning

Project plans and schedules will be reviewed weekly with programs, and monthly  with technical and software engineering management  and will be revised when changes to the project plans or processes are identified.

In accordance with the Draper Laboratory standard software project planning policies and procedures, replanning is required when task performance deviates from its plans and adjustments to task activities within the scope of current plans do not bring a task back into conformance.  The need to replan may also be identified as part of the periodic risk assessment process.  Replanning will take place upon consultation with the customer.  Replanning requirements are the major visible output from software task tracking.  Replanning requirements may include changes to the scope of the work to be accomplished or changes to the schedule (with or without cost modifications) that do not include work modifications.  Both complexity and size were used as the basis for planning.  Replanning will be based on experience and metrics.  Metrics and schedule will be reviewed on a monthly basis to determine necessary replanning.

The scope of replanning requirements can vary depending on the impact that the replan would have on other tasks within the Draper X-38 effort.  When replanning would have an effect on Draper tasks but not on the X-38 program, replanning is done with the approval of Draper's X-38  program office.  When the effect would be more wide ranging, Draper will advise NASA and request approval to initiate replanning.

The results of the replanning activities will be incorporated into a revision of the SDP and the current cost and labor estimates.  Changes to the SDP and estimates will be submitted for internal review and approval as the new plan for the software task.

Software task status is reviewed at weekly task status meetings attended by the Program Manager /Technical Director, and all task leaders. These meetings provide a forum for review of all uncompleted tasks. As a result of the review, problems are identified and resolved, and new estimates of the amount of work remaining to be completed, revised completion dates, and task dependencies are identified and incorporated into the master schedule maintained in Microsoft Project. 

Financial data, including manpower, materials and services, and computer charges are reported to the task leaders on a monthly basis. A chart describing budget versus actual expenditures is received and reviewed monthly.

Details of the metrics collected to estimate task progress are described in Section 5.19.2.

13.1.2 Software Configuration Item Test Planning

Formal testing of the FTSS software will be documented in the Certification Test Plan (CTPl) . 

13.1.3 System Test Planning

Draper will conduct formal qualification testing of FTSS software running on a quadruply redundant FTPP with flight quality network elements. This testing will take place at Draper before proceeding to the next phase.

The “system” includes avionics items for which Draper is not responsible.  The customer is required to perform system level testing.  Draper will assist the customer with this testing with regard to FTPP and FTSS.

13.1.4 Software Installation Planning

The Draper FTSS software installation process will be described in section 5.12 and its subsections.  The schedule for installation will be included in the overall project schedule.

13.1.5 Software Transition Planning

Draper will support integration of the network elements and FTSS software within the NASA testbed environment.  When ground testing has been completed, Draper will support integration for flight testing.

13.1.6 Following and Updating Plans

13.1.6.1 Plan Updates

Substantive changes to the approved SDP will require approval by the X-38 Program Manager, Technical Director and the cognizant Software Engineering Division Manager.  Change in scope of FTSS software or change in critical deliverables will be considered substantive changes.
Modifications to supporting information, such as schedule, budget or staffing will be incorporated in weekly status meetings with the X-38 Program Manager and Technical Director and will not result in an updated SDP.

13.1.6.2 Management Review Intervals

Adherence to the SDP is assured through periodic reviews by the X-38 program manager and the Draper Software Engineering management. The regular reviews and status reports are summarized in tables 5-1 and 5-2.

Table
5-1.
FTSS Regular Reviews

	Review
	Attendees
	Frequency

	X-38 program status
	FTSS task leader, other X-38 task leaders, X-38 program manager, NASA
	weekly

	Division task leader meeting
	FTSS task leader, other division task leaders and the Division manager
	biweekly


Table
5-2.
FTSS Status Reports

	Status Report
	From
	To
	Frequency

	X-38 status
	FTSS task leader
	NASA (via X-38 program manager)
	weekly


13.2 Establishing a Software Development Environment

The FTSS software development environment consists of environments for performing software engineering and for performing software test. In many cases, the resources used for software engineering will also be used for software test.

13.2.1 Software Engineering Environment

The software engineering environment for the FTSS project consists of the hardware and software items identified in tables 5-3 and 5-4. The items described as "Draper facility" will be obtained from Draper capital equipment. Items described as "contract M&S" will be purchased against the contract as materials and/or services.

Table
5-3.
Software Items Needed for FTSS SEE

	Manufacturer
	Description
	Version
	Status

	Microsoft
	Word
	97
	Draper facility

	Microsoft
	PowerPoint
	97
	Draper facility

	Microsoft
	Excel
	97
	Draper facility

	Microsoft
	Project
	4.1
	Draper facility

	Claris
	FileMaker Pro
	4.0
	Draper facility

	Claris
	ClarisDraw
	1.0.3
	Draper facility

	Rational
	ClearCase
	2.7.2
	Draper facility

	Free Software Foundation
	GNU C compiler
	
	Draper facility

	Wind River Systems
	Tornado
	2.0
	contract M&S


All above COTS products will have a maintenance contract for the duration of the project.

The hardware items that are part of the Software Engineering Environment (SEE) hardware for FTSS development are specified in the X38 folder on the Draper file server (Y:\Projects\X-38\Hardware\Development & Test HW\HW_Requirements
030100.xls).

13.2.2 Software Test Environment

The software test environment will be described in the Integrated Test Plan.

13.2.3 Software Development Library

FTSS software products are stored on the FTSS Software Development Library (SDL) which is a repository for software documents, SDFs, software code, and other general information about the software.  The SDL contains the formal released version of files as well as a complete history of previous versions.

The SDL contains the files (software and/or documentation) necessary for software developers to complete their task.  It contains all the information with which the developers are currently working, and the developers control its contents.  It will have two sections: one for software code, which will reside on the SEE development system, and another for documentation, which will reside in the X-38 folder on the Draper file server and/or the X-38 lab file server. 

The Configuration Management Library (CML) is the formal release library and archive for engineering, program, or customer released software products, which includes delivered software and the accompanying documentation.  The CML is under configuration control (read-only access for all users other than the CML librarian) and is the responsibility of Configuration Management/Data Management (CM/DM). The CML will always contain the master of all products 
.

CM has defined and established uniform procedures to identify, control, and maintain status for all products.  The details of these policies are defined in CSDL-C-6218, The Configuration Management Plan for the Charles Stark Draper Laboratory.

The FTSS CSCI will be baselined at the completion of FTSS hardware/software integration at Draper, and the baseline release will be delivered to NASA.  At least one maintenance release is anticipated during FTSS integrated testing at NASA, which will occur as a follow-on to this contract.  A second release may be required following Qualification Testing if software-related PCRs are open during Qualification Testing. 

The FTSS software will remain in the Developer’s Library until the software is ready for release.  At this time all code, documentation, and build procedures for software code will be moved to the CML and will come under formal configuration control. Once a product is released, changes will be made as discussed in Section 5.14.2.2.1.

13.2.4 Software Development Files

Software Development Files will be maintained for the FTSS software.  The FTSS software will consist of one CSCI known as FTSS.  SDF records will be maintained at the Computer Software Component (CSC) level.  The SDFs will be maintained on the Draper file server.
Individual developers will be responsible for building and maintaining an SDF for each of their assigned tasks.  

The SDF will contain working and historical material related to requirements, design, code, test and schedule.  The SDF will indicate the latest software design notes, allow orderly transition of the software from one engineer to another, supply material for internal reviews and software audits, and provide input for preparation of formal documentation. In cases where electronic information is not available, the software task leader is responsible for maintaining hard copy SDF materials. 

The SDF will be established during the software requirements analysis phase and be maintained throughout the life of the project.

13.2.5 Non-Deliverable Software

Other than software used for configuration management and Draper supplied software, all software is deliverable.  The test environment and the SEE components that are purchased or produced under the contract will be delivered as part of this task. 
13.3 System Requirements Analysis

System requirements are defined in the X-38 Fault Tolerant Parallel Processor Requirements document number JSC 28671 which is a combined System Segment Specification/System Segment Design Document (SSS/SSDD) for the Draper development of X-38 FCC elements.  

13.4 System Design

System engineering is responsible for system design.

13.5 Software Requirements Analysis

Software requirements will be derived from specific requirements that appear in the X-38 Fault Tolerant Parallel Processor Requirements document, from requirements that appear in the SOW, and from engineering analysis. 

The software requirements will be documented in a combined Software Requirements Specification/Interface Requirements Specification (SRS/IRS). A requirements status table will be maintained to track requirements stability (addition, modification, deletion).

A requirements peer review will be held.

13.6 Software Design

The top-level design will be derived from the requirements defined in the combined SRS/IRS.  An Application Programming Interface document will also be prepared that defines the interface between Draper developed FTSS software and the NASA written code.  The top-level design will be reviewed technically prior to Preliminary Design Review  (PDR).

Detailed design will be derived from the top-level design and critical design components will be peer reviewed prior to Critical Design Review (CDR).

An as built SDD will be written after software delivery.

13.7 Software Implementation and Unit Testing

13.7.1 Software Implementation

The FTSS software will be written in the C programming language. 

Software produced using this process will be stored in the SDL. 

The coding effort will be divided into 5 releases.  Each release includes those services as described in Section 1.2 that are required for that delivery.  The list of services provided for release 3, 4, and 5/6 will be provided to NASA at CDR.  The fifth release includes all services, including enhancements to the services in previous releases.

Code peer reviews will be held.  Defects will tracked and followed to closure by the moderator.

13.8 Unit Integration and Testing

Unit integration and test will be performed incrementally.  During the early phases of development, unit integration and test will be performed on a simplex channel of the FTPP and/or the AFTA quad-redundant C3 FTPP.  During later stages of development, unit integration and test will be performed on the X-38 prototype FTPP and finally on the flight quality FTPP prior to formal testing.  Results from Unit Integration and Test will be kept in an engineering log book.

Due to the nature of the FTSS software and its close ties to the underlying fault-tolerant hardware, FTSS unit integration and testing will be performed on the actual hardware.

Simulators that simulate the task mix, processing delays and data flow volume and rates will be written to support FTSS integration testing.  See master schedule in the X-38 folder on the Draper File Server (Y:\Projects\X-38\PROGRAM_MANAGEMENT\ Schedule).

13.9 Software Configuration Item Qualification Testing

Test procedures will be developed for formal software qualification testing of the FTSS on the FTPP in the simulated environment.  These procedures will become part of the program-wide Certification Test Procedures.  The software contribution will be kept in the SDF.

Test drivers will be developed as necessary to simulate the X-38 avionics environment.

A Software Test Report (STR) will be developed describing the results of the FQT of the FTSS.  This report will become part of the program-wide Certification Test Report and will include a sign-off process for the witnesses.  The software contribution will be kept in the SDF.

If problems are encountered during Formal Qualification Testing (FQT), they will be recorded using PCRs.  The PCR will include references to related test procedure steps.


13.10 Software Configuration Item/Hardware Item Integration and Testing

Test procedures (or a customer-selected subset) will be repeated in the customer’s X-38 Avionics Integration Laboratory to demonstrate that the FTSS operates in the NASA hardware, software, and test environment.

Hardware and software integration of the FTPP will take place as part of unit integration and test prior to FQT.

Integration and test of the FTPP (Network Elements and FTSS) in the customer’s X-38 Avionics Integration Lab Test will use Certification Test Procedures (CTP) (or a customer-selected subset) to demonstrate that the FTPP continues to operate correctly with NASA’s application code and other X-38 hardware.

Test results will be documented in a Certification Report.

If problems are encountered during regression testing, they will be recorded using PCRs.  The PCR will include references to related test procedure steps.

13.11 System Qualification Testing

The customer is required to perform system level testing. Draper will assist in regard to the FTPP and FTSS.

13.12 Preparing for Software Use

An FTSS release will be produced on a Compact Disk - Recordable (CD-R), accompanied by an Engineering Change Request (ECR) and a release memo with instructions for installing the software on the host platform.

Formal FTSS releases will also be produced on a CD-ROM and accompanied by an ECR and SVD.  The SVD will include instructions for installing the software on the host platform.

13.12.1 Preparing the Executable Software

Draper will prepare the FTSS software for delivery to NASA.  This preparation will include any batch files, command files, data files or other software files needed to install and operate the software on its target computer, as well as source files and command files for compiling and linking.  These files will be stored in the Software Developers’ Library (SDL) prior to release, and in the CML after release.  The files will be assigned an external revision identifier.  The media on which these files are stored will be dated and marked with the appropriate identifier.

The build process will be automated using the tools available on the SPARC workstation (make and Revision Control System (RCS)).
Detailed procedures for producing software builds from the SDL will be described in the SVD associated with the release.  The procedures will include the steps necessary to produce distribution media.  

Software will be distributed on CD-R.  At least two exact masters will be produced at Draper.  One CD-R master will be delivered to CM, and one will be delivered to the customer.  Additional copies (if required) will be produced from the CD-R stored in CML.  SQA will validate and witness the process.

13.12.2 Preparing Version Descriptions for User Sites

The exact version of the delivered FTSS software will be documented in the release notes, which serve as an installation guide and release information for the software release. On each new release of the FTSS software (as described in Section 5.12.1), the release notes will be modified or rewritten to describe the new software release. The release notes corresponding to the software release are considered a part of the release.

The release notes for FTSS will be written from the information documented in the SDFs.

A formal Software Version Description document will accompany the Final Release. 

13.12.3 Preparing User Manuals 

This paragraph has been tailored out.
13.12.4 Installation at User Sites

Each release of the FTSS software will be distributed to the user for installation on the FTPP platform. Installation procedures will be detailed in the release notes accompanying the release.  Installation support will be provided for the first software release.

13.13 Preparing for Software Transition

Draper will support integration of Network Elements and FTSS software within the NASA testbed environment.  When ground testing is complete, Draper will support integration for flight testing.
13.14 Software Configuration Management (SCM)

CM has defined and established uniform procedures to identify, control, and maintain status for all products.  The details of these policies are defined in CSDL-C-6218.

The CM effort will be managed by the CM/DM task leader as described in the Product Program Plan.

The following sections describe the basic functions of Configuration Management.  In these sections the term "product" refers to any item that is configuration managed, including source code, documentation and drawings.

13.14.1 Configuration Identification

A unique 6-digit number will be assigned by CM/DM to every product in the CML.  For example, this SDP is document number 318976. In cases where the customer has provided pre-assigned government document numbers, these will be used instead of the Draper-assigned 6-digit number.  Each version of a document or software release is identified by a revision identifier after the number identifier.  While the document or software is being developed, this identifier is numeric. Numeric revisions may be distributed to the customer to solicit comments, but are not considered final documents.

If it is determined that the product will go through more than one iteration in-house before the next release is delivered to the customer, the revision is changed to “n.s,” where “n” is a whole number and “s” is the sub-revision number.  For example, if the current document is at Rev. 1, the next internal revisions would be Rev. 1.1, Rev 1.2, etc.  When the next release is ready to be delivered to the customer, the document revision is changed to the next whole number (in the above example, Rev. 2).  

After customer comments are incorporated, the product is released as Rev. – (Rev Dash).  Subsequent releases to the customer are alphabetic (Rev. A, Rev. B, etc.).

Revisions stored in the developer’s library will include the revision and subrevision identifiers discussed above.  Revision identification of software components will use the configuration management identification capability of the CM tool.

The revision identifier of the SVD will always match the revision identifier of the associated release media.

13.14.1.1 Engineering Configuration Identification

Beginning with release 3, we will use a simplified naming convention similar to the one noted above, using only major and minor version numbers for software releases.  The previous schema of including hardware configuration on the release version number will no longer be used.  Release will be numbered as follows:

ER-n.v

Where ER stands for the Engineering Release.  n is for the major release number.  The number will increase when major changes are made to the system.  v stands for the version number.  This is for releases with minor changes that don’t require a major revision number change.  For example, a release might be called ER-3.   A release with some minor bug fixes would be ER-3.1, while major added functionality would bump it up to ER-4.

13.14.2 Configuration Control

Configuration control of software products is the responsibility of both the development team and CM. While a product is being developed, the developer is responsible for configuration control of the product in the SDL. When the product is ready to be released, it is placed under configuration control in the CML, which is maintained by the CM organization.

13.14.2.1 Developer Configuration Control

Developer configuration control is performed by the software developers on the products that are kept in the SDL.  This includes software documents and code that are undergoing development or revision

13.14.2.1.1 Developer Configuration Tools

ClearCase, from Rational, Inc., will be used to keep track of all software developed, including non-deliverable items, such as build test procedures.  Prior to ClearCase availability, RCS will be used.  This is to ensure even test as well as deliverable items can be re-created.  

Detailed procedures for producing software builds will be documented in the release notes (or the SVD in the case of the Final Release.)  These will include procedures for retrieving source files from ClearCase and procedures for executing the build scripts.  The procedures will include the steps necessary to produce distribution media.  SQA will witness the software builds to verify that these procedures are being followed when the product is ready to be transitioned to the CML.
13.14.2.1.2 Developer Reporting Documentation

Software developers will use the Draper in-house PCR tool to keep track of problems or enhancements.  The PCR tool will be hosted on an NT machine in the X38 lab and has a web interface, making it accessible via any platform.

All problems found in the system (hardware or software) will be reported in the PCR system, as well as any changes in requirements/design which require an ECR.  The task leader(s) will frequently monitor the PCR database and ensure problems are addressed in a timely manner.  

13.14.2.1.3 Developer Review Procedures

The software Technical Director or Task Leader will review any outstanding problems identified by PCR forms on a regular basis.  The Software Task Leader will identify a responsible engineer and track the resolution of each problem.  The Technical Director will be the final arbitrator for any unresolved problems.

13.14.2.1.4 Off-site Configuration Management

Due to Draper’s use of an on-site additional development and testing environment, there are times when software changes need to be made at our off-site location.  CM procedures will apply to these remote locations based on the following guidelines.

Cambridge will be considered the primary development environment, and therefore hosts all software and repositories.  Remote sites will have to coordinate with Cambridge for all software changes that will be part of deliverable items.   This includes the following:

· Any editing of code done off-site are considered local ‘testing’ changes and are not part of an official release.  Should off-site Draper personnel find a problem, or need an enhancement, they must:

· Fill out the appropriate PCR  as necessary

· Get assignment from task leader as the responsible engineer to resolve problem.

· Check out required files from the CM system, resolving any duplication of efforts with development in Cambridge

· Follow the same corrective action process as done in Cambridge and documented in section 5.17.

· Any additional new code created off site, such as specific hardware or software tests, which is to be delivered to the customer, must be added to the CM system in Cambridge and be released via the same CM/SQA mechanism that all released code must pass through.

· When doing any testing or local software development off site, the work will be done with the appropriate versions of all software.  Off-site personnel will use the Draper based CM tool and work with the most recent versions.

Remote site Draper personnel have full access to the Cambridge facility, via internet and/or modem, and will be able to use FTP, the Web and other networking tools to perform remote work without difficulty.

13.14.2.2 Formal Configuration Control

Formal configuration management tasks on the X-38 Program will be performed by CM/DM.

13.14.2.2.1 Formal Configuration Tools

Configuration management of documents will be a manual process, where revision numbers are assigned to each new version as described in Section 5.14.1.

Initial development and changes to documentation are made by developers in the DL as described in section 5.14.2.1.  For changes to existing documentation, the developer starts the change process by obtaining a copy of the latest revision of the document from the CML, which is placed in the SDL.  The CML is available to all developers for read-only access.

When initial release of a document or changes to an existing document have been prepared, an Engineering Change/Release form (ECR) is generated.  Once the ECR is approved, the product is moved to the CML. 

13.14.2.2.2 Formal Reporting Documentation

The PCR and SCO is used to report problems or request changes to a software product between formal releases.  This form and a complete description of the FTSS corrective action process are described in Section 5.17.

Because the PCR and SCO tracks changes from initiation through analysis, correction, retest, documentation update, and approval, no additional forms are required.  This greatly simplifies the corrective action process, with corresponding cost savings.

The ECR is used to process initial release of, or changes to, products presented to the Design Review Board (DRB) or Configuration Control Board (CCB) for evaluation and disposition.  It contains a complete description of the change, any associated PCRs, the proposed implementation of the change, as well as cost and schedule impact of the change. It is further described in Appendix A of CSDL-C-6218.

Archiving of documents, drawings, and software will be performed by Draper CM.

Formal Review Procedures

Control of all products deliverable to the customer is accomplished through the DRB/CCB process.  This process includes both engineering control and program control, which are discussed briefly below.  Detailed procedures are defined in CSDL-C-6218.

Engineering control and the DRB process begins when a product leaves the developer’s local environment and is ready for preliminary review, testing, etc.  The chairperson of the DRB is the X-38 Program Technical Director, who is the final authority at the DRB.  Other members include task leaders, and CM.  

Program control begins when Engineering and Programs agree that changes to products should be reviewed and approved for program milestones and schedule/cost impact prior to delivery to an external customer.  The CCB is established to manage any changes to all established products.  The CCB is chaired by Program Manager of the X-38 Program, who is the final authority at the CCB.  Other members include the task leaders and CM.

13.14.3 Configuration Status Accounting

Configuration Status Accounting is the recording and reporting of information needed to manage a product's configuration effectively.  This information includes the approved configuration identification, status of proposed changes to the product, and the implementation status of approved changes.  CM/DM is responsible for these activities.  The Configuration Engineering Management System (CEMS) database will be used for software configuration status accounting.  The configuration status accounting records will be integral to the reports described in CSDL-6218, Section 9.

13.14.4 Configuration Audits

Functional Configuration Audit (FCA) and Physical Configuration Audit (PCA) will be performed in accordance with customer requirements to verify that the Technical Data Package accurately describes the functional and physical configuration of the Hardware Configuration Item (HWCI)/CSCI products.  The X-38 Program FCA/PCA team will consist of a representative from Quality Assurance (QA), the Program Manager/Technical Director, CM, and the customer.  CM will provide the Technical Data Package.  The Draper team will ensure that all changes to software products are complete and that implemented code and documentation agree.

13.14.5 Packaging, Storage, Handling, and Delivery

Storage and handling of unclassified software documentation and code media at Draper will be in accordance with the CSDL-C-6218, which provides appropriate and adequate measures to prevent inadvertent damage, including damage to the software code media from temperature extremes, electromagnetic forces, electrostatic discharge, etc.

13.14.5.1 Delivery Preparation

The following is a list of things needed to be done in order to prepare the software for a release. It is intended as a guide to the X-38 build manager to assist him/her in preparing for a software release.

What is released:

A memo needs to be created outlining exactly what is being released, what has changed between ‘this’ release and the previous release, and what the specific contents of the release are.  As a guide refer to release memos X-38:99:015 and X-38:2000-036. 

Developmental CM

All files to be delivered must be in the developmental CM system.  The memo (above) must include the explicit version number of each file.

Successful build:

Starting from an empty directory, all files need to be extracted from the developmental CM system, compiled and successfully built to produce a product (an object or executable file, for example).  During the delivery process, and SQA will be observing to see that this process takes place successfully.

Media:

SQA will also witness the process of transferring the files that were built above to media for delivery to assure the delivered files were taken from the CM tool and are successfully built.  SQA will monitor two copies of the media being created – One for delivery and one for formal CM.  

Paperwork:

Through all steps above a computer log should be kept.  This log will be included in  the release memo as stated above, and go to SQA, so they can verify that the media and the logs match up correctly.  Once all this is done an ECR can be generated, which will be shipped with the media to the customer, and be kept on file for Draper CM records.

13.15 Peer Reviews

13.15.1 In-Process and Final Software Product Evaluations

Software products to be peer reviewed are the SRS/IRS, the SDD, the software test plans, and deliverable software. Peer reviews will be tailored from the Draper standard process as follows:

1. The personnel required to perform a software product evaluation will be chosen from the FTSS development team and others when deemed appropriate but will not include the software author as an evaluator.  The evaluation team will have sufficient time to prepare for a group meeting. 
2. A peer review package will be prepared and distributed to the selected evaluators and the peer review meeting will be scheduled.
3. In preparation for the peer review, the material will be inspected using any additional documentation in the peer review package as references.  Each inspector will record any questions or possible defects.
4. In conducting the peer review, the team will identify software defects.  Defects will be recorded and open items and action items will be kept. 

5. After the meeting the developer will rework the product according to the input from the reviewers.  

6. The moderator will be responsible for ensuring that all items are resolved and all actions are closed. 

7. Inspection metrics will be collected and submitted to the metrics database. 

8. Peer review data, metrics, and activities will be taken into consideration when the project’s lessons learned are generated.
13.15.2 Peer Review Records

Records of the peer reviews will include documented defects and will be retained in a SDF.

Peer review forms are found in Appendix B of this plan.
13.16 Software Quality Assurance Overview

The quality assurance process (including both hardware and software QA) is to be documented in a deliverable PPP.  The program manager is responsible for assembling this document with input from the hardware and software task leaders as well as the QA representative. The software task leader will review the PPP with the program manager and the QA representative.

QA is an independent organization and reports directly to the Draper CEO.

The Draper SQA organization has two primary roles:

1. SQA evaluates activities and resulting products.  Evaluations are conducted in accordance with Draper’s SQA procedures.

2. SQA assures engineering management, program management, and the software development Task Leader of adherence to the plans and compliance with the contract as pertains to software activities and deliverables.

SQA has several other responsibilities as follows.  SQA witnesses qualification test dry runs to ensure adherence to test procedures and proper recording of test results.  SQA reviews the artifacts of the build process and authenticates software media provided to CM/DM for delivery. 

All builds are audited and witnessed by SQA and SQA will be invited to attend peer reviews.

13.16.1 Software Quality Assurance Evaluations

Activities defined in Sections 5 and 7 of this document are audited as defined in PPP.  If the activity is not yet in progress when an evaluation is performed, it is not audited.

Process audits are performed to find deficiencies and bring them to closure.  The software task leader will support SQA audit of the software process against the SDP.

The SRS/IRS, and SVD identified in Table 3-1 will be audited.  A formal audit is performed on each product when the product is sufficiently mature and complete, and ready for initial release to the sponsor.  A response from the responsible Task Leader or his/her designee is required, that identifies corrections made or substantiates why an audit discovery has been rejected, so that findings can be negotiated to closure with SQA.

An additional review is performed on each product, once it is ready for baseline, to verify that the outstanding evaluation comments have been resolved as indicated.
SQA is informed in advance of each issued revision of a product that it is responsible for auditing and receives a copy of same.  If appropriate, SQA signs the document approval page when all major SQA audit items have been resolved and closed.

When audit discrepancies occur, the task leader will resolve the discrepancies with SQA and software engineering management.

SQA attendance at external customer reviews is not required.

13.16.2 Software Quality Assurance Records

Each audit performed will generate an audit package which will include a detailed problem report that identifies detailed audit discoveries, any recommended improvements, and any corrective actions made. 

Templates of the SQA audit checklists, detailed problem reports, management status reports, and summary metrics reports are developed, maintained, and provided by SQA.

13.16.3 Independence in Quality Assurance

The QA group at CSDL is completely independent from all other organizations.  Draper QA personnel have the resources, responsibility, authority, and organizational freedom to permit objective quality evaluations and to initiate resolution of findings.  Personnel in QA, which includes SQA, can report issues directly to the Draper CEO.

13.17 Corrective Action

13.17.1 Problem Change Reports

PCRs may be generated by anyone who discovers a potential problem.  A sample PCR is shown in Appendix A. 

13.17.2 Corrective action system

This corrective action plan addresses change control by the development group after a document or software has been baselined.  Since the PCR system provides automatic notification of transactions, the task leader will review when notified.  

When a PCR is generated, the following steps are followed:

1. The technical director and task leaders are automatically notified by email when a new PCR is entered into the system. 

2. The technical director reviews new PCRs and those on “hold” and supplies the information for which he or she is responsible and assigns it to the appropriate task leader.  The task leader assigns it for analysis.  The assigned analyst is notified by email. 

3. After the analysis is complete, the technical director is notified.  The technical director can close the PCR by rejecting the PCR, creating an Software Change Order (SCO) if the change is a software problem, generating an Hardware Change Order (HCO) if it is a hardware problem or the technical director can put it on “hold” for future review.

4. If the PCR is rejected, the originator is notified and the PCR is closed.

5. If the PCR is a hardware change, an HCO is generated and the responsible task leader if notified.

6. If the PCR is a software change, a SCO is generated, and the responsible task leader assigns a developer to implement the change. 

7. If the PCR is a document change, a DCO is generated and the responsible task leader assigns a developer to implement the change.

8. After the SCO (or HCO) has been implemented, the developer provides the information on the SCO form and the technical director is notified by email. 

9. The appropriate task leader closes the SCO after reviewing implementation and verification. 

This PCR system supports automatic report generation of open and closed SCOs and collection of other metrics.

13.18 Joint Technical and Management Reviews

13.18.1 Joint Technical Reviews

Joint technical reviews are under the control of the program manager and are described in the PPP.  Technical and programmatic reviews are held every 6 weeks. Periodic design reviews (PDR, CDR) will be held according to the program schedule which is stored in the X-38 folder on the Draper file server.

13.18.2 Joint Management Reviews

The reviews described in Section 5.18.1 also address management or programmatic issues.

13.19 Other Software Development Activities

13.19.1 Risk Management

A Risk Management Database will be maintained by the Program Manager in which all the information about any identified risks is kept. Risk items will be reviewed monthly and reported in monthly review with the division leader and weekly status reports are provided to the program manager with copies to the division leader.

13.19.2 Software Management Indicators

Metrics will be collected and reported monthly for the following:

· Size – automated source lines of code (SLOC) counter for code. 

· Budgeted Cost/Effort - actual vs estimated values will be tracked using the Program Management System (PMS).

· Schedule – snapshot of Microsoft Project.

· Requirements (counts, stability)

· SCO  -  (hours for analysis, hours to implement, days to complete, number open, number closed)

· Status (testing, design, code) - compiled for the customer

· Peer Review defects - (defects, number of SLOC, number of code defects)

13.19.3 Security and Privacy

This paragraph has been tailored out.
13.19.4 Subcontractor Management

 This paragraph has been tailored out.

13.19.5 Interface with Software Independent Verification and Validation Agents

This paragraph has been tailored out.
13.19.6 Coordination with Associate Developers

Draper will provide to NASA access to documentation and records maintained as part of the X-38 FTSS software development. This will be done via e-mail, weekly teleconferences, and at meetings scheduled at 6 week intervals.

13.19.7 Improvement of Project Processes

Software process will be revised as needed.

The task leader will review the project schedule monthly.  When the schedule and/or metrics indicate reason for corrective action, work will be adjusted as necessary to maintain planned costs and schedules.  When work adjustment cannot meet project cost and schedule, then tasks, scope of work, cost, and schedule will be replanned. The project’s software process will be monitored on an ongoing basis and will be revised as necessary based upon lessons learned and approved recommendations.

14. SCHEDULES

The master schedule for this project is stored in the X-38 folder (Y:\Projects\X-38\PROGRAM_MANAGEMENT\Schedule) on the Draper file server.  It is maintained by the Program Office.  The schedule will be updated and maintained using Microsoft Project.  Updating of the schedule will be coordinated with the program manager and the task leader.

15. PROJECT ORGANIZATION AND RESOURCES

15.1 Project Organization

Figure 7-1 shows the organizational structure for the X-38 Program at Draper.  The Draper corporate organization is a matrix based on technological skill areas, and this program structure shows personnel from a number of organizations and technical disciplines who have been assembled as a dedicated project team for the X-38 Program.  The software described in this document will be developed within the FTSS Software Task.

Independence of QA, including SQA, is maintained by providing a direct link from the QA organization to the Draper Chief Executive Officer (CEO). 

The X-38 Program uses personnel from the following Draper organizational elements:

1. PFA = Space and Missiles Programs Directorate

2. GAD = Product Assurance and Media Management Division 

3. GCD = Software Engineering Division

4. GBD = Electronics Packaging and Prototyping Division

5. GBC = Electronics Division

6. GAA = Systems Engineering and Evaluation Directorate

The FTSS software task leader is responsible for software engineering for the software described in this document.  This task leader reports directly to the X-38 Program Manager regarding programmatic issues and reports to the technical director regarding technical issues.
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Figure 7-1.  X-38 Program Organization

15.2 Project Resources

The software development effort will be supported by the following items:

Software Tools:

UNIX and GNU tools (including emacs, RCS, make, gec, gdb), ClearCase, VxWorks, Claris Draw, Microsoft Excel, Microsoft Project, Microsoft PowerPoint.

Hardware:

Sparc workstations (3), Personal Computer (2), C3 FTPP, VME analyzer, 1553 analyzer, Biomation logic analyzer, TDS 540 oscilloscope, CD-ROM writer, PROM programmer.

16. NOTES

16.1 Acronyms

	AFTA
	Army Fault Tolerant Architecture

	API
	Application Programming Interface

	
	

	CCB
	Configuration Control Board

	CD-R
	Compact Disk - Recordable

	CDR
	Critical Design Review

	CEMS
	Configuration Engineering Management System

	CEO
	Chief Executive Officer

	CM/DM
	Configuration Management/Data Management

	CML
	Configuration Management Library

	COTS
	Commercial Off-the-Shelf

	CSC
	Computer Software Component

	CSCI
	Computer Software Configuration Item

	CSDL
	Charles Stark Draper Laboratory

	CTP
	Certification Test Procedures

	CTPl
	Certification Test Plan

	
	

	DID
	Data Item Description

	DIO
	Digital I/O

	DL
	Developer’s  Library

	DRB
	Design Review Board

	DRL
	Data Requirements List

	
	

	ECR
	Engineering Change Request

	
	

	FCA
	Functional Configuration Audit

	FCC
	Flight Critical Computer

	FCP
	Flight Critical Processor

	FQT
	Formal Qualification Testing

	FTPP
	Fault Tolerant Parallel Processor

	FTSS
	Fault Tolerant System Services

	
	

	GFE
	Government Furnished Equipment

	
	

	HCO
	Hardware Change Order

	HQA
	Hardware Quality Assurance

	HWCI
	Hardware Configuration Item

	
	

	ICP
	Instrument Control Processor

	I/O
	Input/Output

	IR&D
	Independent Research and Development

	IRS
	Interface Requirements Specification

	
	

	M&S
	Materials and Services

	
	

	N/A
	Not Applicable

	NASA
	National Aeronautics and Space Administration

	NE
	Network Element

	
	

	PAL
	Process Assets Library

	PCA
	Physical Configuration Audit

	PCR
	Problem/Change Report

	PDR
	Preliminary Design Review

	PMS
	Project Management System

	PPP
	Product Program Plan

	
	

	QA
	Quality Assurance

	
	

	RCS
	Revision Control System

	
	

	SCM
	Software Configuration Management

	SCO
	Software Change Order

	SDD
	Software Design Description

	SDF
	Software Development File

	SDL
	Software Development Library

	SDP
	Software Development Plan

	SEE
	Software Engineering Environment

	SLOC
	Source Lines of Code

	SOW
	Statement of Work

	SQA
	Software Quality Assurance

	SRS
	Software Requirements Specification

	SSDD
	System Segment Design Document

	SSS
	System Segment Specification

	STD
	Software Test Description

	STP
	Software Test Plan

	STR
	Software Test Report

	SVD
	Software Version Description

	
	

	VCS
	Version Control System

	VG
	Virtual Group


APPENDIX A PCR/SCO/HCO/DCO FORMS
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� Products refers to any item that is configuration managed, including source code, documentation and drawings.
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