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16.001 October 20
Unified Engineering I MIT, Fall 2008

Problem S1 (Signals and Systems)

1. Consider the system of equations

x + 2y − z = 1
x − 3y + 2z = −2

−2x + 3y + z = 3.

Solve for x, y, and z, in three separate ways. The goal of part (1) is
to practice solving systems of equations, so that when you get to part
(2), you will have a fair basis of comparison.

(a) Determine x, y, and z using (symbolic) elimination of variables.

(b) Determine x, y, and z by Gaussian reduction.

(c) Determine x, y, and z using Cramer’s rule.

2. Consider the system of equations

x + 6y − 6z = 2
3x − 2y + 3z = 3
−4x − 2y + 3z = −4.

Again, solve for x, y, and z, in three separate ways. This time, please
time each part (a), (b), (c) below.

(a) Determine x, y, and z using (symbolic) elimination of variables.

(b) Determine x, y, and z by Gaussian reduction.

(c) Determine x, y, and z using Cramer’s rule.

(d) How much time did each method take?

(e) Which method do you prefer?

(f) When answering this question, think about how much time might
be required for a larger system, say, one that is 5× 5.
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16.001 October 20
Unified Engineering I MIT, Fall 2008

Solution for Problem S1 (Signals and Systems)

1. As we will show below, parts (a)–(c) give an identical solution: x = −1

4
,

y = 3

4
, z = 1

4
.

(a) We start with the original system of equations

x + 2y − z = 1
x − 3y + 2z = −2

−2x + 3y + z = 3
(1)

First, we eliminate variable x from the second and third rows by
setting Row 2 ← Row 2 − Row 3 and setting Row 3 ← Row 3 +
2× Row 3. These operations result in a new system of equations
below

x + 2y − z = 1
− 5y + 3z = −3

7y − z = 5
(2)

Next, we eliminate variable y from the last rows of (2) by setting
Row 3 ← Row 3 + 7

5
× Row 2. This operation results in a new

system of equations below:

x + 2y − z = 1
− 5y + 3z = −3

16

5
z = 4

5

(3)

The solution for equations in (3) can be obtained as follows. The
third row implies that z = 1

4
. Substituting z = 1

4
into the second

row gives

y =
−3− 3z

−5
=

3

4
.
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Substituting z = 1

4
and y = 3

4
into the first row gives

x = 1− 2y + z = −
1

4
.

The solution of the system of equations in (3) is identical to the
solution of the original system of equations in (1), since we ar-
rive at (3) from (1) by a series of row operations. Therefore, the
solution of (1) is also (x, y, z) = (−1

4
, 3

4
, 1

4
).

(b) Gaussian reduction is a representation of (1)–(3) in matrix forms:





1 2 −1
1 −3 2
−2 3 1

∣

∣

∣

∣

∣

∣

1
−2

3





=⇒





1 2 −1
0 −5 3
0 7 −1

∣

∣

∣

∣

∣

∣

1
−3

5





=⇒





1 2 −1
0 −5 3
0 0 16

5

∣

∣

∣

∣

∣

∣

1
−3
−

4

5



 . (4)

If we stop now, we can use a back substitution as we did in (a) to
arrive at the solution (x, y, z) = (−1

4
, 3

4
, 1

4
).

Alternatively, we can continue the reduction until the 3× 3 sub-
matrix becomes the identity matrix.

We turn the diagonal elements of the 3 × 3 sub-matrix into 1’s
by setting Row 2 ← −1

5
Row 2 and setting Row 3 ← − 5

16
Row 3.

These operations result in the matrix representation of linear equa-
tions below





1 2 −1
0 1 −3

5

0 0 1

∣

∣

∣

∣

∣

∣

1
−

3

5
1

4



 .
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Next, we eliminate variable z from the first and second rows by
setting Row 1 ← Row 1 + Row 3 and setting Row 2 ← Row 2 +
3

5
Row 3. These operations result in the matrix representation





1 2 0
0 1 0
0 0 1

∣

∣

∣

∣

∣

∣

5

4
3

4
1

4



 .

Finally, we eliminate variable y from the first row by setting
Row 1 ← Row 1 − 2Row 2. This operation results in the matrix
representation





1 0 0
0 1 0
0 0 1

∣

∣

∣

∣

∣

∣

−
1

4
3

4
1

4



 .

The left-most column is the solution




x

y

z



 =





−
1

4
3

4
1

4



 ,

which is consistent with the solution obtained from back substi-
tution.

(c) Let A denote the coefficient matrix in the given system of equa-
tions:

A ,





1 2 −1
1 −3 2
−2 3 1



 .
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Cramer’s rule implies that the solution is given by

x =

det





1 2 −1
−2 −3 2
3 3 1





detA
=

4

−16
= −

1

4

y =

det





1 1 −1
1 −2 2
−2 3 1





detA
=
−12

−16
=

3

4

z =

det





1 2 1
1 −3 −2
−2 3 3





detA
=
−4

−16
=

1

4
,

where

det





a b c

d e f

g h i



 = aei + cdh + bfg − ahf − dbi− gef.

The determinant of A can be obtained from the above identity
or from the product of the diagonal elements of the sub-matrix in
(5), which results from the row operations:

detA = 1× (−5)×
16

5
= −16.

2. The solution is x = 1, y = 1

2
, and z = 1

3
. The approach to obtain the

solution is similar to that of part (1). Details of the approach will be
omitted for brevity.

(a) The solution is obtained from the following chain of reductions:

x + 6y − 6z = 2
3x − 2y + 3z = 3
−4x − 2y + 3z = −4

=⇒ (Row 2← Row 2− 3×Row 1; Row 4← Row 4+4×Row 1)

x + 6y − 6z = 2
− 20y + 21z = −3

22y − 21z = 4

5



=⇒ (Row 3← Row 3− 22

20
× Row 2)

x + 6y − 6z = 2
− 20y + 21z = −3

21

10
z = 14

20
.

The last row implies that

z =
14

20
×

10

21
=

1

3
.

Substituting z = 1

3
into the second row gives

y =
−3− 21z

−20
=

1

2
.

Substituting y = 1

2
and z = 1

3
into the first row gives

x = 2− 6y + 6z = 1.

Therefore the solution is (x, y, z) = (1, 1

2
, 1

3
).

(b) Gaussian reduction is given below:





1 6 −6
3 −2 3
−4 2 3

∣

∣

∣

∣

∣

∣

2
3
−4





=⇒





1 6 −6
0 −20 21
0 22 −21

∣

∣

∣

∣

∣

∣

2
−3

4





=⇒





1 6 −6
0 −20 21
0 0 21

10

∣

∣

∣

∣

∣

∣

2
−3
14

20



 . (5)

If we stop now, we can use a back substitution as we did in (a) to
arrive at the solution (x, y, z) = (1, 1

2
, 1

3
).
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Alternatively, we can continue the reduction until the 3× 3 sub-
matrix becomes the identity matrix:

Make the diagonal elements equal 1





1 6 −6
0 1 21

20

0 0 1

∣

∣

∣

∣

∣

∣

2
3

20
1

3





=⇒ (Eliminate z from rows one and two)





1 6 0
0 1 0
0 0 1

∣

∣

∣

∣

∣

∣

4
1

2
1

3





=⇒ (Eliminate z from rows one and two)





1 0 0
0 1 0
0 0 1

∣

∣

∣

∣

∣

∣

1
1

2
1

3





The solution is given by the last column of the matrix: (x, y, z) =
(1, 1

2
, 1

3
).

(c) Let A denote the coefficient matrix in the given system of equa-
tions:

A ,





1 −6 −6
3 −2 3
−4 −2 3



 .
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Cramer’s rule implies that the solution is given by

x =

det





2 6 −6
3 −2 3
−4 −2 3





detA
=
−42

−42
= 1

y =

det





1 2 −6
3 3 3
−4 −4 3





detA
=
−21

−42
=

1

2

z =

det





1 6 2
3 −2 3
−4 −2 −4





detA
=
−14

−42
=

1

3
.

(d) Let n denotes the number of variables and the number of linear
equations. Let T denote the amount of computational time re-
quired to obtain the solution using the elimination of variables.
Then, Gaussian reduction requires approximately T time unit as
well, since Gaussian reduction and elimination of variables have
roughly the same computational complexity.

The Cramer’s rule requires the evaluation of n + 1 determinants.
To obtain a determinant, we can perform Gaussian reduction until
we arrive at a triangular matrix. Therefore, an amount of time to
obtain the solution using Cramer’s rule is approximately (n+1)T .

(e) From the reasoning in part (d), elimination of variables and Gaussian
reduction are approximately n+1 times faster than Cramer’s rule.
From a standpoint of computational time, elimination of variables
or Gaussian reduction is a preferred method.
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