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an n X n (square!!) matrix. We contemplate A via the map T4: R” — R".



18.06.08: ‘Inverting matrices’

Recall that T, is defined by the rule
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We're interested in inverting T ,; that is, we're interested in finding, for each
vector @ € R”, a vector X € R" such that & = AX. When we can do this, we

write
x=Ty L (w).



In other words, we want to have a way of solving uniquely any system of linear

equations that looks like

n

wy = zalixi;
i=1
n

w, = zazixﬁ
i=1
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w, = zani'xi’
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regardless of what numbers wy, ... ,w,, are!

Note that we can't always do this ...



Here’s a 5 X 5 matrix:

1 1 1 1 1
2 3 4 5 6
A= 35 7 9 11
4 7 10 13 16

10 16 22 28 34

I know straightaway that I won’t be able to solve just any old equation @ = AX.

(How?)



Here's the bit that is genuinely surprising: suppose A is invertible - that is,

suppose we can find, for each vector @ € R”", a vector ¥ € R” such that
0 = AX. Then there’s a matrix A such that

Let us reflect upon this miracle!






admits a unique solution, and moreover that there’s some matrix

such that for any i,
n
X; = Z bl]wj.
1

What are the columns of this matrix?



When n = 1, this is familiar. A 1 x 1 matrix A is just a number. When is A

invertible? What's the inverse matrix A™'?



18.06.08: ‘Inverting matrices’
When n = 2, the action gets a bit more interesting:
a b
A =
(24)

In order for A to be invertible, I need to know that any time I have a couple
of numbers u and v, I can solve the system of linear equations

u ax + by;

v cx +dy

for x and y. Let’s work our way through the computation.



So our 2 x 2 matrix A is invertible if and only if ad — bc # 0, in which case we

have

d -b
Al = 1 < d -b >=( ad-bc  ad—bc )
—c a 0
ad - bc & U ad-bc  ad-bc

The number ad — bce is called the determinant of A.



18.06.08: ‘Inverting matrices’

The 2 x 2 case is, sadly, a bit misleading. General formulz are not always so
pleasant, or so useful. The problem is that the complexity of these formulae
increases like 7°n!. So the 3 x 3 case isn’t so bad: the matrix
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is invertible if and only if

alei — fh) — b(di - fg) + c(dh —eg) # 0,



and in that case,

1 ei— fh ch-bi bf-ce
-1

- —-di ai-cg cd-a
a(ei — fh) - b(di - fg) + c(dh - eg) ;Z—eg bg—a!iz ae—bfic




However, the 4 X 4 case already pushes the utility of general formule to their

breaking point: consider the matrix
i g Gy Gy

asy Adszp dszz 04zg
g1 Agp Q43 Gyq



18.06.08: ‘Inverting matrices’

Now A is invertible if and only if

det(A) = a14ay3a3,a4) — 13024035041 — 140203304 + 1202403304
A1307303404] — Q120303404 — 01407303104y + 41302403104
a1405103304p — 01102403304) — A130103404p + 41109303404
14055031043 — 01024031043 — 01401033043 + 411024037043

G170,1034043 — A1102,034043 — A13097031044 + 41307303104

+ + 4+ o+ 4+

A1307103,044 — 01109303044 — 1207103304 + 411095033444 F 0.

And T just refuse to write down the formula for the inverse. Ain't nobody got
time for that.



Still, the idea of inversion has conceptual value. Recall that the following are

logically equivalent for an # X n matrix A:
1. the column vectors A!, A2, ..., A™ are linearly independent;

2. the row vectors Al s Az, e Am are linearly independent;



3. the system of linear equations

0 = allxl als a12x2 +
0 = a21x1 + a22x2 +
0 = ag,x +a,x,+

has exactly one solution (namely 0).

T A1 Xy

v A Xy

vt A Xy



We have more:

4. for any real numbers w, ...

wy = apX;tapx+t
W, = dyX) tdapx+
W, = a;X; tapxt

has exactly one solution;

5. the matrix A in invertible;

, W, the system of linear equations

et Ay Xy

et Ay Xy

st Ay Xy

6. there exists an n x n matrix A~ such that A7'A = AA™! = I.



There’s even one more:

7. the determinant of A is nonzero.
(We'll talk more about determinants later in the course.)

The point is, we have a notion that’s conceptually convenient, but not so very
computable. How do we manage?
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Figure 1: Mother Mathematics. Artist’s rendition.

When Mother Mathematics gives you a problem that's too hard to solve in general,

you solve it in an easy special case, and you try to reduce to that case.



So ...which matrices can we invert easily?



Diagonal matrices are pretty easy: the matrix A = diag(A,, ..., A,,) is invertible

if and only if none of the A;s are zero, in which case

Al = diag()ql, ,A;l).



More generally, if I've got myself an upper triangular matrix, we should be

able to work out whether it’s invertible:

an a4 ot A

0 a eea
A — '22 .271
0 0 Ay

When does that happen?



So, what about something that isn’t quite upper triangluar? Is
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invertible?



Is
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invertible? (Does it matter what a, b, ¢, d, e, f, g, h, i, j, k, or | are?)
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invertible?



