Aztec Diamond Fluctuation Formula


$$
\lim _{n \rightarrow \infty} p\left(\frac{X_{n}-\frac{n}{\sqrt{2}}}{2^{-5 / 6} n^{4 / 3}} \leq s\right)=F_{2}(s)
$$

Mare can be said, but this is a good feel.

Cuernavnen Bus Model.
A Jump process may be simulated by $\operatorname{sut}(\operatorname{rand}(n, 1))$

Example:

$$
\begin{aligned}
& n=100 j \\
& \operatorname{stairs}([0 \operatorname{soc}(\operatorname{rand}(1, n)) 1],(0 \cdot(n-1)) /(n+i))
\end{aligned}
$$

Schur Pulynumines

$$
\begin{aligned}
& S_{\lambda}\left(x_{1}, \ldots, x_{n}\right)=\frac{\left|\begin{array}{ll}
x_{1}^{\lambda_{1}+n-1} & x_{n}^{\lambda_{1}+n-1} \\
x_{1}^{\lambda_{2}+n-2} & x_{n}^{\lambda_{2}+n-2} \\
x_{1}^{\lambda_{n}} & x_{n}^{\lambda_{n}}
\end{array}\right|}{\left|\begin{array}{ll}
x_{1}^{n-2} \\
x_{1}^{n-2} & x_{n}^{n-1} \\
x_{0}^{0} & x_{n}^{0}
\end{array}\right|} \\
& S_{\lambda}(\underset{\uparrow}{X})=S_{\lambda}(\operatorname{eig}(X)) \text { if } X \text { is an axen matix } \\
& \text { well defined since } s_{\lambda} \\
& \text { is Sgnretric: in } x_{1}, \ldots, x_{n}
\end{aligned}
$$

Relation to Jack Polynamials
$S_{\lambda}=J_{\lambda}^{(1)} \quad(\alpha=1)$ with leating cuet 1
In Mues $j a c k(1,[2,1,1],[x, y, z], 1 p 1)$
computes $S_{\left[z_{1}, 1\right]}\left(x_{1}, y_{1} z\right)$

Relation to Power Functions (Traces)

$$
\begin{aligned}
& P_{k}(x)=\sum_{i=1}^{n} x_{i}^{k}=\operatorname{Tr} x^{k} \\
& \left.P_{\lambda}(x)=\prod_{i} P_{\lambda_{i}}(x)=\left(\operatorname{Tr} x^{\lambda_{1}}\right) \operatorname{Tr} x^{\lambda_{2}}\right) \cdots
\end{aligned}
$$

In general, the character table curets Schur to Powers.
specifically

$$
\begin{aligned}
P_{1} n\left(x_{1}, \ldots, x_{l}\right) & =\left[\operatorname{Tr}\left(x_{e x p}\right)\right]^{n} \\
& =\sum_{\substack{|\lambda| \leq l \\
\lambda+n}} d_{\lambda} S_{\lambda}(X)
\end{aligned}
$$

where $d_{\lambda}=\frac{h!}{\Gamma_{c} h_{c}}=\#$ of Young Tadlear ot shape $\lambda$

Orthogonality a Eigenfunction Preppy
(1) $E_{\substack{\mathbb{N}_{\begin{subarray}{c}{u} }}} \\{\text { vidar }} \\{ }\end{subarray}} S_{\lambda}(U) \overline{S_{k}(U)}=\delta_{\lambda k}$
(2) $E_{U} S_{\lambda}\left(U^{*} A U B\right)=\frac{S_{\lambda}(A) S_{\lambda}(B)}{S_{\lambda}(I)}$

Note: Fir $\beta \neq 2$, (1) refers to the circular ensembles and
(2) is whit I coll ghost thar
distributed. It is not hard to construct a proof along these lines. Next consider

$$
\int_{U_{n}}(\operatorname{Tr}(m))^{a}\left(\overline{\operatorname{Tr}(m)}^{b} d m\right.
$$

This has a group-theoretic interpretation: $(\operatorname{Tr}(m))^{a}$ is the character of the $a$ th tensor power of the $n$-dimensional representation of $U_{n}$. The integral is the sum of the multiplicities of the common constituents of the $a$ th and $b$ th tensor powers. In particular it is an integer. By the first remark it converges to $E\left(Z^{a} \bar{Z}^{b}\right)$ with $Z$ complex normal. These last moments are integers as well. Since integers converging to integers must eventually be equal, we expect equality of moments in all the cases of this paper. It is interesting how rapidly this takes hold.


Remark. The physics literature works with a unitary, orthogonal and symplectic ensemble. While the unitary ensemble is the one considered here, the orthogonal and symplectic ensembles differ. Their orthogonal ensemble consists of the symmetric unitary matrices. This is $U_{n} / O_{n}$. Their symplectic ensemble consists of anti-symmetric unitary matrices. This is $U_{2 n} / S p_{n}$. We hope to carry through the distribution of the eigenvalues on these ensembles along the lines of the present paper.

## 1. The unitary group

A complex normal random variable $Z$ can be represented as $Z=X+i Y$ with $X$ and $Y$ independent real normal random variables having mean 0 and variance $\frac{1}{2}$. These variables can be used to represent Haar measure on the unitary group $U_{n}$ in the following standard fashion. Form an $n \times n$ random matrix with independent identically distributed complex normal coordinates $Z_{i j}$. Then perform the GramSchmidt algorithm. This results in a random unitary matrix $M$ which is Haar distributed on $U_{n}$. Invariance of $M$ is easy to see from the invariance of the complex normal vectors under $U_{n}$.

This representation suggests that there is a close relationship between the unitary group and the complex normal distribution. For example, Diaconis and Mallows (1986) proved the following result.

Theorem 0 . Let $M$ be Haar distributed on $U_{n}$. Let $Z$ be complex normal. Then, for any open ball B,

$$
\lim _{n \rightarrow \infty} \boldsymbol{P}\{\operatorname{Tr} M \in B\}=\boldsymbol{P}\{Z \in B\} .
$$

The following result generalizes Theorem 0 .
Theorem 1. Fix $k$ in $\{1,2,3, \ldots\}$. For every collection of open balls $B_{i}$ in the complex plane,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} P\left\{\operatorname{Tr}(M) \in B_{1}, \operatorname{Tr}\left(M^{2}\right) \in B_{2}, \ldots, \operatorname{Tr}\left(M^{k}\right) \in B_{k}\right\}=\prod_{j=1}^{k} P\left(\sqrt{j} Z \in B_{j}\right) . \\
& \text { Diacurs } \\
& \text { Shanshena: } \\
& 1994
\end{aligned}
$$



Figure 33.3: A Ferrers diagram for $(4,3,2,2)$ and example of a Young tableau with shape $\lambda$
pairs of Young tableaux.
Let $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right)$ be a set of integers such that $\sum \lambda_{i}=n$ and $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{n}$. Then we say $\lambda$ is a partition of $n$ and write $\lambda \vdash n$. We denote the number of entries in $\lambda$ by $|\lambda|$, which in this case is equal to $k$. In the special case where $\lambda=(1,1, \ldots, 1)$ we write $\lambda=1^{n}$.

A Ferrers diagram with shape $\lambda$ is a set of cells as shown in Figure 33.3, where row $i$ has $\lambda_{i}$ cells. A standard Young tableau is a Ferrers diagram with the numbers $1,2, \ldots, n$ in the cells such each number is used once, and the entries increase along each row and down each column.

The hook length $h_{c}$ of a cell $c$ is the number of cells to the right of $c$ in its row plus the number of cells below $c$ in its column plus the cell $c$ itself. Thus in the tableau in Figure 33.3 the hook length of the cell containing 5 is $h_{c}=4$, and the hook length of the cell containing 8 is $h_{c}=2$.

An interesting question is this: how many standard Young tableaux are there of shape $\lambda$ ? The answer is surprisingly simple, and given by the following theorem.

Proposition 33.2. (Hook Formula) Let $d_{\lambda}$ be the number of standard Young tableaux of shape $\lambda$. Then:

$$
\begin{equation*}
d_{\lambda}=\frac{n!}{\prod_{c} h_{c}} \tag{33.1}
\end{equation*}
$$

If we look at the tableau in Figure 33.3 we can calculate the number of tableau of that shape:

$$
d_{(4,3,2,2)}=\frac{11!}{7 \cdot 6 \cdot 3 \cdot 1 \cdot 5 \cdot 4 \cdot 1 \cdot 3 \cdot 2 \cdot 2 \cdot 1}=1320
$$

This is far too many to explicitly verify, so we can look at an easier example. Consider $\lambda=(3,2) \vdash 5$. The hook length formula tells us we can only construct $120 /(4 \cdot 3 \cdot 1 \cdot 2 \cdot 1)=5$ standard Young tableaux. These are shown in Figure 33.4. It is left as an exercise to the reader to prove there exist no more standard Young tableaux of that shape.


Figure 33.4: All standard Young tableaux of shape (3,2)

Unfortunately, no simple combinatorial proof of the hook formula exists. A number of outlines of existing proofs are given by Sagan ([389], p. 266).

Young tableaux are related to the permutation group by a construction called the Schensted correspondence, or perhaps more appropriately, the Robinson-Schensted-Knuth correspondence. For

Combinaturial Fact

$$
\begin{gathered}
\sum_{\lambda+n} d_{\lambda}^{2}=n!\quad \begin{array}{c}
\text { Must count } \\
\text { Something! }
\end{array} \\
\sum_{\substack{\lambda+r \\
i \lambda=l}} d_{\lambda}^{2}=\# \pi \in S_{n} \text { with } l(\pi)=?
\end{gathered}
$$

$d_{\lambda}=s^{t}$ column ef toe chorater table

Randum Matrix Fuct

$$
\begin{aligned}
& {[\operatorname{Tr}(U)]_{l \times l}^{n}=\sum_{\substack{\lambda+n \\
|\lambda| \leq 1}} d_{\lambda} S_{\lambda 1}(x)} \\
& E\left(\left.T \operatorname{Tr}(u)\right|^{2 n}\right)=\sum_{\lambda+n}^{|\lambda| \leq 1} \\
& d_{\lambda}^{2}
\end{aligned}
$$

Immediate cuasequace trom (1) un P. (4)

Fur every $n$, there is a matrix $\chi^{\lambda}(\mu)$ indered bo portitions, such that

$$
P_{\mu}=\sum_{\lambda} X^{\lambda}(\mu) S_{\lambda}
$$

e.g. $\quad n=3$

|  |  |  |  | $\mu$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $(\mu)$ | $(1,1,1)$ | $(2,1)$ | $(3)$ |
|  | $(1,1)$ | 1 | -1 | 1 |
| $(2,1)$ | 2 | 0 | -1 |  |
|  | $(3)$ | 1 | 1 | 1 |

Pattions may be cenoted $i^{m_{1}} 2^{m_{2}} 3^{m_{1}}$. whic $m_{k}=\nRightarrow$ of t.mes $k$ appeos a $A$ e.g. $(1,1 i)=1^{3}$

$$
\begin{aligned}
& \left(2_{1}\right)=1^{\prime} 2^{\prime} \\
& (3)=3^{\prime}
\end{aligned}
$$

Let $z_{\lambda}=\left(1^{m_{1}} 2^{m_{c}} \quad . \quad m_{1}!m_{l}\right.$.
so $z_{1}{ }^{3}=6$

$$
\begin{array}{ll}
s_{1}^{3}-\Phi \\
z_{(2,1)}=2 & x^{\top} x=\operatorname{din}\left(z_{\lambda}\right) \\
z_{3}=1 & \Rightarrow \\
& s_{x}=\sum_{\mu} \frac{x^{\lambda}(\mu)}{z_{\mu}} r_{\mu}
\end{array}
$$

Exumple:

$$
\begin{aligned}
& P_{1,1,1}(x)=\left(T_{r} x\right)^{3} \\
& =S_{1,1,1}(x)+2 S_{2,1}(x)+S_{3}(x) \\
& Z_{\lambda}=n!/(\text { of perandition with cyce tafe }) \\
& d_{\lambda}=X^{\lambda}\left(1^{n}\right) \\
& \sum d_{\lambda}^{2}=n! \\
& P_{1 n}(x)=\left(T r x_{l \times l}\right)^{n}=\sum_{\substack{\lambda+n \\
|\lambda| l \ell}} d_{\lambda} S_{\lambda}(x) \\
& E\left(|\operatorname{tr} x|^{2 n}\right)=\sum_{\substack{\lambda+n \\
|\lambda| \leq n}} d_{x}^{2}
\end{aligned}
$$

This moment will be interected a) cooning lingest inercesing subjequacs

