6.02 Spring 2009: Quiz 2 Name: SOLO TIOnNS

Problem 1. (15 points)

(A) (1 point) Two code words A and B have a Hamming distance of 2. If an even parity bit
is appended to each code word, producing A’ and B, what is the Hamming distance .
between A and B? A owal B d\(@@/ bg Ao lc'))(s, o e N en \'x;\r{\:j lol‘\
for lakh Wil 'R AR same.

Hamming distance between A’ and B’ 2

(B) (3 points) Consider a channel encoding that simply replicates each bit 8 times, i.e., "0" is
encoded as the code word "00000000" and "1" is encoded as the code word "11111111".

cwdrords e D bik lng D N=
> (n,k,d) designation for this code: ( 8') l )8)

L K‘t.\
. b'ﬂ'\ﬂs?ed\'\of\' ????a\???i d=- & code rate for this code: K/V\’:' \]8

If one uses this code to detect and correct errors of up to C bits, what’s the maximum
possible value for C? -

C= Lé% J = L% J Maximum possible value for C: 3

(C) (3 points) Three parity bits (P, P,, P;) calculated as specified below are concatenated
with five message bits (Dy, ..., Dg) to form an 8-bit code word. & means XOR (addition
modulo 2).

P,=D,®D,®D,
PZ = D2 & D3 & D4
Py=D3;®D,® Ds
After a transmission involving at most a single bit error, checking the received parity

bits indicates parity errors involving P, and P, but not P;. What correction (if any) is
indicated?

D, s B only mescroe. bid feak 18
Pt o e CR P, eav N ™S, byt Correction (if any): DZ.
Nt Ps.

Can this code be used to perform single-bit error correction assuming that the error can
occur in any one of the eight code word bits? Briefly explain your reasoning.

Single-bit error correction possible (YES or NO): __ V<
Cont é‘i\'\nﬁuks\/\ bAwetn Brvors to P o D, )
of eriors® Py or Dg. \gﬁ A words 1§ ey Py iindi codeg
on ol | contt A KT D el an vror o Py ed o Qvo
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(D) (3 points) A RS(n, k) Reed-Solomon code encodes a block of k message symbols into a
block of n code word symbols; in this problem each symbol is an 8-bit byte. A RS(n,k)
code can detect and correct any combination of E symbol errors and S symbol erasures
solongas2E+S <n—k.

Consider an encoding scheme where a 28-byte data block is encoded as a 32-byte mes-
sage block using a RS(32,28) code. Then thirty-two 32-byte message blocks undergo a
32-way interleaving, transmitting the first byte of each of the thirty-two message blocks,
then the second byte, and so on until all 1024 code word bytes have been sent.

If the transmission is corrupted by one error burst of B bytes, what is the longest burst
that can be corrected by the encoding scheme? Briefly explain your reasoning.

RS (ZZ‘%B ode con oo(‘rad\' ‘/P ‘\b Maximum value of B: (04’
ZRvrors Pes message block (2,210 < 39- 12) . Widh 32-naw '\/T“Qr(»epw‘mj
& bvrsk o 64 ervors Wil be UAstribvted se Pond exactly Yo poro ‘s

oppeans 1o eadn deinterleaved Livde = ekl A g5 evvor W 1d
beconre We Hhird ervor 1A one, & He deiviterleaved blacks, ,

(E) (5 points) Congratulations! You've been hired by the Registrar to come up with a binary
encoding for the gender field of the records database. They want an encoding that al-
lows detection of errors of up to three bits in the gender field (no correction required;
they’ll use back-up tapes to restore fields where errors have been detected). Assume
that three (!) genders (Male, Female, Other) need to be encoded. Please indicate the
required Hamming distance between your code words and specify an appropriate code
word for each gender. Your code doesn’t have to be optimal, but it must support 3-bit
error detection.

dQS\‘(’A:\' o PY ',-\- RVVarsS Required Hamming distance: 4
it D-\ =z 3 Binary code word for Male: 2992 0009

= D24

Binary code word for Female: _ 2922 1 1 1}

Binary code word for Other: 111l 0ooo
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Problem 2. (18 points)

Consider a convolutional code with three generator polynomials

Go=11= pyln]l= x[n]®x[n—-1]

G, =10= p,[n]= x[n]
G,=01= py[nl= x[n-1]

The figure below is a snapshot of the decoding trellis showing a particular state of a maximum
likelihood decoder implemented using the Viterbi algorithm. The labels in the boxes show the
path metrics computed for each state after receiving the incoming parity bits at time t. The
labels on the arcs show the expected parity bits for each transition; the actual received bits at
each time are shown above the trellis.

Time:
Revd:

0 Jo

1 0
45000,

(A) (2 poinis) What is the code rate r and constraint length k for this code?

* 2 qenwnlors = 3 ?M'c‘\v) bk . \ /3

PLE MRSSO0L ik

Mg bag 797 shodeg =

(B) (3 points) Draw the state transition diagram for a transmitter that uses this convolutional
code. The states should be labeled with the binary string x[n—1]...x[n—k+1] and the
arcs labeled with x[n]/p,p,p, where x[n] is the next message bit and p,, p; and p, are
the three parity bits computed from x[n]...x[n — k + 1] using G,, G, and G,.
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(C) (4 points) Fill in the path metrics in the empty boxes in the trellis diagram on the previous
page (corresponding to the Viterbi calculations for times 5 and 6).

S, wa tous P&% (Fill in path metrics)

(D) (2 points) Considering the original trellis (i.e., the parts that had already been filled in
before you did part C), what is the most-likely final state through time 4? How many
errors were detected along the most-likely path to that state?

ot e 7US Most-likely final state through time 4: O
= 3 % mi MU Number of errors detected: .

-~ 4 &G’/xf/‘of‘ AU&Q@Q"\F/Q

(E) (4 points) Again, considering only through time 4, what's the most-likely decoded mes-
sage? You may find it helpful to mark the most-likely path through the trellis up until
time 4. (Ser wMowked —u\o d/\oxoyom

Most-likely decoded message through time 4: \ [ OO

(F) (3 points) Based on your choice of the most-likely path through the trellis up until time 4,
at what time(s) did the error(s) occur?

Poe = 20

Time(s) error(s) occurred:

Clvors ha\??w\eé Wheoneve: P0<\-\'\ YY\Q/*»/'\C
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Problem 3 (33 points)

In answering the four parts of this question, consider three linear time-invariant systems, de-

noted I, II, and 1II, each characterized by the magnitude of their frequency responses, |H,(e’)],

|H;; ()|, and |H,;, ()], given in the plot below. It may be helpful to recall that cos & = £2
I 4 2

V3
=

and cos g‘g—[ =—

E T I
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(A) (7 points) Which frequency response (I, II or III) corresponds to the system

(1.12y[n] +ay[n—1]1+y[n—2] = x[n] + V2x[n—1]+x[n—2]

and what is the numerical value of a?

<2 %
This 5\15%34’% has o 2ere oF BT%_{_? C[ ¥ F%)(i f,J -E?
{ -2 ¢0S “%-Z‘*‘ ’].'{

|+ J2% + 25
This system hag PN g{é at T xInd + J2 %[e- ‘]-t)’m

/e =0 ey

T

PI ﬂo_“y ot Tf/z \ \ -{'&& i il 2. ! ' ; (5;‘:2.} % ! [ .
(B) (9 points) Which frequency reslagmse (I, Tor III) correspon s to the system 2% b
y[n] =x[n]+(v3.0—-v2.0)x[n— 1]+ Bx[n—2]+(vV3.0— vV2.0)x[n—3] +x[n—4]
and what is the numerical value of f3?
o \ T S‘ﬁ.
sys"tem I has twos Zetvs e f%’” e ’é
| %A v V54
([ 2605:%,% * -3‘% ( Zc_yé +2° )
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= +@_’“-—J‘i)? + B2 4 ﬁ“ﬁ)%'s-’t-z%
e

thﬂ + -[-ﬂXUI.;z_j% o *Xtﬂ“ﬁ

Az |+ - 253 =2 -3 Epys




6.02 Spring 2009: Quiz 2 NAME:

(C) (7 points) Suppose the input to each of the above three LTI systems is zero for n < 0 and
[n] = sin(=—n)+ 1.0 = sin(>=n) +cos(0 - n)
X|1n| =s51n 201’1 U= 51n 20n COs I

for n > 0. Which system, (I, II or IIT}, produced the following plot of the output y[n],
and what is the value of C in the plot?

Sl R R B I R O R - iEiﬂi)(ﬁ!lEhﬂ!i?t!i&{it!-ﬁl»'
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Cad M) po” systema = 2 F[C2




6.02 Spring 2009: Quiz 2 NAME;

(D) (10 points) Suppose the input to each of the above three LTI systems is zero for n < 0 and
[n] = sin(;~n) + 1.0 = sin(>~n) +cos(0 - n)
x[n] =sin(5—n 0 =sin(>—n) +cos(0-n

for n = 0. Which system, (I, IT or II), produced the following plot of the output y[n],
and what, approximately (within 10 percent) is the value of D in the plot?
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Problem 4 (20 points)

Consider the simple modulation-demodulation system below, where Q, = %.

cos 2,n

| Input {

cos {2,n + cos 20, n

cos 202,

11
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The Fourier Series coefficients for the input to the modulation-demodulation system is
plotted below for the case N = 10001. Note that the Fourier coefficients are nonzero only for

—400 < k < 400.

5[k] of input
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On the two sets of axes below, please plot the Fourier series coefficients for the signal at
location A and B in the above diagram. Be sure to label key features such as values and coef-
ficient indices for peaks.

Plot of Fourier Coefficients of signal at Point A
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Uf’ "‘f {a:&;g?iﬁg w.g_%' 2oty
. Plot of Fourier Coefficients of signal at Point B 2 Yy ;.ﬁ,‘gwﬁ af f‘°§! Iapg
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Problem 5 (14 points)

Consider the multiple delay system diagrammed below.

1 8ample Delay

Input

H M Sample Delay

15
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The input to the multiple delay system is a modulated signal that is periodic with period
N = 8001. The Fourier Series coefficients for this modulated signal are plotted below.
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(A) (10 points) Below are plots of the real and imaginary parts of the Fourier coefficients for
point A in the multiple delay system. Determine the numerical values for the six peaks
in the plots.

S{k] after delay
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(B) (4 points) Use the following plot of the Fourier series coefficients for the sum of the de-
layed signals (point B in the multiple delay diagram), to determine the smallest integer
value for M, the number of samples in the second delay.

5[k} of sum of delayed signais
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