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Name SoLUTo NS Score
[0 10a Devavrat Shah 24-402
O 1lla Devavrat Shah 24-402
O 12n Fabian Lim 38-166
O 1p JohnSun 38-166
O 2p JohnSun 38-166

Please write your answers legibly in the spaces provided. You can use the
backs of the pages if you need extra room for your answer or scratch work.
Make sure we can find your answer!

You can use a calculator and one 8.5” x 11” cribsheet.

Partial credit will only be given in cases where you show your work and
(very briefly) explain your approach.

Prob. #1 Prob. #2 Prob. #3 Prob. #4 Prob. #5
(20 pts) (20 pts) (20 pts) (20 pts) (20 pts)
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Problem 1. Gaussian Noise and Bit Error Rates (20 points)

Consider the figure below, which shows the step response for a particular transmission channel X D(x)
atong with the eye diagram for channel response when transmitting 4 samples/bit.
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Suppose there is additive Gaussian noise on this channel that sometimes causes a transmitted bit _1 g 0.0548
to be misidentified at the receiver. In answering the questions below, please assume that -1.5 0.0668
* the receiver uses the optimal detection sample for each bit (corresponding to the -1.4 0.0808
"center” of the eye) -1.3 |i 0.0968
* the receiver uses a detection threshold of 0.5V :i f g 1:152_1‘_
* 0 and 1 bits are transmitted with probability of 0.5 -1.0 || o0.1587
* the additive noise is independent of the bit being transmitted and has a Gaussian 0.0 0.1841
distribution with zero mean and standard deviation & -0.8 0.2119
-0.7 0.2420
(A) (8 points) When sending 4 samples/bit, if the bit error rate is measured to be .0062, whatis 06 || 0.2743
. P, i . . -0.5 0.3085
the approximate vatue for o, the standard deviation for the additive Gaussian noise? The i 03446
table to the right shows ®(x), the cumulative distribution function for the normal 0.3 || 03821
(Gaussian) distribution. Please show your work. -0.2 0.4207
-0.1 0.4602
-0.0 0.5000

Value for o;: ©- 2z
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When transmitting at 3 bits/sample down the same channel, the designers are trying to decide
between two alternatives for the transmitter design:

1. the transmitter sends OV for a 0 bit and 1V for a 1 bit, resulting in the eye diagram shown
on the left in the figure below. The possible sample voltages at the center of the eye are
0V, 0.2V, 0.8V and 1.0V.

2. the transmitter serids OV for a 0 bit and 1.5V for a 1 bit, resulting in the eye diagram
shown on the right in the figure below. The possible sample voltages at the center of the
eye are 0V, 0.3V, 1.2V and 1.5V. The designers are hypothesizing that the increased
transmission range will lower the bit error rate.

In either alternative the receiver threshold is unchanged at 0.5V,
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r6f : i : ' B 15} : " z : !

15} - . 1 15

14} 1 14

13} ] 1

12t 1.2

11} 11

1.0 - 10}

09} d 0.9

0.8 08}

07} =T 0.7

06} E 0.6}

o5t 4 o5}

04} 1 o4}

03r p 03

0.2 : 0z}

01t 01l

0.0 0.0

0.1} : i . ; ) 4 -0} ] - ; ; : :
q 1 2 3 4 5 € 1 F 3 4 5 :

(B) (12 points) Assume that the Gaussian noise has o = 0.5. For each alternative compute an
estimate for the bit error rate using all four possible sample voltages. Indicate which
alternative results in the fewest bit errors at the receiver. Please show your work.

BER for aiternative 1: 9Q.2l65
BER for alternative 2: _O]ﬂ

Alternative with fewest bit errors: QUT :& 2.

AMTREL: REA= 5[5( 22 ) B2 +(|-§( SN (- '6'.-%?)3]

=D 3 (- fo)4 E1g) +sz(-1ﬂ
* 3 [ 583 4+ 2343 +.2343 4. 15'&?] = . 265
S5y g (E '231(1@( 22 . (-2 (22)]
: ﬁ [&(2)s TELa) 2 F(-.a) 1 B(0] = 2SI

o118 o208 344 .15
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Problem 2, Error Detection and Correction (20 points)

(A) (3 points) Suppose p is the probability of a bit error. What is the probability that a codeword
of N bits experiences more than 1 bit error?

Give expression

P> Levior)= | =plro ereon) ~ plexoctiy A evior)

= I-—(l-P)N - Nf(‘"p)M-‘

(B) (3 points) Alice wants to transmit 4-bit messages along with any additional parity bits needed
to perform single error correction at the receiver. What is the minimum number of bits
needed in the transmitted codewords (message bits + parity bits) in order to ensure that single
error correction is possible?

Minimum number of bits in codeword: q‘

n-4
n<-1 “1 = smallkst n \¢ 3.

Lo Ay \-':CMMMRV\-?) (3,4 ,2) de_ .
Bob is designing a channel coding scheme for a new spacecraft that will be sending back pictures
from lo, one of the moons of Jupiter. He has chosen a (9,1,9) replication code, i.e., the two
codewords are 000000000 and 111111111.

(C) (3 points) What is the largest number of bit errors in a single code word that can be corrected
using the (9,1,9) code?

b @erecked = }_ H;_ l\( - l?__"__’ J Largest number of correctable bit errors: ﬂ;
T

(D) (3 points) Bob is particularly worried about burst errors, i.e., multiple bit errors that occur in
successive bits. Suppose Bob would like correct error bursts of up to 10 bits by interleaving
a block of (9,1,9) code words. Given your answer to part C, what is the minimum number of
words that can be interleaved to handle burst errors up to 10 bits?

Minimum value for I: 3

w1 3oty tadedeawing , & 10- Bik bursk prror will be
\
derwtecle aved into ]
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An Internet Sudoku gaming site transmits messages containing nine data bits and seven parity

bits, arranged in a rectangle as follows:

Doo | Do | Doz | Pox
Dio | Du | D2 | Pi
Dy | Du | Dn | Px
P | Pu | Po | Pu

Each Dj in the above diagram indicates a data bit, equally hkely tobead or 1. Each Pj; and Py is
an even parity bit chosen to make the total number of 1s in the i" row or j column, respectively,
even, Py is an even parity bit chosen to make the total number of 1s in the entire transmission
even. Thus in an error-free transmission, the total number of 1s in 4-bit columns 0 thru 2 and 4-
bit rows 0 thru 2, as well as in the entire 16-bit transmission, is even.

(E) (4 points) Suppose two nine-bit data words have a Hamming distance of 1. What is the
Hamming distance between the 16-bit transmissions resulting from these two data words?

df\owubmg D > Comoe fon Y e P Liks

errors are detected (1 point each).

@ No CepoR.
1[o]1]0]-
o[1]1]o]>
1[1[o]o]~
olofo]e.

® (@1]o]o]«
olof1]1}~
1[1]0]0}
olo[1]1,
x 0™

6.02 Spring 2011

Hamming distance between transmissions: 4’

UL 3bilshave chow\qeé > chonae Py
Each of the following represents a transmission received, with at most a single-bit error. For each
message, circle the bit that was changed due to a transmission error, or write NO ERROR if no

Circle bit in error or write NO ERROR

(G)
1{0]1]0]~
1{1/0]0]
0/1[1]0]
0{1)010]
A

©loj1|o]1|~
1{0/1]0] ~
0/1]/1]0]~
1]o]odQy
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Problem 3. Convolutional Codes (20 points)

Consider the following trellis showing the operation of the Viterbi algorithm using a hard branch
metric at the receiver as it processes a message encoded with a convolutional code C. Most of the
path metrics have been filled in for each state at each time and the predecessor states determined
by the Viterbi algorithm are shown by a solid transition arrow.

Time: 1 4 9

Revd: 111 001 011 111 ?22? 000 001 111 110

00 3 fjooo—s] 4 Joo 5 Jooo (4 > 2 2 000
1 1 i1 =111 N 1 N 1 1:/ 7

01 101 |01 3 P ok [ 3o N [F ] 1 2
010\ t—Joto Y/ v—Jg 010 \/ g —Jo1o o010\ —Jo

o [k (B ek Nake/NExe Yarg ke Yaxs O
011 011 1 1 o011 011 1 011 011

11 100 ® 1100 0 3 5 100 4 |100 4 100 100 100 16

(A) (1 point) What is the code rate and constraint length of the convolutional code C?

2 p oy bids bt
‘G:r fon WRSSOL
b .
(B) (2 points) What bits would be transmitted if the message “1011” were encoded using C?
Note this is not the message being decoding in the trellis above.

3

1
Code rate: / > Constraint length:

Transmitted bits: W o 0w ool

- e E—
1 @ ! )

(C) (2 points) Please compute the missing path metrics in the top two boxes of rightmost column
and enter their value in the appropriate boxes in the trellis diagram. Remember to draw the
solid transition arrow showing the predecessor state for each metric you compute.

Compute missing path metrics, indicate predecessor state
fona ) o1
Lor Gide OO PM = m'un(6+2) S+2) =+

1% 1

{onn
b ke o\ Pm= ma(3+0, p12) = 3
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(D) (4 points) The received parity bits for time 5 are missing from the trellis diagram. What
values for the parity bits are consistent with the other information in the trellis? Note that

there may be more than one set of such values.

o
Possible values for received parity bits at time 5: Ol / (0o
ugng PAMS: 71
@ HO(772,000) = | oo % violeadedB)
_ ool x V\o\o&(_s
@ o (222, 11) = 2 ol ©
Ny X Vio\a\t§®
© “n(?2?2,110)=) N
191 X Violake
(B) Wd(22 221} = 2 Ho  x Vielaa(®
Ayt * V\O\«h&@

(E) (7 points) In the trellis diagram on the previous page, circle the states along the most-likely
path through the trellis. Determine the decoded message that corresponds to that most-likely

path.
Circle states on most-likely path

Ho oow olo
(,b 22 in oc:’co\\l)

Decoded message:

(F) (4 points) Based on your answer to part E, how many bit errors were detected in the received
transmission and at what time(s) did those error(s) occur?

PM 65( Linal 3-\{.\-\(, :‘.b Number of bit errors detected: 3
Time(s) at which bit errors occurred: 4 9 }
G

Whave Pap WOremend | o\lmﬁ

most- lleadyy mally
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Problem 4. MAC Protocols (20 points)

(A) (2 points each) Which of the following statements are always true for networks with N> 1
nodes using correctly implemented versions of unslotted Aloha, slotted Aloha, Time Division
Multiple Access (TDMA) and Carrier Sense Multiple Access (CSMA)? Unless otherwise
stated, assume that the slotted and unslotted versions of Aloha are stabilized and use the same
stabilization method and parameters.

Circle TRUE or FALSE, then briefly explain or give counter example

FALSE There exists some offered load pattern for which TDMA has lower

throughput than slotted Aloha.

Explain: 90p pFiR { nede 19 bosc.'b\:x)cae,&, O'“A.bfs et
TEOMA -\-\wwg\r\vu"t - l{_] } sloled Aldhn -“nrdpulc 1.

TRUE @ In a slotted Aloha MAC protocol using binary exponential backoff, the
probability of transmission will always eventually converge to some
value p, and all nodes will eventually transmit with probability p.

Explain:. '™ o stabn lized Alohn ?fu{acp\ ; P 1S alwa

Nomging wWith sucusses ¢ Latlures. = docs
ne} tnverye to o particilar value

TRUE @ Suppose nodes I, Il and III use a fixed probability of p = 1/3 when
transmitting on a 3-node slotted Aloha network. If all the nodes are
backlogged then over time the utilization averages out to 1/e = 37%.

Explain: \J= 3(‘@,)(\"‘5)2": %— —,# —QL

TRUE @ When the number of nodes, N, is large in a stabilized slotted Aloha
network, setting p,... = P = /N will achieve the same utilization as a
TDMA network if all the nodes are backlogged.

Explain: TDMA ¢an onchitwe $o\| ol i3bion

bl Aleha adnienes ~ —é'-

TRUE {_FALSE Using contention windows with a CSMA implementation guarantees that
a packet will be transmitted successfully (i.e., without collisions) within
some bounded time.

Explain:  (Ontemiion windews 9uo\fow1‘ce( a Hoansmissinn

aflewmgh wWitun boinded dime. | bud there's
mo‘\uowo\m’\u DL SV CUY
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Suppose that there are three nodes — A, B and C — seeking access to a shared medium using
slotted Aloha, each using some fixed probability of transmission, where each packet takes one
slot to transmit. Assume that the nodes are always backlogged, and that node A has half the
probability of transmission as the other two, i.e., p4s = p and pz = pc= 2p.

(B) (4 points) If p4 = .3, compute the average utilization of the network. Please show your work.

Average utilization of network: 0. %

U= (pY(1-2° 4 26p)(-p) (1-2p)
= (3YCaY 3 (o)) @)

= 0-6“\’23"’ .‘62}6 = 0-38‘{"

(C) (6 points) What value of p4 maximizes the average utilization of the network and what is the
corresponding maximum utilization? Please show your work.

value of p4 that maximizes utilization: .02

corresponding maximum utilization: ©.45 b

NoAe - P <.99mwma ’Psi pcwws)r e <\ .
U= pl-zey? 2(2p) (-p)(\-2p)
= P(‘HL&P*C('PZ) k 4{)(1—}?*2?2)
- P- JrP? 44?’: +4~P -2 pt +3‘33

A Whean Ad\é = - 5 - ng‘: + %6\:'2

— {5
cocks e 32 ihom—?w B
ET) o3 Q02

P Umoxz 2(202) -16(.202)2 + 12( 202)3 = as5(,
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Problem 5. Fourier Series and Frequency Response (20 points)

The spectral coefficients, a,, for a real-valued periodic signal x/n] are plotted below using N = 25.
Since the spectral coefficients are complex numbers, the plots show the real part and imaginary
part for each index k, —12 <k < 12. The fundamental frequency of this periodic signal is 2n/N =
0.08x radians/timestep.

COOO00O000
N OHNWARUT
T 1T T ¢ r F 17T
I TR M T W W T N N
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[N NS TN TR S S N R |

L

-10 =5 0 5 10

(A) (5 points) Please give an equation for x/n] in terms of constants and appropriately scaled
sines and cosines that are harmonics of the fundamental frequency. Hint: your equation
should be the sum of 4 terms, each involving a different frequency.

Equation for x[n]: ACn) = 34 09‘5(0 .\(QTD'\\ - B (OLETTY\) - .4605 (.(A‘TV;

° As =7 > kot Yoy = 3

s A=,z OS5 D 4 evin of LOS(Z~?-:ZI-;V\>
®© Ag = 'd“j o‘ﬁc'-"-qj - ‘\‘QIW\ ag "‘,%3'\\/1(5-7% n)
Z
° aazct%: - %UW\4 ‘“_4{p5(8.é%}ﬁ)
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(B) (5 points) Ben designs a simple LTI system characterized by the following unit sample

response:
h[0] =1
h[1]=-2
h[2] =1

h[n] = 0 otherwise

Please give the equation for the frequency response of the system, H(¢’?), and evaluate the
magnitude of the frequency response at frequencies 0, n/2 and n. If this system is used as
filter, what frequency or frequencies are removed?

L2 ..'J'Z_Q._

_ -J
Equation for H(e/™): ‘ 2e + €

magnitude at frequency 0 = | H(%) :
magnitude at frequency n/2 = | H(e"?) H 2
magnitude at frequency n = | H(e") |: 4

frequency or frequencies removed by filter: Al =0

\X(e')"ﬁ -2 + 1 = o
A 1™ = | -2 (cosTo 4 )sin2) + (o5 M 47ysin T )
= \-2(o+5<-;))4 (14 5.0)

= 1-2) -0 = 22y ™ byl

HiH ™) = 1 4+ 2 21 = 4
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(C) (10 points) Design a LTI system that will filter the x[n] given at the start of this problem,
removing all components except the sinusoid of frequency 5(27/25) = 0.4x radians/sample.
Note that the output sinusoid has some phase ¢ and amplitude A, with a zero average, i.e., it
ranges in value between A about 0. The A associated with your system can have any non-
zero value and ¢ can have any value between —x and .

x[n]—- h[n] — °.'."I

Please give the unit sample response, h[n], of your system. If your system is constructed by
connecting simpler LTI systems in series, you can give the h[n] for each of the simpler
systems and then give an expression for how their h[n] are combined to form the h[n] for the
overall system.

In order to be eligible for partial credit, briefly explain what each component of your system
is designed to do.

Give h[n] for system and explain your answer

STEAVGHT ToRvup2n
,. fenmave Kz = h | = D = 1} (Erovrn ?o\r-(- %)

Naytvewele k= 22 h'L: [_\)_ 'Zt.o‘;(-\bﬁ)j"] = El;l,?‘;ﬁ;)!]

h,}:rzm k- ﬂ.g = \/\%.; [\)“20;5(,(941]’),1}7 [])'\',352) IF}

P T S I

xTn -ﬁl N ]_,Ehzg 5_74 orly k316 ramaing

-.-._
e e i e

hinds b, kin, % hy = [(1,229,3.3,-2.92,3.%1,-29 1 |

CLeVER _
ganT - X)) (e ,
-{:&% buk ks i )oe;\ o Cﬁ%'mQ/(_

!

i]i - ; h{n] =25 (5 LAl
M
“"":L’—“ END OF QUIZ 2!
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