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(((Vision)))

Surround Sound pervades most Home 
Audio devices, but it is infeasible for many 
applications.  By virtualizing the speakers 
we can minimize system footprint and cost 
while maintaining a viable immersion 
experience.



(((Steps)))
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(((Steps))).1
Find a Source

• Take disparate streams of 
PCM data

• “Freely” available encoded 
source

• Encode our own(daunting)



(((Steps))).2
Decode the Source

Advanced Television Systems Committee, Inc. Document A/52B

52

6.1.1.1 Continuous or Burst Input

The encoded AC-3 data may be input to the decoder as a continuous data stream at the nominal
bit-rate, or chunks of data may be burst into the decoder at a high rate with a low duty cycle. For
burst mode operation, either the data source or the decoder may be the master controlling the burst
timing. The AC-3 decoder input buffer may be smaller in size if the decoder can request bursts of
data on an as-needed basis. However, the external buffer memory may be larger in this case.

6.1.1.2 Byte or Word Alignment

Most applications of this standard will convey the elementary AC-3 bit stream with byte or (16-
bit) word alignment. The syncronization frame is always an integral number of words in length.

Figure 6.1 Flow diagram of the decoding process.Figure 3: Dolby Digital Decoding Main Operation Ordering

HRTF
! Now that we have the individual data streams and there is a well-defined specification for the ideal 
location for placement around a user in a particular orientation we can calculate the appropriate time and 
frequency shifts for the source to make it appear that the audio on that channel is coming from any location 
within the sphere around the user.
! The reason this technology works is that sound signals do not arrive at the same time or with the same 
frequency at each ear.  This is in fact different for every individual, but without extensive individualized user 
testing there can not be anyone ideal solution produced.  The solution is to take the average of a wide variety of 
different users to get an idea of a good average value for coefficients.  This information is freely available and we 
will be consulting several of them to get the best fit possible.
! This processing basically boils down to a FFT of each source for each ear and combined with the signal 
as it would appear to a microphone at the center of the head.  This then is converted back to PCM data that has 
been shifted in frequency and phase so that it appears to be coming from a virtual speaker.  There are also small 
effects that impact our perception of where data is coming from, namely the shape of one’s chest and the shape of 
the ear and ear cavity.  Much of this is dealt with in Pinna multipliers where 10-20 different calculations, 
representing different measurements of the ear, sum to form a better image of the sound as it would appear from 
a surround sound system.
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3. IFFT Transform
4. Post-Transform Operations



(((Steps))).2
Decode the Source: Module Diagram
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(((Steps))).2.1
Bit-stream syncing and Control Signals

• Syncframe Start Detection

• Syncword detection  alone     =  ~15%

• Syncword and CRC               = ~.0015%

• Out-of-Control Control Bits

• Huge number

• Store in a “pipelined” memory where each address 
maps to a single agreed upon value, so we can 
access only the specific data that we need

•



(((Steps))).2.2
Pre-Transform Processing

• What are we really looking at in an AC-3 stream?
• “The actual audio information conveyed by the AC-3 bit stream consists of the quantized frequency 

coefficients. The coefficients are delivered in floating point form, with each coefficient consisting of 
an exponent and a mantissa.”

• Steps:

• Need to generate the set of exponents for each 
AudioBlock or for all 6 audio blocks(determined 
by A0)

• Take set of exponents and determine number of 
bits to assign the mantissa for decoding

• Decouple and re-matrix the input (if necessary) 

• Scary huge complications and will likely take a long 
time to write(i.e. Thanksgiving...maybe)



(((Steps))).2.3
Inverse Fast Fourier Transform

• IFFT is well defined

• 2 possible block lengths(variable) 256 or 512

• The 256 length requires 2 to maintain accuracy

• They provide specific implementations, but 
CoreLogic FFT module might do same thing...



(((Steps))).2.4
Post-Transform Processing

• Since the windows each contain 256 pieces of 
audio data we need to overlap and add them 
together

• THIS GENERATES PCMs

• Buffer them out and then on the request we 
shuttle them off



(((Steps))).3
Head-Related Transfer Function

• Use phase and frequency 
shift to make a virtual 
speaker appear at some 
location
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ing those filtered signals to the two loudspeakers !Sakamoto
et al., 1981". Appropriate design of filters F1 and F2 is the
key to acoustic virtual reality.

The object is for the pressures, p1 and p2, at the listen-

ers ears to be identical to the pressures that would be heard at

the listener’s ear if the source actually originated at point P.

This implies that the pressures at each ear due to each source

must obey the following equations:

p1
L!p2

L"pp
L , p1

R!p2
R"pp

R , !1"

where p1 , p2 , and pp are the pressures due to active source

1, active source 2, and the virtual source p, respectively, with

superscripts indicating left and right. In words, Eq. !1" says
that the active sources must sum at each ear to produce the

same pressure as would have been created by a source lo-

cated at the desired virtual source location.

Now assume that the HRTFs that relate the active

speaker outputs and the virtual source output to the left and

right ear pressure levels of the listener are known !Fig. 2".
The prefilters F1 and F2 can then be determined as follows

!Sakamoto et al., 1981":

!F1F2" "#H1
L H2

R

H2
L H1

R$#1!HP
L

HP
R" , !2"

where H1 and H2 are HRTFs relating the active speakers to

the listener’s ears and HP relates the virtual source to the

listeners ears !with superscripts indicating left and right

ears".
Applying the prefilters F1 and F2 from Eq. !2" to the

source signal at the two ‘‘presentation loudspeakers’’ pro-

duces identical sound pressure levels at the listener’s two

ears as a source signal from the virtual source location. Note

that the solution process requires inversion of the HRTFs and

can become computationally expensive.

The goal of this work is to develop a simpler model of

the HRTFs to reduce the complexity of the filtering process.

Such a reduction in model size would result in improved

performance, particularly for real-time systems. The chal-

lenge is to create reduced order models without compromis-

ing the perceived accuracy of the virtual acoustic environ-

ment. It is important to note that, while most descriptions of

AVR are based on HRTF concepts, the approach utilized here

is based on HRIRs. However, the transfer functions and im-

pulse response are directly related to each other through the

Fourier transform and are therefore equivalent.

B. SVD-based model reduction

A modeling method based on singular value decomposi-

tion !SVD" was used to create simplified models of all HR-
IRs simultaneously. The result is a system whose inputs cor-

respond to the desired azimuths of the virtual sources and

whose outputs are the signals heard by the left and right ears.

The modeling and experiments conducted here were limited

to the horizontal plane azimuths from #90° to !90° in 10°
increments. Therefore, the resulting systems have 19 inputs

!one for each azimuthal location" and 2 outputs !one for each
ear". The HRIRs used to create the state space model were a
set measured by Dr. Wightman and provided to the authors

by the University of Wisconsin. The full set included mea-

sured HRIRs for one individual !identified as SOW" for both
ears and for 505 source positions in all directions around the

listener. Each impulse response consists of 256 samples, ob-

tained at a 50-kHz sampling rate.

The SVD approach used here is very similar to that used

by Georgiou and Kyriakakis !1999", and originally described
by Kung !1978" and by Frampton and Clark !1996". The
application of this technique to the specific case of HRIR

modeling is described below.

Let the left and right ear head related impulse responses

for each azimuth in the front hemisphere of the horizontal

plane be described as hi
L(kT) and hi

R(kT), where the super-

scripts L and R signify left and right ear responses, the sub-

script i denotes the index of the 19 input azimuths, T is the

time increment, and k is the time index. Furthermore, as a

matter of mathematical convenience and without loss of gen-

erality !Kung, 1978", the original Wightman HRIRs were
pre-pended with a single sample of value zero. Therefore, the

individual impulse responses now consist of 257 samples.

FIG. 1. Virtual acoustic setup using an imaging system with two loudspeak-

ers !1 and 2" positioned at $30° relative to the subject’s head. With appro-
priate filters F1 and F2, a virtual source can be created that appears to come

from an arbitrary direction !indicated by P".

FIG. 2. Illustration of how a virtual stimulus is implemented by using

HRTFs from the presentation loudspeaker positions and from the desired

virtual position !P". Representations are given for only one of the two ears.
See Eqs. !1" and !2".

3118 J. Acoust. Soc. Am., Vol. 117, No. 5, May 2005 Grantham et al.: Reduced order modeling of head related impulse responses



(((Steps))).3.1
The Truth about Head-Related Transfer Functions

• Problem: Optimal answer, but time intensive

• Solution: Give up some auditory accuracy for  
speed



(((Contributions)))

Now that everything pertinent to my work progressing is 
spec’d I can get to the meat of the code.



(((Problems)))

• Need to get the TOSlink receiver(ordered but not arrived)

• Speed to clock TOSlink at is unknown

• HRTF may not be actual HRTF due to timing limitations


