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Problem 7.1

Construct a strictly proper rational transfer function G = G(s) with no poles in the closed
right half plane for which there exists no proper first order transfer function Ĝ = Ĝ(s)
such that

G(0) = Ĝ(0), G′(0) = Ĝ′(0), G′′(0) = Ĝ′′(0).

Problem 7.2

Strictly proper transfer function ∆ = ∆(s) with no poles in the closed right half plane is
such that ∆(1) = 1, ∆(2) = a, and ∆(0) = 100, where a ∈ R is a parameter. Find the
maximal lower bound for the H2 norm ‖∆‖H2, defined by

‖∆‖2

H2
=

1

2π

∫

∞

−∞

|∆(jω)|2dω.

Problem 7.3

Is it true that every proper transfer function G = G(s) with no poles in the closed right
half plane has a state space model in which the controllability Gramian is an identity
matrix? Give a proof or a counterexample.
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Problem 7.4

For which a ∈ R is it possible to find a proper rational transfer function G = G(s) with
no poles in the closed right half plane such that ‖G(s) − 1/(s2 − 3s + 2)‖ ≤ a?

Problem 7.5

G = G(s) is a proper 10-th order rational transfer function with no poles in the closed right
half plane, and has Hankel singular numbers σ2k−1(G) = σ2k(G) = 1/k for k = 1, 2, 3, 4, 5.
Ĝ6 is its (uniquely defined) 6-th order strictly proper Hankel optimal reduced model. Find
lower and upper bounds for Hankel singular numbers σk(G − Ĝ6) of the error system.

Problem 7.6

Is it true that maximum f(x) = max{f1(x), f2(x)} of two quasi-convex functions fi :
R 7→ R is always quasi-convex? Give a proof or a counterexample.

Problem 7.7

Matrices A, B, C, where A is a Hurwitz matrix, are such that

C(sI − A)−1B =

(

s − 2

s + 2

)1000

− 1.

What will be the result of minimizing a in the semidefinite program





HA + A′H HB C ′

B′H 2a y
C y 1



 > 0,

where a, y ∈ R and symmetric matrix H = H ′ are decision parameters?


