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Abstract
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1 Introduction

The relay channel was introduced by van der Meulen [1], [2]. The simplest case, shown in Figure 1, is the three node scenario where Node 1 functions purely as a relay to help the information transmission from Node 0 to Node 2. An immediate application of this framework, for instance, is in wireless communications, where a node is placed between the source node and the destination node, in order to shorten the distance of a hop, which has implications in terms of the amount of traffic carried, interference, power consumption, etc. In [1] a special discrete memoryless relay channel is even constructed for which no reliable information transmission is possible without the help of the relay node.

\[
\begin{align*}
\text{Node 0} & \xrightarrow{x_0} p(y_1, y_2|x_0, x_1) & \xrightarrow{y_2} \text{Node 2} \\
\text{Node 1} & \xrightarrow{x_1} & \hat{w}
\end{align*}
\]

Figure 1: The one relay channel.

The simplest discrete memoryless one relay channel is depicted in Figure 1, where Nodes 0, 1, and 2 are the source, the relay, and the destination, respectively. This channel can be denoted by \((\mathcal{X}_0 \times \mathcal{X}_1, p(y_1, y_2|x_0, x_1), \mathcal{Y}_1 \times \mathcal{Y}_2)\), where \(\mathcal{X}_0, \mathcal{X}_1\) are the transmitter alphabets of Nodes 0 and 1 respectively, \(\mathcal{Y}_1\) and \(\mathcal{Y}_2\) are the receiver alphabets of Nodes 1 and 2 respectively, and a collection of probability distributions \(p(\cdot | x_0, x_1)\) on \(\mathcal{Y}_1 \times \mathcal{Y}_2\), one for each \((x_0, x_1) \in \mathcal{X}_0 \times \mathcal{X}_1\). The interpretation is that \(x_0\) is the input to the channel from the source Node 0, \(y_2\) is the output of the channel to the destination Node 2, and \(y_1\) is the output received by the relay Node 1. After processing \(y_1\), the relay Node 1 sends the input \(x_1\) chosen as a function of its past parameters,

\[x_1(t) = f_i(y_1(t - 1), y_1(t - 2), \ldots), \quad \text{for every } t,\]

(1)

where \(f_i(\cdot)\) can be any causal function. Note that a one-step time delay is assumed in (1) to account for the signal processing time by the relay.

For the one relay channel described above, the best result to date is still [3], where the most remarkable conclusion is that the following rate is
achievable:

\[ R < \max_{p(x_0; x_1)} \min \{ I(X_0; Y_1|X_1), I(X_0, X_1; Y_2) \}. \]  

(2)

It is worth noting that the coding scheme to achieve the above rate is not simply multi-hop. At first, information goes from the source to the relay, and then from the relay to the destination. However, the destination needs to take into account both the inputs by the source and the relay in order to achieve (2). One can imagine that in the wireless relay channel example mentioned earlier, the destination node can make use of the signal coming directly from the source node, even though it may be relatively weaker than that from the relay node due perhaps to its greater distance from the source.

Moreover, [3] also proved that if \( X_0 \rightarrow (X_1, Y_1) \rightarrow Y_2 \) forms a Markov chain, i.e.,

\[ p(y_2|y_1, x_0, x_1) = p(y_2|y_1, x_1), \]  

(3)

then the right hand side of (2) is the capacity of this physically degraded relay channel. However, the capacity for the general non-degraded case is still unknown. A recent study [4] of the so-called Gaussian parallel relay channel showed an interesting result: The asymptotically optimal coding scheme dramatically depends on the relative locations of the nodes, or equivalently, on the relative amplitudes of their signal-to-noise ratios (SNRs). To some extent, this result excludes the possibility of the existence of a unifying optimal coding scheme.

Actually, in wireless networks there can be more than one relay node. For instance, the Gaussian parallel relay channel considered in [4] consists of two relay nodes. The general framework would be that there are multiple levels of relays and each level consists of one or more nodes [5, 6]. This general multiple level relay channel was addressed in [5], where the coding scheme of [3] was extended, and an achievable rate formula in a recursive constraint form was proved. Later, by the same coding scheme, and for a special physically degraded Gaussian relay channel, [8] presented a specific formula which was shown to achieve the capacity.

In [6], we proposed a new coding scheme and presented the achievability proof for the Gaussian case. The scheme is simpler and avoids some inconvenient techniques (e.g., the Slepian-Wolf partitioning), although it coincides with [3] in giving the same achievable rate formula for the one relay case. More importantly, this new coding scheme is easier to extend to the multiple level relay case, and generally achieves higher rates than those proved in
This paper presents the results for the discrete memoryless case, relay systems with feedback, and the degraded versions of these systems.

The advantages of the new coding scheme of [6] have also been recognized by [7], where the corresponding achievable rate formula for the discrete memoryless case is also stated. The paper [7] also goes on to obtain the capacity of some relay channels under fading, which is the first significant capacity result for such channels, and one which may possibly constitute a breakthrough in the field.

Although the proof of the discrete memoryless case follows in a similar style as that of the Gaussian case presented in [6], there are differences: the proof of the Gaussian case can be made even simpler, e.g., in the construction of the codebooks, due to the special character of the Gaussian framework.

Another feature worth much emphasizing is that the decoding of the new scheme is a simultaneous typicality check of the signals of the previous several blocks, not in a sequential manner as that of [3]. (The details should be clear in the proof.) This technique is instrumental in making the generation of codebooks much simpler.

In this paper, we focus our discussion on discrete memoryless channels. Some corresponding results for multiple level Gaussian relay channels have been proved in Theorems 3.11-3.12 in [6], which includes the formula in [8] as a special case.

2 Models of multiple level relay channels

We begin with a definition of the discrete memoryless multiple level relay channel. Consider a channel with $M + 1$ nodes. Let the source node be denoted by 0, the destination node by $M$, and let the other $M - 1$ nodes be denoted sequentially as 1, 2, $\ldots$, $M - 1$ in arbitrary order. Assume each Node $i \in \{0, 1, \ldots, M - 1\}$ sends $x_i(t) \in \mathcal{X}_i$ at time $t$, and each Node $k \in \{1, 2, \ldots, M\}$ receives $y_k(t) \in \mathcal{Y}_k$ at time $t$, where the finite sets $\mathcal{X}_i$ and $\mathcal{Y}_k$ are the corresponding input and output alphabets for the corresponding nodes. The channel dynamics is described by the following conditional probability mass function:

$$p(y_1, y_2, \ldots, y_M | x_0, x_1, \ldots, x_{M-1}),$$

for all $(x_0, \ldots, x_{M-1}) \in \mathcal{X}_0 \times \cdots \times \mathcal{X}_{M-1}$ and $(y_1, \ldots, y_M) \in \mathcal{Y}_1 \times \cdots \times \mathcal{Y}_M$.

Finally, we assume a one-step time delay at every relay node to account for
the signal processing time, so that for all \(i \in \{1, 2, \ldots, M - 1\},\)
\[
x_i(t) = f_{i,t}(y_i(t - 1), y_i(t - 2), \ldots), \quad \text{for all } t,
\]
where \(f_{i,t}\) can be any causal function. Figure 2 depicts this scenario.

![Multiple level relay channel diagram](image)

**Figure 2:** The multiple level relay channel.

**Remark 2.1** Note that for simplicity in the above channel formulation we have not allowed any output \(y_0\) from the channel to the source Node 0, or any input \(x_M\) to the channel from the destination Node \(M\). The involvement of \(y_0\) and \(x_M\) is equivalent to allowing feedback in the channel since it allows the modeling of systems where all nodes can both hear as well as transmit. Both these seemingly more general formulations are however actually covered by our formulation where node 0 cannot hear, and node \(M\) cannot transmit. To see this, simply consider a situation where node \(M - 1\) serves as a surrogate for node \(M\) in that node \(M\) simply hears \(y_M = (x_{M-1}, y_{M-1})\). Then nodes \(M - 1\) and \(M\) have exactly the same information. Thus \(M - 1\) serves as a transmission-capable surrogate for node \(M\), which is simply a dummy node. In the same vein, suppose that node 1 is a surrogate for node 0 in that node 0 can transmit \(W\) directly (or close to that through a high bandwidth link) which only node 1 can hear, but none of the other nodes. Then node 1 serves as listening-capable surrogate for node 0, which is the only outlet that node 0 has to the rest of the nodes, and node 0 simply becomes a dummy. Thus the system with nodes \(\{0, 1, 2, \ldots, M - 2, M - 1, M\}\) where node 0 cannot hear and node \(M\) cannot transmit, is simply the same as the system with nodes \(\{1, 2, \ldots, M - 2, M - 1\}\), where node 1 is the source which is also hearing capable, and node \(M - 1\) is the destination which is transmission capable.

The following definitions of codes and achievable rates are standard.

**Definition 2.1** A \((2^T R, T, \lambda_T)\) code for a discrete memoryless multiple level relay channel consists of the following:
1. A random variable $W$ with $P(W = k) = \frac{1}{2^R}$, for every $k \in \{1, 2, \ldots, 2^R\}$.

2. An encoding function $F_0 : \{1, 2, \ldots, 2^R\} \rightarrow X_0^T$ for the source Node 0, and relay functions $f_{i,t} : Y_{i-1}^t \rightarrow X_i$, $t = 2, \ldots, T$ for all the relay Nodes $i \in \{1, 2, \ldots, M - 1\}$, such that

$$x_0 := [x_0(1), x_0(2), \ldots, x_0(T)] = F_0(W), \quad t = 1, 2, \ldots, T;$$
$$x_i(t) = f_{i,t}(y_i(t - 1), \ldots, y_i(1)), \text{ with } x_i(1) \text{ any element in } X_i. \quad (5)$$

3. A decoding function $g : Y_M^T \rightarrow \{1, 2, \ldots, 2^R\}$ for the destination Node $M$.

4. The maximal probability of error:

$$\lambda_T := \max_{k \in \{1, 2, \ldots, 2^R\}} \text{Prob}\{g(y_M) \neq k | W = k\}, \quad (7)$$
where $y_M := [y_M(1), y_M(2), \ldots, y_M(T)]$.

**Definition 2.2** A rate $R > 0$ is said to be achievable if there exists a sequence of $(2^R, T, \lambda_T)$ codes such that the maximal probability of error $\lambda_T$ tends to zero as $T \to \infty$.

We will also consider the degraded version of our channel:

**Definition 2.3** A discrete memoryless multiple level relay channel is said to be degraded if

$$p(y_{k+1}, \ldots, y_M | y_k, x_0, \ldots, x_{k-1}, x_k, \ldots, x_{M-1}) = p(y_{k+1}, \ldots, y_M | y_k, x_k, \ldots, x_{M-1}),$$
for $k = 1, \ldots, M - 1$. \quad (8)

Equivalently, (8) means that $(X_0, \ldots, X_{k-1}) \rightarrow (Y_k, X_k, \ldots, X_{M-1}) \rightarrow (Y_{k+1}, \ldots, Y_M)$ forms a Markov chain for every $k = 1, \ldots, M - 1$. In the case of $M = 2$, (8) reduces to (3).

**Remark 2.2** If node $M$ can transmit, then we simply extend the conditioning on both sides of (8) to include $x_M$. We note then that a degraded system remains degraded under the embedding procedure of Remark 2.1, and conversely. So our formulation allows the treatment of degraded systems with feedback.
3 The main results

We state the main theorem of this paper:

**Theorem 3.1** For the discrete memoryless multiple level relay channel defined above, the following rate is achievable:

\[ R < \max_{p(x_0, x_1, \ldots, x_{M-1})} \min_{1 \leq k \leq M} I(X_0, \ldots, X_{k-1}; Y_k | X_k, \ldots, X_{M-1}). \]  

(9)

**Remark 3.1** Generally, (9) achieves higher rates than the results given in [5]. To see this, first consider the 2-level relay channel example (M=3) given in [5], which shows that a rate \( R_0 \) is achievable if there exist \( R_1, R_2 \) and some \( p(x_0, x_1, x_2) \) such that

\[ R_0 < I(X_0; Y_1 | X_1, X_2); \]

and

\[ R_1 < I(X_1; Y_2 | X_2), \]
\[ R_0 < I(X_0; Y_2 | X_1, X_2) + R_1; \]

and

\[ R_2 < I(X_2; Y_3), \]
\[ R_1 < I(X_1; Y_3 | X_2) + R_2, \]
\[ R_0 < I(X_0; Y_3 | X_1, X_2) + R_1. \]

It is easy to check that this will reduce to (9) if and only if \( I(X_1; Y_2 | X_2) = I(X_1, X_2; Y_3) \), which generally does not hold. The same reasoning applies to the general case in Theorem 2.1 in [5].

For the degraded discrete memoryless multiple level relay channel, the following theorem shows that the R.H.S. of (9) is actually the capacity:

**Theorem 3.2** The capacity of the degraded discrete memoryless multiple level relay channel is

\[ C = \max_{p(x_0, x_1, \ldots, x_{M-1})} \min_{1 \leq k \leq M} I(X_0, \ldots, X_{k-1}; Y_k | X_k, \ldots, X_{M-1}). \]

(10)

**Remark 3.2** In the case of one relay, i.e., \( M=2 \), Theorem 3.2 reduces to Theorem 1 in [3].
To illustrate the case of feedback, we now turn to the more general setting where the destination node $M$ also has an input $x_M \in \mathcal{X}_M$ to the channel. Then it follows immediately from Theorem 3.1 that the following rate is achievable:

$$R < \max_{x_M \in \mathcal{X}_M} \max_{p(x_0, x_1, \ldots, x_{M-1})} \min_{1 \leq k \leq M} I(X_0, \ldots, X_{k-1}; Y_k | X_k, \ldots, X_{M-1}, x_M).$$

(11)

However, we can achieve higher rates than the right hand side of (11) as stated in the following theorem:

**Theorem 3.3** For the discrete memoryless multiple level relay channel defined above with an additional input $x_M \in \mathcal{X}_M$ from the destination node $M$, the following rate is achievable:

$$R < \max_{p(x_0, x_1, \ldots, x_M)} \min_{1 \leq k \leq M} I(X_0, \ldots, X_{k-1}; Y_k | X_k, \ldots, X_M).$$

(12)

**Remark 3.3** Noting the embedding procedure of Remark 2.1, and the preservation of the degraded property under embedding as noted in Remark 2.2, it follows that (12) also achieves the capacity for the degraded case where node $M$ can also transmit, i.e., $x_M$ also exists.

Next, we show that (12) generally achieves larger rates than (11). First, it is obvious that (12) is at least as large as (11), since we can always choose $\text{Prob}(X_M = x_M) = 1$ for any $x_M \in \mathcal{X}_M$. Second, the following example shows that the right hand side of (12) can indeed be larger.

**Example 1.** Consider a simple channel with $M = 2$, and $\mathcal{X}_0 = \mathcal{X}_1 = \mathcal{X}_2 = \mathcal{Y}_1 = \mathcal{Y}_2 = \{0, 1\}$. The corresponding $p(y_1, y_2 | x_0, x_1, x_2)$’s are shown in Table 1:

<table>
<thead>
<tr>
<th>$(x_0, x_1, x_2)$</th>
<th>$(y_1, y_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0,0,0)$</td>
<td>$(0,0)$</td>
</tr>
<tr>
<td>$(0,1,0)$</td>
<td>$(0,1)$</td>
</tr>
<tr>
<td>$(1,0,0)$</td>
<td>$(1,0)$</td>
</tr>
<tr>
<td>$(1,1,0)$</td>
<td>$(1,1)$</td>
</tr>
<tr>
<td>$(0,0,1)$</td>
<td>$(0,0)$</td>
</tr>
<tr>
<td>$(0,1,1)$</td>
<td>$(0,1)$</td>
</tr>
<tr>
<td>$(1,0,1)$</td>
<td>$(1,0)$</td>
</tr>
<tr>
<td>$(1,1,1)$</td>
<td>$(1,0)$</td>
</tr>
</tbody>
</table>
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Table 1: The channel dynamics $p(y_1, y_2|x_0, x_1, x_2)$ of the one relay channel in Example 1.

It is easy to check that $\text{Prob}(Y_1 = 0|x_2 = 0) = 1$ and $\text{Prob}(Y_2 = 0|x_2 = 1) = 1$. Hence $I(X_0; Y_1|X_1, x_2 = 0) = 0$ for every $p(x_0, x_1)$, and $I(X_0, X_1; Y_2|x_2 = 1) = 0$ for every $p(x_0, x_1)$. Therefore,

$$\max_{x_2 \in \{0,1\}} \max_{p(x_0, x_1)} \min \{I(X_0; Y_1|X_1, x_2), I(X_0, X_1; Y_2|x_2)\} = 0. \quad (13)$$

Moreover, it is easy to check that $\text{Prob}(Y_1 = X_0|x_2 = 1) = 1$ and $\text{Prob}(Y_2 = X_1|x_2 = 0) = 1$. Hence

$$I(X_0; Y_1|X_1, X_2) = I(X_0; Y_1|X_1, x_2 = 0)\text{Prob}(X_2 = 0) + I(X_0; Y_1|X_1, x_2 = 1)\text{Prob}(X_2 = 1)$$
$$= H(X_0|X_1, x_2 = 1)\text{Prob}(X_2 = 1);$$
$$I(X_0, X_1; Y_2|X_2) = I(X_0, X_1; Y_2|x_2 = 0)\text{Prob}(X_2 = 0) + I(X_0, X_1; Y_2|x_2 = 1)\text{Prob}(X_2 = 1)$$
$$= H(X_1|x_2 = 0)\text{Prob}(X_2 = 0).$$

Therefore,

$$\max_{p(x_0, x_1, x_2)} \min \{I(X_0; Y_1|X_1, X_2), I(X_0, X_1; Y_2|X_2)\}$$
$$\max_{p(x_0, x_1, x_2)} \min \{H(X_0|X_1, x_2 = 1)\text{Prob}(X_2 = 1), H(X_1|x_2 = 0)\text{Prob}(X_2 = 0)\}$$
$$\leq \max_{p(x_2)} \min \{\text{Prob}(X_2 = 1), \text{Prob}(X_2 = 0)\} = \frac{1}{2}, \quad (14)$$

where the equality in (14) can be achieved by letting $p(x_0, x_1, x_2) = p(x_0)p(x_1)p(x_2)$, and $\text{Prob}(X_0 = 0) = \text{Prob}(X_1 = 0) = \frac{1}{2}$.

Finally, from (13) and (14), (12) is seen to be strictly larger than (11) in this example. \(\square\)

An intuitive interpretation of (9) or (12) comes directly from the coding scheme used in the achievability proof of Theorem 3.1. We can imagine that there is an information flow from the source Node 0 to the destination Node $M$ along the path $0 \rightarrow 1 \rightarrow \ldots \rightarrow M$. Each Node $i$ decodes the information one-step (actually one time block in the coding) before the next Node $i + 1$. Hence, by the time the information reaches Node $k$, all the upstream nodes (i.e., nodes with smaller index than $k$) have already obtained the same information and can therefore cooperate. This results in the achievability of any rate $R < I(X_0, \ldots, X_{k-1}; Y_k|X_k, \ldots, X_M)$, where the conditioning is due to the same reason: the downstream nodes (with larger index than $k$) get no
more information than Node $k$, and therefore their inputs are predictable by Node $k$.

Since the order of the nodes, except the source, can be arbitrarily chosen, by the above interpretation of the coding scheme, it follows that to increase (9) one should assign a smaller index to nodes with better “receiving capability.” (Note that it is even not necessary to set the destination to be Node $M$.) However, generally, receiving capability is not easily comparable (unless in the degraded case). Of course, we can always try all the permutations to maximize (9) or (12).

What makes the maximization problem even more complicated is the following possibility. We can arrange the nodes into groups, with each group consisting of one or more nodes. The information flow then is along a path formed out of the groups, but in any one group all the nodes have the same level (i.e., they decode the information at the same time). Put into mathematical terms, we have the following theorem.

**Theorem 3.4** For a discrete memoryless multiple level relay channel with source Node 0, destination Node $M$, and the other nodes arranged into $M - 1$ groups with each Group $k$ consisting of $n_k$ nodes, $k = 1, \ldots, M - 1$, the following rate is achievable:

$$R < \max_{p(x_0, x_1, \ldots, x_M)} \min_{1 \leq k \leq M} \min_{1 \leq i \leq n_k} I(X_0, \ldots, X_{k-1}; Y_{k,i}|X_k, \ldots, X_M),$$

(15)

where boldface characters are used to denote vectors for each group: e.g., $x_k := (x_{k,1}, x_{k,2}, \ldots, x_{k,n_k})$, $k = 0, 1, \ldots, M$, with $x_{k,i}$ denoting the input of the $i$-th node in Group $k$. Note that we have set Group 0 := \{Node 0\} and Group $M$ := \{Node $M$\}.

For an application of this group relaying in the Gaussian channel case, we refer the reader to Theorem 3.12 in [6], where it is used to study wireless networks under low attenuation.

Finally, a remark on the allcast problem: Suppose the task is for the source Node 0 to send the same information to all the other Nodes 1, 2, \ldots, $M$. As we will see in the proof of Theorem 3.1 in the next section, this task is implicitly achieved by the following relaying scheme: The upstream nodes decode the information before the downstream nodes. Once the final Node $M$ gets the information, all the other nodes have already obtained the information. Hence, the rate (9), (12) or (15) is also an achievable rate for the allcast problem.
4 Proof of Theorem 3.1

We will use the now standard “typical sequences” argument to prove achievability. First we summarize some basic properties of typical sequences that will be used later. For more details, see [9, Sections 8.6 and 14.2].

Let \((Z_1, Z_2, \ldots, Z_m)\) denote a finite collection of discrete random variables with some fixed joint distribution \(p(z_1, z_2, \ldots, z_m)\) for \((z_1, z_2, \ldots, z_m) \in Z_1 \times Z_2 \times \cdots \times Z_m\).

**Definition 4.1** The set \(A^{(T)}_\epsilon\) of \(\epsilon\)-typical \(T\)-sequences \((z_1, z_2, \ldots, z_m)\) is defined by

\[
A^{(T)}_\epsilon(Z_1, Z_2, \ldots, Z_m) := \left\{ (z_1, z_2, \ldots, z_m) : \left| -\frac{1}{n} \log \text{Prob}(s) - H(S) \right| < \epsilon, \quad \forall S \subseteq \{Z_1, Z_2, \ldots, Z_m\} \right\},
\]

where each \(z_i = (z_{i,1}, z_{i,2}, \ldots, z_{i,T})\) is a \(T\)-vector, \(i = 1, 2, \ldots, m\), and \(s\) is defined as follows: If \(S = (Z_{i,1}, Z_{i,2}, \ldots, Z_{i,T})\), then \(s = (z_{i,1}, z_{i,2}, \ldots, z_{i,T})\) and 

\[
\text{Prob}(s) = \text{Prob}(z_{i,1}, z_{i,2}, \ldots, z_{i,T}) = \prod_{t=1}^{T} p(z_{i,t}, z_{i,t+1}, \ldots, z_{i,t}).
\]

**Lemma 4.1** For any \(\epsilon > 0\), the following hold for sufficiently large \(T\):

(i) Let a \(T\)-sequence \((z_1, z_2, \ldots, z_m)\) be generated according to

\[
\prod_{t=1}^{T} p(z_{1,t}, z_{2,t}, \ldots, z_{m,t}).
\]

Then

\[
\text{Prob}\left((z_1, z_2, \ldots, z_m) \in A^{(T)}_\epsilon(Z_1, Z_2, \ldots, Z_m)\right) \geq 1 - \epsilon.
\]

(ii) Let a \(T\)-sequence \((z_1, z_2, \ldots, z_m)\) be generated according to

\[
\prod_{t=1}^{T} p(z_{1,t}|z_{2,t}, \ldots, z_{m-1,t})p(z_{m,t}|z_{2,t}, \ldots, z_{m-1,t})p(z_{2,t}, \ldots, z_{m-1,t}).
\]

Then

\[
\text{Prob}\left((z_1, z_2, \ldots, z_m) \in A^{(T)}_\epsilon(Z_1, Z_2, \ldots, Z_m)\right) < 2^{-T(I(Z_1;Z_m|Z_2,\ldots,Z_{m-1})-\epsilon\epsilon)}.
\]
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Lemma 4.1 (i) and (ii) follow immediately from Theorems 14.2.1 and 14.2.3 in [9], respectively.

The coding scheme used here is different from that of [3]. For example, the Slepian-Wolf partitioning is no longer used. This new coding scheme is easier to extend to the multiple relay case, and generally achieves larger rates (compared with [5]), although it coincides with [3] in the one relay case.

To make the proof easier to follow and allow a better comparison with the coding scheme in [3], first we give the proof for the one relay case \( M = 2 \), which contains all the essential ideas. Then we present the straightforward extension to the general case \( M \geq 2 \).

1. **One relay case** \( (M = 2) \)

We consider any fixed \( p(x_0, x_1) \). Throughout the proof, we will use the following marginal or conditional probability mass functions obtained from \( p(x_0, x_1) \) and \( p(y_1, y_2; x_0, x_1) \):

\[
p(x_1), \ p(x_0|x_1), \ p(y_1|x_0, x_1), \ p(y_2|x_0, x_1), \ p(y_2|x_1),
\]

where, for simplicity, the subscripts to distinguish these \( p \) functions are omitted since the exact meaning is obvious from the arguments.

We still use a block coding argument. We consider \( B \) blocks of transmission, each of \( T \) transmission slots. A sequence of \( B - 1 \) indices, \( w(b) \in \{1, \ldots, 2^{TR}\}, b = 1, 2, \ldots, B - 1 \) will be sent over in \( TB \) transmission slots. (Note that as \( B \to \infty \), the rate \( TR(B - 1)/TB \) is arbitrarily close to \( R \) for any \( T \).)

**Generation of codebooks**

The joint codebook is still generated in a backward manner. But here one significant difference is that all the codebooks are of the same length \( 2^{TR} \). (No more \( 2^{TR_0} \) as in the proof of [3].)

1) Generate at random \( 2^{TR} \) i.i.d. \( T \)-sequences in \( A_1^T \), each drawn according to \( \text{Prob}(x_1) = \sum_{t=1}^{T} p(x_{1,t}) \). Index them as \( x_1(w_1), \ w_1 \in \{1, 2, \ldots, 2^{TR}\} \). This is the random codebook for Node 1.

2) For each \( x_1(w_1) \), generate \( 2^{TR} \) conditionally independent \( T \)-sequences \( x_0(w_0|w_1), \ w_0 \in \{1, 2, \ldots, 2^{TR}\} \), drawn independently according to
\[
\text{Prob}(x_0|x_1(w_1)) = \sum_{i=1}^T p(x_{0,i}|x_{1,i}(w_1)).
\] This defines the joint codebook for Nodes 0, 1:

\[ C_0 := \{x_0(w_0|w_1), x_1(w_1)\}. \] (16)

It is apparent from [3] that the reason for this kind of \textit{backward} codebook generation is that the upstream nodes (with smaller index) know what the downstream nodes are going to transmit, and therefore can adjust their own transmission accordingly. The converse is not true because of the unique direction of information flow.

Repeating the above process 1)-2) \textit{independently} once more, we generate another random codebook \( C_1 \) similar to \( C_0 \) in (16). We will use these two codebooks alternately as follows: In block \( b = 1, \ldots, B \), the codebook \( C_{(b \mod 2)} \) is used. Hence, in any two consecutive blocks, codewords from different blocks are independent. This is a property we will use in the analysis of the probability of error (see (30)).

Before the transmission, the joint codebooks \( C_0, C_1 \) are revealed to all the Nodes 0, 1, 2.

\textbf{Encoding}

At the \textit{beginning} of each block \( b \in \{1, \ldots, B\} \), Node 1 has an estimate (see the decoding section) \( \hat{w}_1(b-1) \) of \( w(b-1) \), and sends the following \( T \)-sequence from the codebook \( C_{(b \mod 2)} \) in the block:

\[ \bar{X}_1(b) := x_1(\hat{w}_1(b-1)). \] (17)

Also in the same block, Node 0 sends the following \( T \)-sequence from the same codebook \( C_{(b \mod 2)} \):

\[ \bar{X}_0(b) := x_0(\hat{w}_0(b)|\hat{w}_0(b-1)), \] (18)

where, obviously the estimate \( \hat{w}_0(b) = w(b) \) for every \( b \in \{1, \ldots, B\} \), since Node 0 is the source. Moreover, we set \( \hat{w}_i(b_1) = w(b_1) = 1 \) for every \( b_1 \leq 0 \), \( i \in \{0, 1, 2\} \).

Every Node \( k \in \{1, 2\} \) thus receives a \( T \)-sequence

\[ \bar{Y}_k(b) := \bar{Y}_k(\bar{X}_0(b), \bar{X}_1(b)) \] (19)
with probability

$$\text{Prob}(\bar{Y}_k(b)|\bar{X}_0(b), \bar{X}_1(b)) = \sum_{t=1}^{T} p(\bar{Y}_{k,t}(b)|\bar{X}_{0,t}(b), \bar{X}_{1,t}(b)),$$

where $\bar{Y}_{k,t}(b)$ is the $t$-th element of the vector $\bar{Y}_k(b)$, and similar definitions hold for $\bar{X}_{i,t}(b)$, $i = 0, 1$.

**Decoding**

At the end of each block $b \in \{1, \ldots, B\}$, decodings at Node 1 and Node 2 happen simultaneously, but independently:

- Node 1 declares that $\hat{w}_1(b) = w$ if $w$ is the unique value in $\{1, \ldots, 2^{TR}\}$ such that in the block $b$,

  $$\{x_0(w|\hat{w}_1(b-1)), x_1(\hat{w}_1(b-1)), \bar{Y}_1(b)\} \in A_e^{(T)}(X_0, X_1, Y_1); \quad (20)$$

  Otherwise, if no unique $w$ as above exists, an error is declared with $\hat{w}_1(b) = 0$.

- Node 2 declares that $\hat{w}_2(b-1) = w$ if $w$ is the unique value in $\{1, \ldots, 2^{TR}\}$ such that in both the blocks $b$ and $b - 1$,

  $\{x_1(w), \bar{Y}_2(b)\} \in A_e^{(T)}(X_1, Y_2)$, and

  $\{x_0(w|\hat{w}_2(b-2)), x_1(\hat{w}_2(b-2)), \bar{Y}_2(b-1)\} \in A_e^{(T)}(X_0, X_1, Y_2)\}; \quad (21a)$

  Otherwise, if no unique $w$ as above exists, an error is declared with $\hat{w}_2(b-1) = 0$. The above scheme implies that the decoding at Node 2 has no intention to estimate $w(b)$ at the end of block $b$.

**Analysis of probability of error**

Denote the event that no decoding error is made in the first $b$ blocks by

$$A_e(b) := \{\hat{w}_k(b_1 - k + 1) = w(b_1 - k + 1), \text{ for all } b_1 \in \{1, \ldots, b\} \text{ and } k \in \{1, 2\}\},$$

and let its probability be $P_e(b) := \text{Prob}(A_e(b))$, with $P_e(0) := 1$. 
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Then the probability that some decoding error is made at some Node $k \in \{1, 2\}$ in some block $b \in \{1, \ldots, B\}$ is

$$
P_e := \text{Prob}(\hat{w}_k(b - k + 1) \neq w(b - k + 1), \text{ for some } k \in \{1, 2\}, b \in \{1, \ldots, B\})
$$

$$
= \sum_{b=1}^{B} \text{ Prob}(\hat{w}_k(b - k + 1) \neq w(b - k + 1) \text{ for some } k \in \{1, 2\}|A_c(b - 1)) \cdot P_c(b - 1)
$$

$$
\leq \sum_{b=1}^{B} \sum_{k=1}^{2} \text{ Prob}(\hat{w}_k(b - k + 1) \neq w(b - k + 1)|A_c(b - 1)) \cdot P_c(b - 1)
$$

$$
=: \sum_{b=1}^{B} \sum_{k=1}^{2} P_{e,k}(b) \cdot P_c(b - 1),
$$

(22)

where $P_{e,k}(b) := \text{Prob}(\hat{w}_k(b - k + 1) \neq w(b - k + 1)|A_c(b - 1))$. Hence $P_{e,k}(b)$ is the probability that a decoding error happens at Node $k$ in block $b$, conditioned on the event that no decoding error was made in the previous $b - 1$ blocks.

Next, we calculate $P_{e,k}(b)$, $k \in \{1, 2\}$. Since $A_c(b - 1)$ is presumed to hold, for every Node $k \in \{1, 2\}$ we have

$$
\hat{w}_k(b_1 - k + 1) = w(b_1 - k + 1), \text{ for } 1 \leq b_1 \leq b - 1.
$$

Hence, by (17)-(19), the decoding rule (20) is equivalent to

$$
\{x_0(w|w(b-1)), x_1(w(b-1)), \bar{y}_1(x_0(w(b)|w(b-1)), x_1(w(b-1)))\} \in A_c(x_0, x_1, y_1),
$$

(23)

and the decoding rule (21a)-(21b) is equivalent to

$$
\{x_1(w), \bar{y}_2(x_0(w(b)|w(b-1)), x_1(w(b-1)))\} \in A_c(x_1, y_2), \quad \text{ and (24a)}
$$

$$
\{x_0(w|w(b-2)), x_1(w(b-2)), \bar{y}_2(x_0(w(b-1)|w(b-2)), x_1(w(b-2)))\} \in A_c(x_0, x_1, y_2).
$$

Now, let

$$
\mathcal{W}_1(b) := \{w \in \{1, \ldots, 2TR\} : w \text{ satisfies (23)}\};
$$

$$
\mathcal{W}_{2,0}(b) := \{w \in \{1, \ldots, 2TR\} : w \text{ satisfies (24a)}\};
$$

$$
\mathcal{W}_{2,1}(b) := \{w \in \{1, \ldots, 2TR\} : w \text{ satisfies (24b)}\};
$$

$$
\mathcal{W}_2(b) := \mathcal{W}_{2,0}(b) \cap \mathcal{W}_{2,1}(b).
$$
Then, $P_{e,k}(b)$ is the probability that $w(b-k+1) \notin \mathcal{W}_k(b)$, or some $w' \in \mathcal{W}_k(b)$ but $w' \neq w(b-k+1)$, conditioned on the event that no decoding error was made in the previous $b-1$ blocks. Thus,

$$P_{e,k}(b) = \text{Prob}(w(b-k+1) \notin \mathcal{W}_k(b), \text{ or some } w' \in \mathcal{W}_k(b) \text{ but } w' \neq w(b-k+1) | A_c(b-1))$$

$$\leq \text{Prob}(w(b-k+1) \notin \mathcal{W}_k(b) | A_c(b-1))$$

$$+ \text{Prob}(\text{some } w' \in \mathcal{W}_k(b) \text{ but } w' \neq w(b-k+1) | A_c(b-1))$$

$$\leq \frac{\text{Prob}(w(b-k+1) \notin \mathcal{W}_k(b))}{P_e(b-1)} + \frac{\text{Prob}(\text{some } w' \in \mathcal{W}_k(b) \text{ but } w' \neq w(b-k+1))}{P_e(b-1)}.$$ 

Hence, by (22),

$$P_e \leq \sum_{b=1}^{B} \sum_{k=1}^{2} \left[ \text{Prob}(w(b-k+1) \notin \mathcal{W}_k(b)) \right.$$  \left. + \text{Prob}(\text{some } w' \in \mathcal{W}_k(b) \text{ but } w' \neq w(b-k+1)) \right].$$

Now, for Node 1 with (23), for $T$ sufficiently enough, applying Lemma 4.1 (i) with $(Z_1, \ldots, Z_m) = (X_0, X_1, Y_1)$, we have

$$\text{Prob}(w(b) \notin \mathcal{W}_1(b)) < \epsilon,$$

and for any $w' \neq w(b)$, applying Lemma 4.1 (ii), we have

$$\text{Prob}(w' \in \mathcal{W}_1(b)) < 2^{-T(t(X_0; Y_1 | X_1) - \delta \epsilon)}.$$

And also for Node 2 with (24a)-(24b), for $T$ sufficiently enough, applying Lemma 4.1, we have for $j = 0, 1$,

$$\text{Prob}(w(b-1) \notin \mathcal{W}_2,j(b)) < \epsilon,$$

and for any $w' \neq w(b-1)$,

$$\text{Prob}(w' \in \mathcal{W}_{2,0}(b)) < 2^{-T(t(X_1; Y_2) - \delta \epsilon)}, \quad (27)$$

$$\text{Prob}(w' \in \mathcal{W}_{2,1}(b)) < 2^{-T(t(X_0; Y_2 | X_1) - \delta \epsilon)}.$$ \quad (28)

Hence,

$$\text{Prob}(w(b-1) \notin \mathcal{W}_2(b)) \leq \sum_{j=0}^{1} \text{Prob}(w(b-1) \notin \mathcal{W}_{2,j}(b)) \leq 2 \epsilon,$$ \quad (29)
and
\[
\begin{align*}
\text{Prob}\left(\text{Some } w' \in \mathcal{W}_2(b) \text{ but } w' \neq w(b-1)\right) \\
&\leq \sum_{w' \in \{1, \ldots, 2^{TR}\} \atop w' \neq w(b-1)} \text{Prob}\left(w' \in \mathcal{W}_2(b)\right) \\
&= \sum_{w' \in \{1, \ldots, 2^{TR}\} \atop w' \neq w(b-1)} \prod_{j=0}^{1} \text{Prob}\left(w' \in \mathcal{W}_{2,j}(b)\right) \\
&\leq (2^{TR} - 1) 2^{-T(I(X_0,X_1;Y_2) - 12\epsilon)}
\end{align*}
\]
(31)

where (30) follows from the independence between the codebooks of any two consecutive blocks, and (31) follows from (27),(28) and the following equation:
\[
I(X_0, X_1; Y_2) = I(X_1; Y_2) + I(X_0; Y_2|X_1).
\]

For any \(R\) satisfying (9), by choosing \(\epsilon\) small enough, we can make \(T\) large enough such that for any \(\epsilon_1 > 0,\)
\[
\left\{\begin{array}{l}
\text{Prob}\left(\text{some } w' \in \mathcal{W}_1(b) \text{ but } w' \neq w(b)\right) \leq (2^{TR} - 1) 2^{-T(I(X_0;Y_1|X_1) - 6\epsilon)} < \epsilon_1, \\
\text{Prob}\left(\text{some } w' \in \mathcal{W}_2(b) \text{ but } w' \neq w(b-1)\right) \leq (2^{TR} - 1) 2^{-T(I(X_0,X_1;Y_2) - 12\epsilon)} < \epsilon_1.
\end{array}\right.
\]
(32)

Hence, by (25),(26), (29) and (32),
\[
P_\epsilon \leq \sum_{b=1}^{B} (3\epsilon + 2\epsilon_1) \\
\leq 3B\epsilon + 2B\epsilon_1,
\]
which can be made arbitrarily small by letting \(T \to \infty.\)

Finally, the argument on choosing one good codebook from many random codebooks and throwing away the worse half of its codewords is standard.

2. Multi-relay case. \((M \geq 2)\)

We consider \(B\) blocks of transmission, each of \(T\) transmission slots. A sequence of \(B - M + 1\) indices, \(w(b) \in \{1, \ldots, 2^{TR}\}, b = 1, 2, \ldots, B - M + 1\) will be sent over in \(TB\) transmission slots. (Note that as \(B \to \infty\), the rate \(TR(B - M + 1)/TB\) is arbitrarily close to \(R\) for any \(T\).)
Generation of codebooks

1) Generate at random $2^{TR}$ i.i.d. $T$-sequences in $\mathcal{X}_{M-1}^T$, each drawn according to $\text{Prob}(x_{M-1}) = \sum_{i=1}^{T} p(x_{M-1,t})$. Index them as $x_{M-1}(w_{M-1})$, $w_{M-1} \in \{1, 2, \ldots, 2^{TR}\}$. This is the random codebook for Node $M-1$.

2) For each $x_{M-1}(w_{M-1})$, generate $2^{TR}$ conditionally independent $T$-sequences $x_{M-2}(w_{M-2}|w_{M-1})$, $w_{M-2} \in \{1, 2, \ldots, 2^{TR}\}$, drawn independently according to $\text{Prob}(x_{M-2}|x_{M-1}(w_{M-1})) = \sum_{t=1}^{T} p(x_{M-2,t}|x_{M-1,t}(w_{M-1}))$. This defines the joint codebook for Nodes $M-2, M-1$: $\{x_{M-2}(w_{M-2}|w_{M-1}), x_{M-1}(w_{M-1})\}$.

3) Continue the process 2) sequentially for Nodes $i = M - 3, M - 4, \ldots, 0$, as follows: For each

$$\{x_{i+1}(w_{i+1}|w_{i+2}, \ldots, w_{M-1}), x_{i+2}(w_{i+2}|w_{i+3}, \ldots, w_{M-1}), \ldots, x_{M-1}(w_{M-1})\} = x_{i+1}^{M-1}(w_{i+1}, \ldots, w_{M-1}),$$

generate $2^{TR}$ conditionally independent $T$-sequence $x_{i}(w_{i}|w_{i+1}, \ldots, w_{M-1})$, drawn independently according to

$$\text{Prob}(x_{i}|x_{i+1}^{M-1}(w_{i+1}, \ldots, w_{M-1})) = \sum_{t=1}^{T} p(x_{i,t}|x_{i+1,t}^{M-1}(w_{i+1}, \ldots, w_{M-1})).$$

Finally, we get a joint codebook for all the transmitter Nodes $0, 1, \ldots, M - 1$ as

$$C_0 = \{x_0(w_0|w_1, \ldots, w_{M-1}), x_1(w_1|w_2, \ldots, w_{M-1}), \ldots, x_{M-1}(w_{M-1})\},$$

with each $w_i \in \{1, 2, \ldots, 2^{TR}\}$, for $i = 0, 1, \ldots, M - 1$.

Repeating the above process 1)-3) independently $M - 1$ times, we generate another $M - 1$ random codebooks $C_1, C_2, \ldots, C_{M-1}$ similar to $C_0$. We will use these $M$ codebooks in a sequential way as follows: In block $b = 1, \ldots, B$, the codebook $C_{(b \mod M)}$ is used. Hence, in any $M$ consecutive blocks, codewords from different blocks are independent. This is a property we will use in the analysis of the probability of error (see (41)).

Before the transmission, all the joint codebooks $C_0, C_1, \ldots, C_{M-1}$ are revealed to all the nodes $0, 1, \ldots, M$. 
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Encoding

At the beginning of each block \( b \in \{1, \ldots, B\} \), every Node \( i \in \{0, \ldots, M-1\} \) has estimates (see the decoding section) \( \hat{w}_i(b-k+1) \) of \( w(b-k+1) \), \( k \geq i+1 \) (with \( \hat{w}_0(b_1) = w(b_1) \) for \( 1 \leq b_1 \leq b \)), and sends the following \( T \)-sequence from the codebook \( C_{(b \mod M)} \) in the block:

\[
\vec{X}_i(b) := x_i(\hat{w}_i(b-i)|\hat{w}_i(b-i-1), \ldots, \hat{w}_i(b-M+1)),
\]  

(33)

where we set \( \hat{w}_i(b_1) = w(b_1) := 1 \) for every \( b_1 \leq 0 \).

Every Node \( k \in \{1, 2, \ldots, M\} \) thus receives a \( T \)-sequence

\[
\vec{Y}_k(b) := \vec{X}_k(\vec{X}_0(b), \ldots, \vec{X}_{M-1}(b))
\]  

(34)

with probability:

\[
\text{Prob}(\vec{Y}_k(b)|\vec{X}_0(b), \ldots, \vec{X}_{M-1}(b)) = \sum_{t=1}^{T} p(\vec{Y}_{k,t}(b)|\vec{X}_{0,t}(b), \ldots, \vec{X}_{M-1,t}(b)),
\]

where, \( \vec{X}_{k,t}(b) \) is the \( t \)-th element of the vector \( \vec{Y}_k(b) \), and similar definitions hold for \( \vec{X}_{i,t}(b), i = 0, \ldots, M-1 \).

Decoding

At the end of each block \( b \in \{1, \ldots, B\} \), every Node \( k \in \{1, \ldots, M\} \) (for \( b - k + 1 \geq 1 \)) declares \( \hat{w}_k(b-k+1) = w \) if \( w \) is the unique value in \( \{1, \ldots, 2T^R\} \) such that in all the blocks \( b-j, j = 0,1,\ldots, k-1 \):

\[
\{x_{k-1-j}(w|\hat{w}_k(b-k), \ldots, \hat{w}_k(b-j-M+1)), \ldots, x_{M-1}(\hat{w}_k(b-j-M+1), \vec{Y}_k(b-j)) \in A_{C}^{(T)}(X_{k-1-j}, \ldots, X_{M-1}, Y_k); \}
\]  

(35)

Otherwise, if no unique \( w \) as above exists, an error is declared with \( \hat{w}_k(b-k+1) = 0 \).

Analysis of probability of error

Denote the event that no decoding error is made in the first \( b \) blocks by

\[
A_c(b) := \{\hat{w}_k(b_1-k+1) = w(b_1-k+1), \text{ for all } b_1 \in \{1, \ldots, b\} \text{ and } k \in \{1, \ldots, M\}\},
\]
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and let its probability be $P_c(b) := \text{Prob}(A_c(b))$, with $P_c(0) := 1$.

Then the probability that some decoding error is made at some Node $k \in \{1, \ldots, M\}$ in some block $b \in \{1, \ldots, B\}$ is

$$P_e := \text{Prob}(\hat{w}_k(b - k + 1) \neq w(b - k + 1), \text{ for some } k \in \{1, \ldots, M\}, b \in \{1, \ldots, B\})$$

$$= \sum_{b=1}^{B} \text{Prob}(\hat{w}_k(b - k + 1) \neq w(b - k + 1) \text{ for some } k \in \{1, \ldots, M\} | A_c(b - 1)) \cdot P_e(b - 1)$$

$$\leq \sum_{b=1}^{B} \sum_{k=1}^{M} \text{Prob}(\hat{w}_k(b - k + 1) \neq w(b - k + 1) | A_c(b - 1)) \cdot P_e(b - 1)$$

$$=: \sum_{b=1}^{B} \sum_{k=1}^{M} P_{e,k}(b) \cdot P_e(b - 1),$$

(36)

where $P_{e,k}(b) := \text{Prob}(\hat{w}_k(b - k + 1) \neq w(b - k + 1) | A_c(b - 1))$. Hence $P_{e,k}(b)$ is the probability that a decoding error happens at Node $k$ in block $b$, conditioned on the event that no decoding error was made in the previous $b - 1$ blocks.

Next, we calculate $P_{e,k}(b), k \in \{1, \ldots, M\}$. Since $A_c(b - 1)$ is presumed to hold, for every Node $k \in \{1, \ldots, M\}$ we have

$$\hat{w}_k(b_1 - k + 1) = w(b_1 - k + 1), \text{ for } 1 \leq b_1 \leq b - 1.$$ 

Hence, by (33)-(34), the decoding rule (35) is equivalent to: Each Node $k \in \{1, \ldots, M\}$ (when $b - k + 1 \geq 1$) declares $\hat{w}_k(b - k + 1) = w$ if $w$ is the unique value in $\{1, \ldots, 2^{2R}\}$ such that in all the blocks $b - j$, for $j = 0, 1, \ldots, k - 1$:

$$\left\{ x_{k-1-j}(w|w(b - k), \ldots, w(b - j - M + 1)), x_{k-j}(w(b - k)|w(b - k - 1), \ldots, w(b - j - M + 1)), \ldots, x_{M-1}(w(b - j - M + 1)) \right\}$$

$$\in A_c^{(T)}(X_{k-1-j}, X_{k-j}, \ldots, X_{M-1}, Y_k).$$

(37)

Let

$$\mathcal{W}_{k,j}(b) := \{ w \in \{1, \ldots, 2^{2R}\} : w \text{ satisfies (37)} \};$$

$$\mathcal{W}_k(b) := \bigcap_{j=0}^{k-1} \mathcal{W}_{k,j}(b).$$

(37)
Then, $P_{e,k}(b)$ is the probability that $w(b-k+1) \not\in \mathcal{W}_k(b)$, or some $w' \in \mathcal{W}_k(b)$ but $w' \neq w(b-k+1)$, conditioned on the event that no decoding error was made in the previous $b-1$ blocks. Thus,

$$
P_{e,k}(b) = \Pr(w(b-k+1) \not\in \mathcal{W}_k(b), \text{ or some } w' \in \mathcal{W}_k(b) \text{ but } w' \neq w(b-k+1) \mid A_c(b-1)) \leq \Pr(w(b-k+1) \not\in \mathcal{W}_k(b) \mid A_c(b-1)) + \Pr(\text{some } w' \in \mathcal{W}_k(b) \text{ but } w' \neq w(b-k+1) \mid A_c(b-1))$$

$$
\leq \frac{\Pr(w(b-k+1) \not\in \mathcal{W}_k(b))}{P_c(b-1)} + \frac{\Pr(\text{some } w' \in \mathcal{W}_k(b) \text{ but } w' \neq w(b-k+1))}{P_c(b-1)}.
$$

Hence, by (36),

$$
P_e \leq \sum_{b=1}^{B} \sum_{k=1}^{M} \left[ \Pr(w(b-k+1) \not\in \mathcal{W}_k(b)) + \Pr(\text{some } w' \in \mathcal{W}_k(b) \text{ but } w' \neq w(b-k+1)) \right].
$$

Now, by Lemma 4.1 with $(Z_1, \ldots, Z_m) = (X_{k-1-j}, \ldots, X_{M-1}, Y_k)$, for $T$ large enough, we have for $j = 0, 1, \ldots, k-1$,

$$
\Pr(w(b-k+1) \not\in \mathcal{W}_{k,j}(b)) < \epsilon,
$$

and for any $w' \neq w(b-k+1)$,

$$
\Pr(w' \in \mathcal{W}_{k,j}(b)) < 2^{-T(h(X_{k-1-j}, Y_k) \mid X_{k-1-j}, \ldots, X_{M-1}) - 6\epsilon}.
$$

Hence,

$$
\Pr(w(b-k+1) \not\in \mathcal{W}_k(b)) \leq \sum_{j=0}^{k-1} \Pr(w(b-k+1) \not\in \mathcal{W}_{k,j}(b)) \leq \sum_{j=0}^{k-1} \epsilon = k\epsilon \leq M\epsilon,
$$
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and

$$\text{Prob}(\text{some } w' \in \mathcal{W}_k(b) \text{ but } w' \neq w(b - k + 1))$$

$$\leq \sum_{w' \in \{1, \ldots, 2^{TR}\}} \sum_{w' \neq w(b - k + 1)} \text{Prob}(w' \in \mathcal{W}_k(b))$$

$$= \sum_{w' \in \{1, \ldots, 2^{TR}\}} \prod_{j=0}^{k-1} \text{Prob}(w' \in \mathcal{W}_{k,j}(b)) \quad (41)$$

$$\leq (2^{TR} - 1)2^{-T(I(X_0, \ldots, X_{k-1}; Y_k|X_k, \ldots, X_{M-1}) - 68\epsilon)} \quad (42)$$

where the equation (41) follows from the independence among the codebooks of any $M$ consecutive blocks, and (42) follows from (39) and the following equation:

$$I(X_0, \ldots, X_{k-1}; Y_k|X_k, \ldots, X_{M-1}) = \sum_{j=0}^{k-1} I(X_{k-1-j}, Y_k|X_{k-j}, \ldots, X_{M-1}).$$

For any $R$ satisfying (9), by choosing $\epsilon$ small enough, we can make $T$ large enough such that for any $\epsilon_1 > 0$ and all $k \in \{1, \ldots, M\},$

$$\text{Prob}(\text{some } w' \in \mathcal{W}_k(b) \text{ but } w' \neq w(b - k + 1))$$

$$\leq (2^{TR} - 1)2^{-T(I(X_0, \ldots, X_{k-1}; Y_k|X_k, \ldots, X_{M-1}) - 68\epsilon)}$$

$$< \epsilon_1. \quad (43)$$

Hence, by (38), (40) and (43),

$$P_\epsilon \leq \sum_{b=1}^{B} \sum_{k=1}^{M} (M\epsilon + \epsilon_1)$$

$$\leq BM^2\epsilon + BM\epsilon_1,$$

which can be made arbitrarily small by letting $T \to \infty$.

Finally, the argument on choosing one good codebook from many random codebooks and throwing away the worse half of the codewords is standard. □
5 Proof of Theorem 3.2

The achievability is proved in Theorem 3.1. The converse follows immediately from the max-flow min-cut theorem for general multi-node networks stated in Theorem 14.10.1 in [9], where the node set $S$ is chosen to be \{0\}, \{0, 1\}, \ldots, \{0, 1, \ldots, M - 1\} sequentially, and with the following equations:

$$
I(X_0, \ldots, X_{k-1}; Y_k, \ldots, Y_M | X_k, \ldots, X_{M-1})
= I(X_0, \ldots, X_{k-1}; Y_k | X_k, \ldots, X_{M-1})
+ \sum_{j=k+1}^{M} I(X_0, \ldots, X_{k-1}; Y_j | Y_k, \ldots, Y_{j-1}, X_k, \ldots, X_{M-1})
= I(X_0, \ldots, X_{k-1}; Y_k | X_k, \ldots, X_{M-1}), \quad \text{for } k = 1, \ldots, M,
$$

where (44) follows from

$$
\sum_{j=k+1}^{M} I(X_0, \ldots, X_{k-1}; Y_j | Y_k, \ldots, Y_{j-1}, X_k, \ldots, X_{M-1})
= \sum_{j=k+1}^{M} H(Y_j | Y_k, \ldots, Y_{j-1}, X_k, \ldots, X_{M-1})
- \sum_{j=k+1}^{M} H(Y_j | X_0, \ldots, X_{k-1}, Y_k, \ldots, Y_{j-1}, X_k, \ldots, X_{M-1})
= H(Y_{k+1}, \ldots, Y_M | Y_k, X_k, \ldots, X_{M-1}) - H(Y_{k+1}, \ldots, Y_M | Y_k, X_0, \ldots, X_{M-1})
= 0, \quad \text{for } k = 1, \ldots, M - 1,
$$

with the last equation following immediately from (8) and the definition of conditional entropy.

\[\square\]

6 Proof of Theorem 3.3

In this section, we prove Theorem 3.3.

We add a “virtual” Node $M + 1$ to the channel with output $y_{M+1} = y_M$, but with no input. Hence this node will not affect the dynamics of the channel in any way. Then by Theorem 3.1, the following rate is achievable from Node 0 to Node $M + 1$:

$$
R < \max_{p(x_0, x_1, \ldots, x_M)} \min_{1 \leq k \leq M+1} I(X_0, \ldots, X_{k-1}; Y_k | X_k, \ldots, X_M).
$$

(45)
By the coding scheme stated in the proof of Theorem 3.1, the rate above is also achieved from Node 0 to Node M. (This is also obvious since $y_{M+1} \equiv y_M$ and there is no $x_{M+1}$.)

Now by (45), to prove Theorem 3.1, we only need to show that the following inequality always holds:

$$I(X_0, \ldots, X_M; Y_{M+1}) \geq I(X_0, \ldots, X_{M-1}; Y_M|X_M).$$

Fortunately, by the construction that $Y_{M+1} = Y_M$, it follows immediately that

$$I(X_0, \ldots, X_M; Y_{M+1}) = I(X_0, \ldots, X_M; Y_M) = I(X_M; Y_M) + I(X_0, \ldots, X_{M-1}; Y_M|X_M) \geq I(X_0, \ldots, X_{M-1}; Y_M|X_M).$$

Finally, the proof of Theorem 3.4 is similar to that of Theorem 3.1 and is omitted.

7 Concluding remarks

We have provided a new coding scheme for the multiple level relay problem. This scheme is not only simpler, but it also easily extends to the case of multiple levels of relaying. This allows us to develop a simple expression for an achievable rate that is generally higher than that in [5]. For degraded channels, our result is exact.
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