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This paper introduces the satisﬁability problem, which lies at the heart of computation theory, from a statistical mechanical view. The emphasis is on the average behavior of random SAT ensembles, especially the abrupt transition in the ratio of satisfiable and unsatisfiable formulas.

1. THE SATISFIABILITY PROBLEM

Satisﬁability (SAT) is the problem of determining whether a given Boolean formula allows an assignment of variables that makes the formula evaluate to TRUE (satisfiable) or, conversely, whether a Boolean formula is identically FALSE (unsatisfiable).

SAT is central to computational complexity theory for it serves as a prototype of combinatorial optimization problems and, more importantly, it is NP-complete. Roughly speaking, the latter means that SAT represents all problems that may not be decidable in polynomial time but allow proofs (e.g. true-assignments of variables) to be veriﬁed in polynomial time.

It is conventional to consider only Boolean formulas in conjunctive normal form (CNF). For instance,

$$F = C_1 \land C_2 \land C_3 \ldots \land C_M,$$

and the clauses $C_i$ could be

$$C_1 = (x_i \lor \bar{x}_j \lor \cdots), \quad C_2 = \cdots$$

Here $\bar{x}_i$ is the negation of the variable $x_i$. Both $x_i$ and $\bar{x}_i$ are called literals.

$K$-SAT is the subset of SAT with each clause containing exactly $K$ literals. While $K$-SAT with $K \geq 3$ is NP-complete and essentially as hard as SAT, simple polynomial-time algorithms for 1-SAT and 2-SAT are known [1].

1.1. Random $K$-SAT

There are $\binom{N}{K}2^K$ ways to form a $K$-literal clause from $N$ variables. Let SAT$_K (N, M)$ denote the ensemble generated by including in the formula each of the $\binom{N}{K}2^K$ different clauses independently with probability $M2^{-K}/\binom{N}{K}$ so that the mean number of clauses in a formula is $M$. When we ﬁx the ratio $\alpha \equiv M/N$ and consider the limit $N \to \infty$, interesting phenomena resembling phase transitions in statistical physics occur.

2. PHASE TRANSITION IN RANDOM $K$-SAT

Intuitively, we expect that a Boolean formula is less likely to be satisfiable as more clauses are added. From the view of statistical physics, it is natural to suspect that some kind of phase transition will occur in the large $N$ limit. This section discusses phase transition as the jump between an almost satisfiable random SAT ensemble and an almost unsatisfiable one.

2.1. $K = 2$

The $K = 2$ case is discussed first because it is more tractable but not trivial. Random 2-SAT undergoes a phase transition between a satisfiable phase and an unsatisfiable phase at $\alpha_c = 1$ [3][4]. More precisely, let $P_K (N, \alpha)$ be the portion of satisfiable formulas in SAT$_K (N, \alpha N)$. Then

$$\lim_{N \to \infty} P_2 (N, \alpha) = \begin{cases} 1 & \text{if } \alpha < 1; \\ 0 & \text{if } \alpha > 1. \end{cases}$$

In addition to a mathematical proof omitted here, it is enlightening to guess the same conclusion through an (loose) RG analysis.

Consider eliminating a variable from the ensemble SAT$_2 (N, M)$ so that

$$N' = N - 1.$$ (4)

Each formula should be transformed without changing its Boolean function. For example, if $x_4$ is being eliminated, then the formula

$$(x_1 \lor x_4) \land (\bar{x}_1 \lor \bar{x}_4) \land (\bar{x}_2 \lor x_4) \land (x_3 \lor \bar{x}_4)$$ (5)

should become

$$(x_1 \lor \bar{x}_2) \lor (\bar{x}_1 \land x_4) = (x_1 \lor \bar{x}_1) \land (x_1 \lor x_3) \land (\bar{x}_2 \lor \bar{x}_1) \land (\bar{x}_2 \lor x_3).$$ (6)

There are certainly infinite ways to write down another equivalent boolean formula, but the above transformation is most straightforward and yields a new ensemble closest to a random one. The mean number of clauses in the transformed ensemble is

$$M' = M - 2\alpha + \alpha^2.$$ (7)
The possibility of eliminating clauses such as \((x_4 \lor \overline{x}_4)\) is not considered because their \(\mathcal{O}(M/N^2)\) contribution is negligible in the large \(N\) limit. Pretend that the new ensemble is indeed random and call it SAT\(_2\) \((N', M')\) for the time being. Then the new clause-to-variable ratio is

\[
\alpha' = \frac{M'}{N'} = \alpha \cdot \left(1 + \frac{\alpha - 1}{N - 1}\right).
\]

(8)

We can immediately identify the critical value

\[
\alpha_c = 1,
\]

(9)

which coincides with the exact value in Eq. (3).

The transformation Eq. (8) fails to predict the eigenvalue at \(\alpha = \alpha_c = 1\), as indicated by Fig. 2, in which applying the transformation on \(N = 500\) ensembles 100 times does not give the correct description of \(N = 400\) ensembles. The correct scaling of the transition region in \(\alpha\) is \(\Delta \alpha \sim N^{-1/3}\) (Fig. 3) instead of \(\Delta \alpha \sim N^{-1}\) predicted by Eq. (8), although the proof is involved [4]. Looking carefully at the example Eq. (6), we can find that the transformed clauses tend to contain similar literals when \(\alpha > 1\), and therefore the new ensemble has less information content than the random ensemble with \(M\) given by Eq. (7). On the other hand, if the transformation results in mostly mergers of two clauses with opposite literals \(x_i\) and \(\overline{x}_i\), the new ensemble will be close to a random one, which is the case at the critical point \(\alpha_c = 1\).

\[2.2.\quad K = 1\]

With \(N\) variables and \(M = \alpha N > 0\) one-literal clauses, it is almost certain that both \(x_i\) and \(\overline{x}_i\) appear in the same formula for some \(i\) in the \(N \to \infty\) limit. Thus a random formula is almost always unsatisfiable for all \(\alpha > 0\).

An “RG” analysis similar to the \(K = 2\) case is not applicable because there is no obvious way to eliminate a variable \(x_i\) from a formula such as \(x_i \land \overline{x}_i \cdots\) while preserving its Boolean function.

\[2.3.\quad K = 3 \text{ or more}\]

Similar to Eq. (3), it is conjectured that for any \(K \geq 2\), there exists \(\alpha_c(K)\) such that

\[
\lim_{N \to \infty} P_K(N, \alpha) = \begin{cases} 
1 & \text{if } \alpha < \alpha_c(K); \\
0 & \text{if } \alpha > \alpha_c(K).
\end{cases}
\]

(10)
For example, numerical simulations give $\alpha_c(3) \approx 4.17$ (Fig. 1) [5]. While numerical and theoretical studies favor the conjecture, a definitive proof is lacking [3].

It is difficult to find a procedure that simplifies 3-SAT formulas like Eq. (6); otherwise it would be a polynomial-time algorithm for an NP-complete problem, the existence of which is still a big open problem [1].

3. REMARKS

The connection between statistical physics and computation is not unfamiliar, and there are other ways in which the SAT problem can be treated physically. For example, SAT can be formulated as spin glasses, a prototypical family of disordered systems. Deciding satisfiability then corresponds to finding the ground state (annealing), and random SAT ensemble is mapped to quenched disorder [5].

Interestingly, there is an analogy between the complexity $K$-SAT and $K$-dimensional Ising model. Both problems are readily solvable at $K = 1$, not quite trivial at $K = 2$, but they present great challenges when $K = 3$. In fact, it has been proven that 3-D Ising model is NP-complete by relating 3-SAT and 3-D Ising model [6]. Nevertheless, it should be noted that 4-D Ising model becomes easy again due to applicability of mean-field theory while 4-SAT is not less intractable.