"Either the butler or the gardener did it. Therefore, if the butler didn’t do it, the gardener did." This piece of reasoning — call it the direct argument — may seem tedious, but it is surely compelling. Yet if it is a valid inference, then the indicative conditional conclusion must be logically equivalent to the truth-functional material conditional, and this conclusion has consequences that are notoriously paradoxical. The problem is that if one accepts the validity of the intuitively reasonable direct argument from the material conditional to the ordinary indicative conditional, then one must accept as well the validity of many arguments that are intuitively absurd. Consider, for example, "the butler did it; therefore, if he didn’t, the gardener did." The premiss of this argument entails the premiss of the direct argument, and their conclusions are the same. Therefore, if the direct argument is valid, so is this one. But this argument has no trace of intuitive plausibility. Or consider what may be inferred from the denial of a conditional. Surely I may deny that if the butler didn’t do it, the gardener did without affirming the butler’s guilt. Yet if the conditional is material, its negation entails the truth of its antecedent. It is easy to multiply paradoxes of the material conditional in this way — paradoxes that must be explained away by anyone who wants to defend the thesis that the direct argument is valid. Yet anyone who denies the validity of that argument must explain how an invalid argument can be as compelling as this one seems to be.

There are thus two strategies that one may adopt to respond to this puzzle: defend the material conditional analysis and explain away the paradoxes of material implication, or reject the material conditional analysis and explain away the force of the direct argument. H.P. Grice, in his William James lectures, pursued the first of these strategies, using principles of conversation to explain
facts about the use of conditionals that seem to conflict with the truth-functional analysis of the ordinary indicative conditional. I will follow the second strategy, defending an alternative semantic analysis of conditionals according to which the conditional entails, but is not entailed by, the corresponding material conditional. I will argue that, although the premiss of the direct argument does not semantically entail its conclusion, the inference is nevertheless a reasonable inference. My main task will be to define and explain a concept of reasonable inference which diverges from semantic entailment, and which justifies this claim.

Grice's strategy and mine have this in common: both locate the source of the problem in the mistaken attempt to explain the facts about assertion and inference solely in terms of the semantic content, or truth conditions, of the propositions asserted and inferred. Both attempt to explain the facts partly in terms of the semantic analysis of the relevant notions, but partly in terms of pragmatic principles governing discourse. Both recognize that since assertion aims at more than truth, and inference at more than preserving truth, it is a mistake to reason too quickly from facts about assertion and inference to conclusions about semantic content and semantic entailment.

My plan will be this: first, I will try to explain, in general terms, the concept of reasonable inference and to show intuitively how there can be reasonable inferences which are not entailments. Second, I will describe a formal framework in which semantic concepts like content and entailment as well as pragmatic concepts like assertion and inference can be made precise. Third, within this framework, I will sketch the specific semantic analysis of conditionals, and state and defend some principles relating conditional sentences to the contexts in which they are used. Fourth, I will show that, according to these analyses, the direct argument is a reasonable inference. Finally, I will look at another puzzling argument involving reasoning with conditionals — an argument for fatalism — from the point of view of this framework.

I

Reasonable inference, as I shall define it, is a pragmatic relation: it relates speech acts rather than the propositions which are the contents of speech acts. Thus it contrasts with entailment which is a
purely semantic relation. Here are rough informal definitions of the two notions: first, reasonable inference: an inference from a sequence of assertions or suppositions (the premisses) to an assertion or hypothetical assertion (the conclusion) is reasonable just in case, in every context in which the premisses could appropriately be asserted or supposed, it is impossible for anyone to accept the premisses without committing himself to the conclusion; second, entailment: a set of propositions (the premisses) entails a proposition (the conclusion) just in case it is impossible for the premisses to be true without the conclusion being true as well. The two relations are obviously different since they relate different things, but one might expect them to be equivalent in the sense that an inference would be reasonable if and only if the set of propositions expressed in the premisses entailed the proposition expressed in the conclusion. If this equivalence held, then the pragmatic concept of inference would of course have no interest. I shall argue that, and try to show why, the equivalence does not hold. Before discussing the specific framework in which this will be shown, let me try to explain in general terms how it is possible for an inference to be reasonable, in the sense defined, even when the premisses do not entail the conclusion.

The basic idea is this: many sentences are context dependent; that is, their semantic content depends not just on the meanings of the words in them, but also on the situations in which they are uttered. Examples are familiar: quantified sentences are interpreted in terms of a domain of discourse, and the domain of discourse depends on the context; the referents of first and second person pronouns depend on who is speaking, and to whom; the content of a tensed sentence depends on when it is uttered. Thus context constrains content in systematic ways. But also, the fact that a certain sentence is uttered, and a certain proposition expressed, may in turn constrain or alter the context. There are two ways this may happen: first, since particular utterances are appropriate only in certain contexts, one can infer something about a context from the fact that a particular utterance is made (together with the assumption that the utterance is appropriate); second, the expression of a proposition alters the context, at the very least by changing it into a context in which that proposition has just been expressed. At any given time in a conversation, the context will depend in part on what utterances have been made, and what propositions expressed, previously in the conversation. There is thus a two way interaction between contexts of utterance and the
contents of utterances. If there are general rules governing this interaction, these rules may give rise to systematic relations between propositions expressed at different points in a conversation, relations which are mediated by the context. Such relations may become lost if one ignores the context and considers propositions in abstraction from their place in a discourse. It is because entailment relates propositions independently of their being asserted, supposed or accepted, while reasonable inference concerns propositions which are expressed and accepted, that the two relations may diverge.

These general remarks are not an attempt to show that the notions of entailment and reasonable inference do in fact diverge, but only an attempt to point to the source of the divergence that will be shown. To show the divergence, I must say what contexts are, or how they are to be represented formally. I must say, for some specific construction (here, conditionals) how semantic content is a function of context. And I must state and defend some rules which relate contexts to the propositions expressed in them.

II

The framework I will use begins with, and takes for granted, the concept of a possible world. While model theory based on possible worlds is generally agreed to be a powerful and mathematically elegant tool, its intuitive content and explanatory power are disputed. It is argued that a theory committed to the existence of such implausible entities as possible worlds must be false. Or at least the theory cannot do any philosophical work unless it can provide some kind of substantive answer to the question, what is a possible world? Possible worlds are certainly in need of philosophical explanation and defense, but for the present I will make just a brief remark which will perhaps indicate how I understand this basic notion.5

It is a common and essential feature of such activities as inquiring, deliberating, exchanging information, predicting the future, giving advice, debating, negotiating, explaining and justifying behavior, that the participants in the activities seek to distinguish, in one way or another, among alternative situations that may arise, or might have arisen. Possible worlds theory, as an explanatory theory of rational activity, begins with the notion of
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an alternative way that things may be or might have been (which is all that a possible world is) not because it takes this notion to be unproblematic, but because it takes it to be fundamental to the different activities that a theory of rationality seeks to characterize and relate to each other. The notion will get its content, not from any direct answer to the question, what is a possible world? or from any reduction of that notion to something more basic or familiar, but from its role in the explanations of such a theory. Thus it may be that the best philosophical defense that one can give for possible worlds is to use them in the development of substantive theory.

Taking possible worlds for granted, we can define a proposition as a function from possible worlds into truth values. Since there are two truth values, this means that a proposition is any way of dividing a set of possible worlds into two parts — those for which the function yields the value true, and those for which it yields the value false. The motivation for this representation of propositions is that, as mentioned above, it is an essential part of various rational activities to distinguish among alternative possible situations, and it is by expressing and adopting attitudes toward propositions that such distinctions are made.

How should a context be defined? This depends on what elements of the situations in which discourse takes place are relevant to determining what propositions are expressed by context dependent sentences and to explaining the effects of various kinds of speech acts. The most important element of a context, I suggest, is the common knowledge, or presumed common knowledge and common assumption of the participants in the discourse. A speaker inevitably takes certain information for granted when he speaks as the common ground of the participants in the conversation. It is this information which he can use as a resource for the communication of further information, and against which he will expect his speech acts to be understood. The presumed common ground in the sense intended — the presuppositions of the speaker — need not be the beliefs which are really common to the speaker and his audience; in fact, they need not be beliefs at all. The presuppositions will include whatever the speaker finds it convenient to take for granted, or to pretend to take for granted, to facilitate his communication. What is essential is not that the propositions presupposed in this sense be believed by the speaker, but rather that the speaker believe that the presuppositions are common to himself and his audience. This is essential since they
provide the context in which the speaker intends his statements to be received.

In the possible worlds framework, we can represent this background information by a set of possible worlds — the possible worlds not ruled out by the presupposed background information. I will call this set of possible worlds the context set. Possible worlds within the set are situations among which the speaker intends his speech acts to distinguish. I will sometimes talk of propositions being compatible with or entailed by a context. This means, in the first case, that the proposition is true in some of the worlds in the context set, and in the second case that the proposition is true in all of the worlds in the context set. Intuitively, it means, in the first case, that it is at least an open question in the context whether or not the proposition is true, and in the second case, that the proposition is presupposed, or accepted, in the context.

Propositions, then, are ways of distinguishing among any set of possible worlds, while context sets are the sets of possible worlds among which a speaker means to distinguish when he expressed a proposition.

III

The semantic analysis of conditionals that I will summarize here is developed and defended more fully elsewhere. The analysis was constructed primarily to account for counterfactual conditionals — conditionals whose antecedents are assumed by the speaker to be false — but the analysis was intended to fit conditional sentences generally, without regard to the attitudes taken by the speaker to antecedent or consequent or his purpose in uttering them, and without regard to the grammatical mood in which the conditional is expressed.

The idea of the analysis is this: a conditional statement, if A, then B, is an assertion that the consequent is true, not necessarily in the world as it is, but in the world as it would be if the antecedent were true. To express this idea formally in a semantic rule for the conditional, we need a function which takes a proposition (the antecedent) and a possible world (the world as it is) into a possible world (the world as it would be if the antecedent were true). Intuitively, the value of the function should be that world in which the antecedent is true which is most similar, in relevant respects, to the actual world (the world which is one of
the arguments of the function). In terms of such a function — call it $f$ — the semantic rule for the conditional may be stated as follows: a conditional, if $A$, then $B$, is true in a possible world $i$ just in case $B$ is true in possible world $f(A, i)$.

It may seem that little has been accomplished by this analysis, since it just exchanges the problem of analyzing the conditional for the problem of analyzing a semantic function which is equally problematic, if not more so. In one sense this is correct: the analysis is not intended as a reduction of the conditional to something more familiar or less problematic, and it should not satisfy one who comes to the problem of analyzing conditionals with the epistemological scruples of a Hume or a Goodman. The aim of the analysis is to give a perspicuous representation of the formal structure of conditionals — to give the form of their truth conditions. Even if nothing substantive is said about how antecedents select counterfactual possible worlds, the analysis still has non-trivial, and in some cases surprising, consequences for the logic of conditionals.

But what more can be said about this selection function? If it is to be based on similarity in some respect or other, then it must have certain formal properties. It must be a function that determines a coherent ordering of the possible worlds that are selected. And, since whatever the respects of similarity are that are relevant, it will always be true that something is more similar to itself than to anything else, the selection function must be one that selects the actual world whenever possible, which means whenever the antecedent is true in the actual world. Can anything more substantive be said about the relevant respects of similarity on which the selection is based? Not, I think, in the semantic theory of conditionals. Relevant respects of similarity are determined by the context, and the semantics abstracts away from the context by taking it as an unexplained given. But we can, I think, say something in a pragmatic theory of conditional statements about how the context constrains the truth conditions for conditionals, at least for indicative conditionals.

I cannot define the selection function in terms of the context set, but the following constraint imposed by the context on the selection function seems plausible: if the conditional is being evaluated at a world in the context set, then the world selected must, if possible, be within the context set as well (where $C$ is the context set, if $i \in C$, then $f(A, i) \in C$). In other words, all worlds within the context set are closer to each other than any worlds
outside it. The idea is that when a speaker says If $A$, then everything he is presupposing to hold in the actual situation is presupposed to hold in the hypothetical situation in which $A$ is true. Suppose it is an open question whether the butler did it or not, but it is established and accepted that whoever did it, he or she did it with an ice pick. Then it may be taken as accepted and established that if the butler did it, he did it with an ice pick.

The motivation of the principle is this: normally a speaker is concerned only with possible worlds within the context set, since this set is defined as the set of possible worlds among which the speaker wishes to distinguish. So it is at least a normal expectation that the selection function should turn first to these worlds before considering counterfactual worlds — those presupposed to be non-actual. Conditional statements can be directly relevant to their primary uses — deliberation, contingency planning, making hedged predictions — only if they conform to this principle.

Nevertheless, this principle is only a defeasible presumption and not a universal generalization. For some special purpose a speaker may want to make use of a selection function which reaches outside of the context set, which is to say he may want to suspend temporarily some of the presuppositions made in that context. He may do so provided that he indicates in some way that his selection function is an exception to the presumption. Semantic determinants like domains and selection functions are a function of the speaker's intentions; that is why we must allow for exceptions to such pragmatic generalizations. But they are a function of the speaker's intention to communicate something, and that is why it is essential that it be conveyed to the audience that an exception is being made.

I take it that the subjunctive mood in English and some other languages is a conventional device for indicating that presuppositions are being suspended, which means in the case of subjunctive conditional statements, that the selection function is one that may reach outside of the context set. Given this conventional device, I would expect that the pragmatic principle stated above should hold within exception for indicative conditionals.

In what kinds of cases would a speaker want to use a selection function that might reach outside of the context set? The most obvious case would be one where the antecedent of the conditional statement was counterfactual, or incompatible with the presuppositions of the context. In that case one is forced to go
outside the context set, since there are no possible worlds in it which are eligible to be selected. But there are noncounterfactual cases as well. Consider the argument, The murderer used an ice pick. But if the butler had done it, he wouldn't have used an ice pick. So the murderer must have been someone else. The subjunctive conditional premiss in this modus tollens argument cannot be counterfactual since if it were the speaker would be blatantly begging the question by presupposing, in giving his argument, that his conclusion was true. But that premiss does not conform to the constraint on selection functions, since the consequent denies the first premiss of the argument, which presumably is accepted when the second premiss is given.

Notice that if the argument is restated with the conditional premiss in the indicative mood, it is anomolous.

My second example of a subjunctive noncounterfactual conditional which violates the constraint is adapted from an example given by Alan Anderson many years ago. If the butler had done it, we would have found just the clues which we in fact found. Here a conditional is presented as evidence for the truth of its antecedent. The conditional cannot be counterfactual, since it would be selfdefeating to presuppose false what one is trying to show true. And it cannot conform to the constraint on selection functions since if it did, it would be trivially true, and so no evidence for the truth of the antecedent. Notice, again that when recast into the indicative mood, the conditional seems trivial, and does not look like evidence for anything.

The generalization that all indicative conditionals conform to the pragmatic constraint on selection functions has the following consequence about appropriateness conditions for indicative conditionals: It is appropriate to make an indicative conditional statement or supposition only in a context which is compatible with the antecedent. In effect, this says that counterfactual conditionals must be expressed in the subjunctive. This follows since indicative conditionals are those which must conform to the constraint, while counterfactuals are, by definition, those which cannot.

I need just one more assumption in order to show that the direct argument is a reasonable inference — an assumption about conditions of appropriateness for making assertions. The generalization that I will state is a quite specific one concerning disjunctive statements. I am sure it is derivable from more general conversational principles of the kind that Grice has discussed, but since I am not sure exactly what form such general principles should take, I will
confine myself here to a generalization which has narrow application, but which can be clearly stated and easily defended. The generalization is this: *a disjunctive statement is appropriately made only in a context which allows either disjunct to be true without the other.* That is, one may say *A or B* only in a situation in which both *A and not-B* and *B and not-A* are open possibilities. The point is that each disjunct must be making some contribution to determining what is said. If the context did not satisfy this condition, then the assertion of the disjunction would be equivalent to the assertion of one of the disjuncts alone. So the disjunctive assertion would be pointless, hence misleading, and therefore inappropriate.\(^{14}\)

IV

All of the ingredients of the solution to the puzzle are now assembled and ready to put together. It may seem that this is a rather elaborate apparatus for such a simple puzzle, but each of the elements — propositions and contexts, the semantic analysis of conditionals, the pragmatic constraint on conditionals, and the generalization about appropriateness — is independently motivated. It is not that this apparatus has been assembled just to solve the little puzzle; it is rather that the puzzle is being used to illustrate, in a small way, the explanatory capacity of the apparatus.

The argument we began with has the form *A or B, therefore, if not-A, then B.* This inference form is a reasonable inference form just in case every context in which a premiss of that form could appropriately be asserted or explicitly supposed, and in which it is accepted, is a context which entails the proposition expressed by the corresponding conclusion. Now suppose the premiss, *A or B,* is assertable and accepted. By the constraint on the appropriateness of disjunctive statements, it follows that the context is compatible with the conjunction of *not-A* with *B.* Hence the antecedent of the conditional conclusion, *not-A,* is compatible with the context. Now it follows from the pragmatic constraint on selection functions that if a proposition *P* is *compatible* with the context, and another proposition *Q* is *accepted* in it, or *entailed* by it, then the conditional, *if P, then Q,* is entailed by it as well. So, since *not-A* is compatible with the context, and the premiss *A or B* is accepted, the conditional, *if not-A, then A or B,* must be accepted as well. But this conditional proposition entails the conclusion of the argument, *if not-A, then B.* So the inference is a reasonable one.

Since the argument works the other way as well, it follows that
the indicative conditional and the material conditional are equivalent in the following sense: in any context where either might appropriately be asserted, the one is accepted, or entailed by the context, if and only if the other is accepted, or entailed by the context. This equivalence explains the plausibility of the truth-functional analysis of indicative conditionals, but it does not justify that analysis since the two propositions coincide only in their assertion and acceptance conditions, and not in their truth conditions. The difference between the truth conditions of the two propositions will show itself if one looks at acts and attitudes other than assertion and acceptance. To take the simplest case, it may be reasonable to deny a conditional, even when not denying the corresponding material conditional. For example, I know I didn't do it, so I know that it is false that if the butler didn't do it, I did. But since I don't know whether the butler did it or not, I am in no position to deny the material conditional, which is equivalent to the disjunction, either the butler did it or I did. I may even think that that disjunction is very probably true.

There are two other familiar inference forms involving conditions which are judged to be reasonable, although invalid, by this analysis: contraposition and the hypothetical syllogism. It was one of the surprising consequences of the semantic analysis sketched above that these inferences are, in general, invalid. Nevertheless, these consequences count in favor of the semantic analysis rather than against it since there are clear counterexamples to both inference forms. But all the counterexamples involve subjunctive conditions which are counterfactual — conditionals whose antecedents are presupposed to be false. Now we can explain why there are no purely indicative counterexamples, and also why the arguments have the appearance of validity which they have. Both argument forms can be shown to be reasonable inferences, given that all conditionals involved are indicative, and given the assumption that indicative conditionals always conform to the pragmatic constraint on selection functions.¹⁵

V

I want to conclude by looking at a notorious argument involving indicative conditionals. The argument for fatalism is, I will argue, unreasonable as well as invalid. But it gains its appearance of force from the fact that it is an artful sequence of steps, each one of which has the form of a reasonable or of a valid inference. The trick of the
argument, according to the diagnosis I will give, is that it exploits the changing context in an illegitimate way. Subordinate conclusions, legitimately drawn within their own subordinate contexts, are illegitimately detached from those contexts and combined outside of them. To make clear what I mean, let me sketch the argument. The specific form it takes, and the example used to present it, are taken from Michael Dummett's discussion of fatalism in his paper 'Bringing about the Past'. The setting of the example is wartime Britain during an air raid. I reason as follows: "Either I will be killed in this raid or I will not be killed. Suppose that I will. Then even if I take precautions I will be killed, so any precautions I take will be ineffective. But suppose I am not going to be killed. Then I won't be killed even if I neglect all precautions; so, on this assumption, no precautions are necessary to avoid being killed. Either way, any precautions I take will be either ineffective or unnecessary, and so pointless."

To give an abstract representation of the argument, I will let $K$ mean "I will be killed," $P$ mean "I take precautions," $Q$ mean "precautions are ineffective," and $R$ mean "precautions are unnecessary." The argument, reduced to essentials, is this:

1. $K$ or not-$K$
2. $K$
3. If $P$, $K$
4. $Q$
5. not-$K$
6. If not-$P$, not-$K$
7. $R$
8. $Q$ or $R$

Now I take it that the main problem posed by this argument is not to say what is wrong with it, but rather to explain its illusion of force. That is, it is not enough to say that step $x$ is invalid and leave it at that, even if that claim is correct. One must explain why anyone should have thought that it was valid. Judged by this criterion, Dummett's analysis of the argument does not solve the problem, even though, I think, what he says about the argument is roughly correct. Dummett argues that any sense of the condition which will validate the inference from 2 to 3 (and 5 to 6) must be too weak to validate the inference from 3 to 4 (and 6 to 7). Hence, however the conditional is analyzed, the argument as a whole cannot be valid.
Dummett's argument to this conclusion is convincing, but it would be a full solution to the problem only if he supplemented it by showing that there are in our language distinct senses of the conditional that validate each of those steps. This I do not think he can do, since I do not think the force of the argument rests on an equivocation between two senses of the conditional.

According to the semantic and pragmatic analyses sketched above, there is one sense of the conditional according to which the inference from 2 to 3 is a reasonable inference, and which is also strong enough to justify the inference from 3 to 4. The fallacy, according to the diagnosis, is thus in neither of the steps that Dummett questions. Both of the sub-arguments are good arguments in the sense that anyone who was in a position to accept the premiss, while it remained an open question whether or not the antecedent of the conditional was true, would be in a position to accept the conclusion. That is, if I were in a position to accept that I were going to be killed even though I hadn’t yet decided whether or not to take precautions, then I would surely be reasonable to conclude that taking precautions would be pointless. Likewise if I knew or had reason to accept that I would not be killed.

The problem with the argument is in the final step, an inference which seems to be an instance of an unproblematically valid form constructive dilemma - which has nothing essential to do with conditionals. The argument form that justifies step 8 is this: A or B; C follows from A; D follows from B: therefore, C or D. It is correct that the conclusion follows validly from the premiss provided that the sub-arguments are valid. But it is not correct that the conclusion is a reasonable inference from the premiss, provided that the sub-arguments are reasonable inferences. In the fatalism argument, the sub-arguments are reasonable, but not valid, and this is why the argument fails. So it is a confusion of validity with reasonable inference on which the force of the argument rests.

VI

One final remark: my specific motivation for developing this account of indicative conditionals is of course to solve a puzzle, and to defend a particular semantic analysis of conditionals. But I have a broader motivation which is perhaps more important. That is to defend, by example, the claim that the concepts of pragmatics (the study of linguistic contexts) can be made as mathematically precise
as any of the concepts of syntax and formal semantics; to show that one can recognize and incorporate into abstract theory the extreme context dependence which is obviously present in natural language without any sacrifice to standards of rigor. I am anxious to put this claim across because it is my impression that semantic theorists have tended to ignore or abstract away from context dependence at the cost of some distortion of the phenomena, and that this practice is motivated not by ignorance or misperception of the phenomenon of context dependence, but rather by the belief that the phenomenon is not appropriately treated in a formal theory. I hope that the analysis of indicative conditionals that I have given, even if not correct in its details, will help to show that this belief is not true.
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NOTES

1 The ideas in this paper were developed over a number of years. During part of this time my research was supported by the National Science Foundation, grant number GS-2574; more recently it was supported by the John Simon Guggenheim Memorial Foundation.

2 The argument in the opposite direction — from the indicative conditional to the material conditional — is uncontroversially valid.

3 This does not exhaust the options. Three other possible strategies might be mentioned: (1) Defend the direct argument, not by accepting the truth-functional analysis of the conditional, but by rejecting the truth-functional analysis of the disjunction. (2) Give a three-valued interpretation of the indicative conditional, assigning the neutral value when the antecedent is false. (3) Interpret the indicative conditional as a conditional assertion rather than the assertion of a conditional proposition. Alternative (1) might disarm this particular puzzle, but it seems ad hoc and would not help with other persuasive arguments for the material conditional analysis. Alternative (2) would conflict with some basic and otherwise plausible pragmatic generalizations such as that one should not make an assertion unless one has good reason to think that it is true. Alternative (3) seems to me the most promising and plausible alternative to the account I will develop, but to make it precise, I think one needs much of the framework of a pragmatic theory that I shall use in my account.
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4 Photocopies have been widely circulated; a part of it has been recently published in: *The Logic of Grammar*, (D. Davidson and G. Harman (eds.),) Dickenson, Encino, Cal., 1975, pp. 64-75.


7 For a fuller discussion and defense of this concept, see Stalnaker, 'Presuppositions', *Journal of Philosophical Logic*, 1973, pp. 447-457.

8 Elsewhere, I have called this set the presupposition set, but this terminology proved misleading since it has suggested a set of presuppositions presupposed rather than a set of possible worlds. The terminology adopted here was suggested by Lauri Karttunen.


10 If .4_ is the impossible proposition - the one true in no possible world then there will be no possible world which can be the value of the function, f(A,i), and so the function is left undefined for this case. To take care of this special case, the theory stipulates that all conditionals with impossible antecedents are true.

11 I was slow to see this despite the existence of clear examples in the literature. Comments by John Watling in a discussion of an earlier version of this paper helped me to see the point.

12 This is Watling's example.

13 'A note on Subjunctive and Counterfactual Conditionals,' *Analysis*, 12 (1951), pp. 35-38.

14 As with the pragmatic constraint on selection functions, there may be exceptions to this generalization. One exception is a statement of the form A or B or both. (I assume that the meaning of "or" is given by the truth table for inclusive disjunction.) But statements which conflict with the principle must satisfy two conditions if they are to be appropriate. First, the statement must wear on its face that it is an exception, so that it cannot be misleading. Second, there must be some explanation available of the purpose of violating the generalization, so that it will not be pointless. In the case of the statement A or B or both, it is clear from the logical relation between the last disjunct and the others that it must be an exception, so it satisfies the first condition. The explanation of the point of adding the redundant third disjunct is this: the disjunctive statement, A or B, requires that A and not-B and B and not-A be compatible with the context. The addition of the third disjunct, while adding nothing to the assertive content of the statement, does change the appropriateness conditions of the statement, and thus serves to indicate something about the context, or about the presuppositions of the speaker.
Strictly, the inference to the contrapositive is reasonable only relative to the further assumption that the indicative conclusion is not inappropriate.\footnote{Philosophical Review, 73 (1964), pp. 338-359.}

As with contraposition, the inference from 2 to 3 is reasonable only relative to the further assumption that the conclusion of the inference is appropriate, which means in this case, only relative to the assumption that $P$, the antecedent of the conditional, is compatible with the context. This assumption is obviously satisfied since the setting of the argument is a deliberation about whether or not to make $P$ true.\footnote{I recognize, of course, that the definitions and generalizations presented here are nothing like a rigorous formal theory. But some parts of the apparatus (in particular, the semantics for conditionals) have been more carefully developed elsewhere, and I believe it is a relatively routine matter to state most of the definitions and generalizations which are new in precise model theoretic terms. Just to show how it might go, I will give in an appendix a very abstract definition of a logical concept of reasonable inference.}

\section*{APPENDIX}

Entailment and reasonable inference relate propositions and speech acts, respectively, but in both cases, given an appropriate language, one can define corresponding logical notions - notions of entailment and reasonable inference which relate formulas, or sentences independently of their specific interpretations.

Let $L$ be a language which contains sentences. A \textit{semantic interpretation} of the language will consist of a set of possible worlds and a function which assigns propositions (functions from possible worlds into truth-values) to the sentences, relative to \emph{contexts}. The formal semantics for the language will define the class of legitimate interpretations by saying, in the usual way, how the interpretation of complex expressions relates to the interpretation of their parts. A \emph{context} is an $n$-tuple, the first term of which is a \emph{context set} (a set of possible worlds). The other terms are whatever else, if anything, is necessary to determine the propositions expressed by the sentences.

\textbf{Notation:} I will use $P$, $P_1$, $P_2$, etc. as meta-variables for sentences, $\phi$, $\phi_1$, $\phi_2$, etc. as metavariables for propositions (for convenience, I will identify a proposition with the set of possible worlds for which it takes the value true); $k$, $k_1$, $k_2$, etc. will be variables ranging over contexts. $S(k)$ will denote the context set of the context $k$. $\llbracket P \rrbracket_k$ will denote the proposition expressed by $P$ in context $k$ under the interpretation in question. (Reference to the interpretation is suppressed in the notation.)
Entailment: One may define several notions of entailment. The basic notion is a language independent relation between propositions: $\phi_1$ entails $\phi_2$ if and only if $\phi_2$ includes $\phi_1$. The logical concept of entailment, entailment-in-$L$, is a relation between sentences of $L$: $P_1$ entails $P_2$ if and only if for all interpretations and all contexts $k$, $\llbracket P_1 \rrbracket_k$ entails $\llbracket P_2 \rrbracket_k$. Logical entailment is entailment in virtue of the logical structure of the sentences. Similarly, the logical concept of reasonable inference will identify the inferences which are reasonable in virtue of the logical structure of the sentences.

Pragmatic interpretation: To define the logical notion of reasonable inference, we need to expand the concept of an interpretation. A pragmatic interpretation of $L$ will consist of a semantic interpretation, an appropriateness relation, and a change function. The appropriateness relation $A$ is a two place relation whose arguments are a sentence of $L$ and a context. $A(P,k)$ says that the assertive utterance of $P$ in context $k$ is appropriate. The change function $g$ is a two place function taking a sentence of $L$ and a context into a context. Intuitively, $g(P,k)$ denotes the context that results from the assertive utterance of $P$ in context $k$.

Since $L$ is unspecified here, I leave these notions almost completely unconstrained, but it is easy to see how the generalizations about disjunctive and conditional statements would be stated as postulates which give some substance to these notions as applied to a language containing these kinds of statements. Just as the semantics for a specific language will include semantic rules specifying the elements of the context and placing constrains on the allowable semantic interpretations, so the pragmatic theory for a specific language will include rules constraining the two distinctively pragmatic elements of a pragmatic interpretation, as well as the relations among the elements of the context.

I will give here just two constraints which will apply to any language intended to model a practice of assertion.

1. $A(P,k)$ only if $\llbracket P \rrbracket_k \cap S(k) \neq \emptyset$.

One cannot appropriately assert a proposition in a context incompatible with it.

2. $S(g(P,k)) = S(k) \cap \llbracket P \rrbracket_k$.

Any assertion changes the context by becoming an additional presupposition of subsequent conversation. (In a more careful formulation the second of these would be qualified, since assertions can be rejected or contradicted. But in the absence of rejection, I think it is reasonable to impose this constraint.)
Both the appropriateness relation and the change function can be generalized to apply to finite sequences of sentences in the following way: Let \( \sigma \) be a finite sequence of sentences of \( L, P_1, P_2, \ldots, P_n \). Let \( k_1, k_2, \ldots, k_n \) be a sequence of contexts defined in terms of \( \sigma \) and a context \( k \) as follows: \( k_1 = k; k_{i+1} = g(k_i, P_i) \). Then \( A(\sigma, k) \) if and only if, for all \( i \) from 1 to \( n \), \( A(P_i, k_i) \). \( g(\sigma, k) = \text{df} \ k_n \).

*Reasonable inference:* The inference from a sequence of sentences of \( L, \sigma \), to a sentence of \( L, P \), is *reasonable-in-\( L \)* if and only if for all interpretations and all contexts \( k \) such that \( A(\sigma, k), S(g(\sigma, k)) \) entails \( \| P \|_{g(\sigma, k)} \).

Note that there is no language independent concept of reasonable inference analogous to the language independent notion of entailment. The reason is that, while we have in the theory a notion of proposition that can be characterized independently of any language in which propositions are expressed, we have no corresponding non-linguistic concept of statement, or assertion. One could perhaps be defined, but it would not be a simple matter to do so, since the identity conditions for assertion types will be finer than those for propositions. The reason for this is that different sentences may have different appropriateness conditions even when they express the same proposition.