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HIGHLIGTHS

- Fast charging protocols designed for multiphase batteries.
- Computationally efficient protocol design by solving as a hybrid simulation.
- Protocols designed for commercial lithium-ion batteries.
- Protocols minimize charging time, subject to safety and operational constraints.
- First such analysis based on Multiphase Porous Electrode Theory.
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ABSTRACT

Fast charging is a desirable feature for lithium-ion batteries. Charging at high currents, however, can damage the battery and accelerate aging processes. Fast charging protocols are typically computed by solving an optimization in which the cost function and constraints encode the conflicting requirements of safety and speed. A key element of the optimization is the choice of the dynamic model of the battery, with an inherent tradeoff between model accuracy and computational complexity. An oversimplified model may result in unreliable protocols, whereas a complex model may result in an optimization that is too computationally expensive to be suitable for real-time applications. This article describes an approach for embedding a complex battery model into charging optimization while having low computational cost. Multiphase Porous Electrode Theory is used to provide an accurate description of batteries characterized by multiphase materials, and the optimization is solved by transformation into mixed discrete-continuous simulation of a set of Differential–Algebraic Equations. The methodology is applied to an MPET model of commercially available Lithium Iron Phosphate batteries. Protocols based on a variety of operational constraints are computed to assess both the effectiveness of the approach, and the advantages and disadvantages of the charging protocols.

1. Introduction

Lithium-ion batteries are the leading technology for energy storage, for a huge range of devices (e.g., laptops, cell phones, automobiles), as well as for smart grid applications [1,2]. Further spread of this technology, however, is still limited by the time required for charging operations. This problem is particularly significant for electric vehicles, where long charging times represent one of the main worries for the vehicle end-user [3]. The design of suitable fast charging protocols for lithium-ion batteries is however complicated by the inherent tradeoffs between charging at high C-rates and preserving safety of operations and battery lifetime [4,5]. Specifically, operating the battery at high C-rates accelerates its aging due to higher temperatures, increased growth rate of the solid-electrolyte interface (SEI) layer, increased lithium plating, and higher mechanical stresses [6–12]. The development of advanced battery management systems (ABMS) that provide safe, fast, and reliable charging is therefore receiving a lot of attention from the research community [13–16]. In particular, fast charging protocols have been designed by dynamic optimization [17,18], Model Predictive Control (MPC) [19–22], and Bayesian Optimization (BO) approaches [23,24]. The design problem is formulated as constrained optimization, with the aim of minimizing the charging time while fulfilling constraints encoding the battery dynamics, as well as safety of operations and reduced lifetime degradation.

Detailed models of the dynamic behavior of lithium-ion batteries consist of a (possibly huge) set of Differential–Algebraic Equations...
The solution of optimizations involving DAEs can require very high computational cost and/or computational time [25,27]. For these reasons, online studies often use reformulated or reduced-order models, which provide computational efficiency at the cost of great simplifications the physics captured by the model [29–33].

An inaccurate description of the battery dynamics may, however, result in unreliable charging protocols, or in misleading interpretations of actual performance. This issue is even more prevalent for batteries with active materials that have multiple stable phases, whose dynamics include hysteresis, oscillations, and non-monotonic evolution of battery states. For multiphase materials, a modeling approach is required to correctly capture the dynamics of such systems, since conventional Porous Electrode Theory (PET), typically exploited for detailed battery simulations, does not allow for a description of such phenomena [34]. The computational complexity of multiphase-specific models are, however, much higher than that of standard PET. This high model complexity calls for the development of an efficient approach for the computation of charging protocols.

With these premises, the aim of this work is to propose an efficient approach for the computation of safe, fast charging protocols for batteries built with multiphase materials. This approach combines Multiphase Porous Electrode Theory (MPET) [34–36] with the concept of general battery operating mode [37,38]. MPET exploits nonequilibrium thermodynamics to model phase-separating materials, for which the voltage is an emergent property of inhomogeneous concentration profiles, even in equilibrium [34–36]. The interpretation of a charging protocol as a sequence of battery operating modes allows approaching the charging protocol design by running a mixed discrete-continuous simulation, instead of solving a dynamic optimization [37]. An operating mode (such as constant current, voltage, or temperature) can be simulated by appending a single algebraic equation to the set of DAEs defining the battery model. In this way, the computational complexity of the dynamic optimization is drastically reduced, and a detailed MPET model of the batteries can be leveraged even for online computations.

The approach for design of safe, fast charging protocols is developed in this work with a freely available implementation of MPET, and a model of A123 System’s APR18650M1A Lithium Iron Phosphate (LFP) batteries [39]. The effectiveness of the approach is demonstrated for scenarios involving constraints on power, lithium-plating overpotential, temperature, and/or electrolyte and solid-phase concentrations. This work is the first to use MPET in the computation of optimal charging protocols, and the first to apply the general operating mode approach [37,38] to the design of fast charging protocols for LFP batteries (past literature on fast charging LFP batteries has been primarily on linear or multistage design [6,7,17,23,40], or pulsed design [40]).

The article is organized as follows: Section 2.1 summarizes MPET and compares to PET; Section 2.2 discusses the MPET implementation as a set of DAEs; Section 2.3 describes the concept of general battery operating modes and discusses the implementation of the operating modes exploited in this work; and Section 2.4 discusses the methodology for the computation of safe, fast charging protocols via simulation. A suite of protocols are computed and analyzed in Section 3, whereas Section 4 provides further discussion of the design methodology. Finally, Section 5 summarizes the main findings of this work.

### 2. Materials and methods

This section describes the methodology used in this article for the computation of safe, fast charging protocols for multiphase lithium-ion batteries. To this end, the MPET modeling approach is introduced and compared to standard PET to highlight their differences. Then some basic definitions of DAEs are given, and the concept of general operating modes battery is discussed, with several examples. Finally, the overall algorithm for the computation of charging protocols is presented and discussed.
electrochemical reaction at the particle scale rescaled to the electrode scale, Ohmic heat generation, and diffusive heat transport from the electrolyte and solid porous material as in [27]. Only heat generation from overpotential and not from entropy is included in this model, as different reformulations of the derivation of nonisothermal heat generation terms are included in MPET as in the Newman derivation of nonisothermal heat generation [27,65]. The simulations performed in this article are based on the freely available Python implementation of MPET [34], which is further enhanced to include lithium plating and nonisothermal modeling, as described above.

2.2. Differential–algebraic equations

Both the PET and MPET models can be formulated as a system of DAEs. This numerical modeling approach allows the inclusion of all the governing laws required by the model in a single set of differential and algebraic equations. DAEs can be specified in the general fully implicit form:

\[ F(t, y(t), \dot{y}(t)) = 0 \]  

where \( t \) is time, \( y(t) \) is the vector of states, \( \dot{y}(t) \) is its time derivative, and \( F \) is the vector of residuals. Alternatively, DAEs can be specified in mass matrix form:

\[ M(t)y(t) = f(t, y(t)) \]  

where \( M \) is the square mass matrix and \( f \) is the residual. The differential states of an MPET model include electrolyte concentration \( c_e \) (i.e., concentration of lithium in the electrolyte), solid particle concentrations \( c_j \) (i.e., concentration of lithium in the active material particles), and temperature \( T \), whereas algebraic states include ionic fluxes \( j \), electrolyte potential \( \psi_e \), and solid particle potentials \( \psi_s \).

At each time instant \( t \), the DAE solver computes both the time derivative of differential terms \( \dot{y}(t) \), and the value of algebraic terms \( y(t) \) [66,67]. Specifically, the MPET implementation in [34] is based on the Python package DAE Tools [68], which enables a high-level handling of DAEs, as well as hybrid modeling by means of logic conditions and State Transition Networks (STNs) [69]. In turn, DAE Tools leverages the SUNDIALS suite [66] as a low-level DAE solver.

2.3. Battery general operating modes

Standard PET and MPET implementations typically offer constant current, voltage, and power operation modes [25,27,28], where the user can specify a value for current, voltage, or power. This concept can be generalized to consider arbitrary states involved in the battery dynamics [37]. In a generic operating mode, the desired time behavior of the state of interest (e.g., voltage, power, temperature, etc.) can be enforced by including current among the states of the DAE system, and appending a specific constraint involving the state of interest. Then the solution of this augmented set of DAEs allows computing the time evolution of the current resulting in the desired time evolution of the variable of interest.

Consider a generic algebraic variable of interest \( \xi \), and the corresponding operating mode of constant \( \xi \). Let \( \Xi(t) \) be the desired constant value for \( \xi \). The current, \( I(t, \xi(t), y(t)) \), is then treated as a state of the DAE system, and its time evolution defined by the residual:

\[ I(t, \xi(t), y(t)) : \quad \xi(t, \xi(t), y(t)) - \Xi(t) = 0. \]  

A function \( I(t, \xi(t), y(t)) \) satisfying (3), together with the DAEs defining the battery model, gives a current evolution resulting in the desired value of \( \xi \). This approach can be straightforwardly extended to require arbitrary evolutions of \( \xi \). This extension is achieved by defining a desired functional form \( \Xi(t, \xi(t), y(t)) \) to be used in place of \( \Xi(t) \) in (3):

\[ I(t, \xi(t), y(t)) : \quad \xi(t, \xi(t), y(t)) - \Xi(t, \xi(t), y(t)) = 0. \]  

This approach does not require that \( I(t, \xi(t), y(t)) \) can be solved for algebraically, thus allowing for arbitrary, nonlinear relations between \( I(t, \xi(t), y(t)) \) and \( \xi(t, \xi(t), y(t)) \).

Instead, if the variable of interest \( \xi \) is a differential variable, its evolution cannot be directly forced. Instead, its time derivative \( \frac{d\xi}{dt}(t, \xi(t), y(t)) \) can be forced by including the constraint

\[ I(t, \xi(t), y(t)) : \quad \frac{d\xi}{dt}(t, \xi(t), y(t)) = 0 \]  

in the set of DAEs.

The reminder of this section defines the battery operating modes analyzed in this work.

2.3.1. Constant Current (CC) mode

Let \( \bar{T} \) be the value of the constant current in CC mode. The current \( I(t, \xi(t), y(t)) \) is an algebraic state of the DAEs, and its time evolution is defined by the residual

\[ I(t, \xi(t), y(t)) : \quad I(t, \xi(t), y(t)) - \bar{T} = 0. \]  

2.3.2. Constant Voltage (CV) mode

Let \( \bar{V} \) be the desired value of the constant voltage in CV mode. The cell voltage \( V(t, \xi(t), y(t)) \) is an algebraic state defined by

\[ V(t, \xi(t), y(t)) = \Phi_p(t, t, \xi(t), y(t))|_{v = \bar{V}} - \Phi_e(t, t, \xi(t), y(t))|_{v = V_{oc}} \]  

where \( \Phi_p \) is the solid potential and \( v \) is the index of the \( v \)th discrete volume along the principal dimension of the battery (\( v = 1 \) corresponding to the volume at cathode/current collector interface, and \( v = V_{oc} \) corresponding to the volume at the anode/current collector interface). The current time evolution resulting in the desired voltage can be obtained with the constraint

\[ I(t, \xi(t), y(t)) : \quad V(t, \xi(t), y(t)) - \bar{V} = 0. \]  

2.3.3. Constant Power (CP) mode

Let \( \bar{P} \) be the value of the desired constant power in CP mode. The cell power \( P(t, \xi(t), y(t)) \) is an algebraic state, defined by

\[ P(t, \xi(t), y(t)) = V(t, \xi(t), y(t)) \times I(t, \xi(t), y(t)). \]  

The current time evolution resulting in the desired power can be obtained with the constraint

\[ I(t, \xi(t), y(t)) : \quad P(t, \xi(t), y(t)) - \bar{P} = 0. \]  

2.3.4. Constant Lithium-plating Overpotential (CLO) mode

Let \( \bar{\eta}_p \) be the desired constant value of the local lithium-plating overpotential. The lithium-plating overpotential \( \eta_p(v, p, t, \xi(t), y(t)) \) is an algebraic state defined by

\[ \eta_p(v, p, t, \xi(t), y(t)) = \Phi_p(v, p, t, \xi(t), y(t)) - \Phi_s(v, p, t, \xi(t), y(t)) + \Phi_p \]  

where \( \Phi_p \) is the particle solid potential, \( \Phi_e \) is the electrolyte potential, \( \Phi_s \) is the nucleation barrier, \( v \) is the index of the \( v \)th discrete volume along the principal dimension of the battery, and \( p \) is the index of the \( p \)th particle within the considered volume. The current time evolution resulting in the desired lithium-plating overpotential for the \( p \)th particle of the \( v \)th volume can be obtained with the constraint

\[ I(t, \xi(t), y(t)) : \quad \eta_p(v, p, t, \xi(t), y(t)) - \bar{\eta}_p = 0. \]  

2.3.5. Constant Temperature (CT) mode

The (spatially averaged) cell temperature \( T_{avg}(t, \xi(t), y(t)) \) is a differential variable. The current time evolution forcing the cell temperature to a constant value can be obtained with the constraint

\[ I(t, \xi(t), y(t)) : \quad \frac{dT_{avg}}{dt}(t, \xi(t), y(t)) = 0. \]
2.3.6. Constant electrolyte concentration (CCe) mode

The electrolyte lithium concentration $C_e(v, t, y(t), y(t))$ is a differential variable; the current time evolution forcing the electrolyte concentration of the $i$th volume to a constant value can be obtained with the constraint

$$I(t, y(t), y(t)) : \frac{\partial C_e}{\partial t}(v, t, y(t), y(t)) = 0.$$  \hspace{1cm} (14)

2.3.7. Constant solid particle concentration (CCs) mode

The lithium concentration in the $j$th particle of the $i$th volume of the cell, $C_p(v, p, t, y(t), y(t))$, is a differential variable. The current time evolution fixing it to a constant value with the constraint

$$I(t, y(t), y(t)) : \frac{\partial C_p}{\partial t}(v, p, t, y(t), y(t)) = 0.$$  \hspace{1cm} (15)

2.4. Computation of safe fast charging protocols

The main goal of this work is the computation of safe, fast charging protocols for MPET models of lithium-ion batteries. This task can be formulated as a dynamic optimization \cite{70,71} of the form

$$\min_{u(t), y(t)} J(t_f, y(t_f), y(t_f))$$  \hspace{1cm} (16)

subject to

$$F(t, y(t), y(t), u(t)) = 0$$  \hspace{1cm} (17)

$$S(t, y(t), y(t), u(t)) \leq 0$$  \hspace{1cm} (18)

$$T(t_f, y(t_f), y(t_f), u(t_f)) \leq 0$$  \hspace{1cm} (19)

$$0 \leq t \leq t_f$$

where $t_f$ is the final time, $u(t)$ is the control input, and $J(t_f, y(t_f), y(t_f))$ is the objective function to be minimized, \cite{17} is a set of (consistently initialized) DAEs defining the problem model, \cite{18} is a set of safety, path constraints, and \cite{19} is a set of terminal constraints. Ref. \cite{70} suggests that optimal input directions can be classified as constraint-seeking or sensitivity-seeking. The constraint-seeking input directions push the system to the (path and terminal) constraints of the problem, while sensitivity-seeking input directions exploit the intrinsic compromises present in the system for optimizing the cost.

In the computation of optimal charging protocols, the terminal constraint and objective function account for the overall charging time (e.g., $J = t_f$, with $t_f$ given by $SOC(t_f) = SOC$ where $SOC$ is the desired state of charge to be reached), whereas path constraints are related to the safety of operations (e.g., upper bounds on current, voltage, power). In this scenario, a single signal (the current $I$) is available as control input, which plays the role of a constraint-seeking input \cite{70}. According to the interpretation from \cite{70}, the optional current should push the states of the system along the path constraints, which become activated one at a time, until the terminal constraint is met. This condition is stated formally as Assumption 1.

Assumption 1. Define switching times $T_{sw}$ as the time instants in which the system transitions from one active constraint to the next:

$$\exists i_1, i_2 \text{ with } i_1 \neq i_2$$

such that

$$S_{i_1}(t_{sw}^{-}, y(t), y(t)) = 0 \text{ and } S_{i_2}(t_{sw}^{+}, y(t), y(t)) \neq 0.$$  \hspace{1cm} (20)

$$S_{i_1}(t_{sw}^{-}, y(t), y(t)) = 0 \text{ and } S_{i_2}(t_{sw}^{+}, y(t), y(t)) = 0.$$  \hspace{1cm} (21)

$$S_{i_1}(t_{sw}^{-}, y(t), y(t)) \neq 0 \text{ and } S_{i_2}(t_{sw}^{+}, y(t), y(t)) = 0.$$  \hspace{1cm} (22)

$$S_{i_1}(t_{sw}^{-}, y(t), y(t)) \neq 0 \text{ and } S_{i_2}(t_{sw}^{+}, y(t), y(t)) = 0.$$  \hspace{1cm} (23)

where $S_i$ denotes the $i$th path constraint. Let $T_{sw}$ be the set of switching times for the solution to the charging problem (16)–(19).

Assume that the optimal solution to the charging problem (16)–(19) satisfies the condition that, for each $t \in [0, t_f]$, $t \notin T_{sw}$, there exists one and only one $t^*(t)$ such that $S_{i}(t^*(t), y(t), y(t)) = 0$.

In this scenario, the optimal solution is subdivided in time intervals in which a single constraint is active. Assumption 1 is supported by several results from the literature, where optimal charging protocols are obtained by solving an optimization problem \cite{16,19,22}. A broader discussion of this point is deferred to Section 4.

While the optimal charging problem could be numerically solved with nonlinear programming tools \cite{72,73}, Assumption 1 allows for a more efficient approach, based on the concepts of hybrid simulation \cite{69}, and general battery operating modes, as discussed in Section 2.3. Assumption 1 implies that the optimal solution consists of a sequence of battery operating modes. The flowchart in Fig. 1(a) conceptually summarizes the algorithm adopted in this work for the solution of the optimal charging problem. Specifically, the desired safety and terminal constraints are set, and a battery simulation is started in the CC mode. The set of DAEs defining the battery model in CC mode are solved forward in time, until a new constraint is hit. In this case, the battery transitions to the operating mode associated with the new active constraint. The set of DAEs is thus tweaked by removing the CC mode constraint and including the new constraint associated with the desired operating mode, and the simulation is resumed. If a new constraint gets activated, the set of DAEs is set up accordingly. The process is repeated until the terminal constraint is hit. At that point, the simulation ends. If all constraints can be satisfied, and the simulation is correctly carried out until the end, the simulated current profile represents the proposed solution to the optimal charging problem. All the specified constraints may not be hit before reaching the terminal constraint.

This approach replaces the optimization by a hybrid simulation, in which the simulated system combines continuous dynamics, specified by a set of DAEs between each switch, with discontinuous switches, specified path constraints activation. This simulation can be implemented as a state transition network (STN) \cite{58,69}, for which each state corresponds to a specific operating mode of the battery, whereas the transition logic is defined by the activation of the associated constraints. An example is depicted in Fig. 1(b). An additional starting state, associated with zero current, is introduced to ensure numerical stability of the MPET simulation \cite{34}. The current is then quickly ramped from zero to the CC state, consistently with the approach adopted in the considered MPET implementation \cite{34}. The choice of CC as the first operating mode is motivated by the fact that, in absence of other path constraints, the optimal solution would require charging the battery at the maximum allowed current. If other constraints are present, this choice does not represent a limitation, since the battery can immediately switch to another operating mode as soon as a new constraint is hit. The current ramping at the beginning of the simulation is also useful in this context.

3. Results

The methodology discussed in the previous section is applied to a specific case study. Based on different safety constraints, several charging protocols are computed and analyzed to provide further insight for both the methodology and the specific protocol under consideration.

3.1. Case study

This work applies the above algorithm to an MPET model of A123 System’s APR18650MA LFP batteries \cite{39}. The cells are characterized by a nominal capacity of 1.1 A/h, and a charge cut-off voltage of 3.6 V. Further details concerning the case study can be found in \cite{74}. Details regarding the corresponding MPET model are given in the reminder of this section.
Anode, cathode, and separator thicknesses are set to 38, 79, and 25 μm, respectively. Volume loading percents of active material for anode and cathode are 0.90 and 0.84, respectively. The porosities of the anode, cathode, and separator are 0.414, 0.562, and 0.4, respectively, and a Bruggeman exponent of −1.5 is assumed throughout. The anode and cathode are characterized by a bulk conductivity of 50 S and main dimensions drawn from a lognormal distribution with mean 6 μm and standard deviation equal to 20 nm and main dimensions drawn from a lognormal distribution with mean and standard deviation equal to 100 nm and 20 nm; an ACR model is assumed for these particles [75].

Generalized BV kinetics [49] is considered for both electrodes, with a rate constant of 30 A/m² for the anode and 0.16 A/m² for the cathode. The anode kinetics is associated to film resistance set to 5 mΩ/m². For the plating reaction, a nucleation barrier 40 mV is estimated from experiments and experiencing the same film resistance as intercalation by assuming that plating occurs on the interface of SEI and graphite.

The functional forms defining free energy and chemical potential of anode and cathode active materials (LiC₂ and LiFePO₄) are given in SI. The electrolyte follows the full Stefan–Maxwell concentrated solution model, with parameters from [76,77], and an initial concentration of 1.067 kmol/m³.

Finally, for non-isothermal modeling, the heat capacities of anode, cathode and separator are set to 700 J/(kg K). A heat transfer coefficient of 1 W/(m² K) is assumed for the separator. For the electrolyte thermal conductivity, [76] are again adopted as reference.

The simulated and experimentally measured voltage profiles from [74] (Supplementary Fig. 27) are compared in the SI. The comparison highlights that the proposed model can reasonably capture the experimental voltage trend for charging operations carried out at constant current, ranging from C/10 up to 8C.

**Remark.** A fine spatial discretization of the cell should be used to reduce numerical artifacts in solution of the associated set of DAEs. Numerical oscillations affecting the solution may erroneously trigger an active constraint switch, and in turn result in oscillations in the charging protocol. Volume discretization is limited by the size of particles, which need to be fully contained in each volume. In this work, a fine discretization can be used for cathode, whereas anode discretization is limited to few volumes. To reduce the risk of constraint activations due to numerical artifacts, a small tolerance on constraint activation is assumed for all constraints. Each tolerance is proportional to the constraint value. In this work, tolerances are specified as a percentage, and the same tolerance percentage value is applied to all constraints. Constraint-specific values could also be introduced. Starting from zero tolerance, the value was progressively increased until a feasible solution with no or minor protocol oscillations was achieved.

Based on the battery operating modes defined in Section 2.3, five different protocols are computed and discussed in the reminder of this section. Table 1 summarizes the main features of each protocol, as well as the time required for its computation by means of an Intel® Core™ i7-6700HQ CPU. The computation of each protocol requires solving a system of 758 DAEs. Figs. 2–5 and 7 plot the dynamics of the states of interest (state of charge, voltage, current, power, lithium-plating overpotential, average cell temperature, electrolyte concentration, and solid particle concentration) for each protocol. In the analysis of results, particular focus is placed on lithium-plating overpotential and average cell temperature, which are typically accounted as responsible for battery performance degradation [37]. To preserve battery lifetime, the lithium-plating overpotential should not reach negative values, and the cell temperature should not increase too much during charge operations.
3.2. Current and voltage constraints

The first protocol design scenario analyzed in this work consists of the standard approach of having upper bounds on the current and voltage. The algorithm in Section 2.4 is used to compute a safe, fast charging protocol as the solution of the dynamic optimization

$$\min_{t_f} f(t_f)$$

subject to

$$F(t, y(t), \dot{y}(t)) = 0$$

$$I(t) \leq 8C$$

$$V(t) \leq 3.6 \text{ V}$$

$$\text{SOC}(t_f) = 0.8$$

$$\forall 0 \leq t \leq t_f$$

with a 1% tolerance on constraint activation. Initially the current quickly ramps to its upper limit for a CC phase, which lasts until voltage reaches its upper limit (Fig. 2). At this point, a CV phase begins, with current decaying towards zero with an exponential trend. The low frequency oscillations can be attributed to the multiphase battery physics, and small amplitude, high-frequency oscillations can be attributed to numerical artifacts. A single switch occurs between CC and CV phases, due to the presence of the 1% tolerance on constraint activation.

The resulting charging protocol is a CC-CV approach, with an overall charging time of 790.07 s. The specific duration of each phase is reported in Table 1. The solution was obtained in 414.95 s.

3.3. Current, voltage and power constraints

The second protocol design scenario analyzed in this work consists of upper bounds on the current, voltage, and power. A safe, fast charging protocol is then computed as the solution of the dynamic optimization

$$\min_{t_f} f(t_f)$$

subject to

$$F(t, y(t), \dot{y}(t)) = 0$$

$$I(t) \leq 8C$$

$$V(t) \leq 3.6 \text{ V}$$

$$P(t) \leq 270 \text{ W/m}^2$$

$$\text{SOC}(t_f) = 0.8$$

$$\forall 0 \leq t \leq t_f$$

with a 3% tolerance on constraint activation. Initially the current quickly ramps to its upper limit for a CC phase, which lasts for few instants only, as the power bound is immediately hit (Fig. 3). In the CP phase, the current settles at about 5C, and slowly varies so as to compensate for voltage oscillations and guarantee constant, maximum power. Then, voltage hits its upper bound and a CV phase concludes the charging operations. Specifically, during this last CV phase, the current decays exponentially. The presence of high-frequency artifacts is well tolerated due to the presence of the 3% tolerance on constraint activation.

The overall charging protocol consists of a CC-CP-CV approach, with an overall charging time of 861.79 s. The specific duration of each phase is reported in Table 1. The solution was obtained in 412.21 s.

A comparison with the previous scenario highlights that the implementation of an upper bound on power can reduce the temperature increase associated with charging operations (cf., Figs. 2 and 3), at the cost of a longer charging time. In both cases, a negative lithium-plating overpotential is reached towards the end of charging operations.

3.4. Current, voltage, and temperature constraints

The third protocol design scenario analyzed in this work consists of upper bounds on the current, voltage, and average cell temperature. This approach is particularly interesting since excessive heating shortens battery lifetime. A safe, fast charging protocol is computed as the solution of the dynamic optimization

$$\min_{t_f} f(t_f)$$

subject to

$$F(t, y(t), \dot{y}(t)) = 0$$

$$I(t) \leq 8C$$

$$V(t) \leq 3.6 \text{ V}$$

$$T_{avg}(t_f) \leq 310 \text{ K}$$

$$\text{SOC}(t_f) = 0.8$$

$$\forall 0 \leq t \leq t_f$$

with a 1% tolerance on constraint activation. The solution is characterized by an initial CC phase, followed by a CT phase and a final CV phase (Fig. 4). At the switching between the CC and CT phases, the current immediately drops from its maximum value to about 5C, then exponentially decreases during the CV phase, as in the previous scenarios. Similarly, voltage and power show a sudden decrease in correspondence to the CC/CV switching.

The overall charging protocol consists of a CC-CT-CV approach, with an overall charging time of 829.06 s. The specific duration of each phase is reported in Table 1. The solution was obtained in 412.16 s.

In this scenario, temperature increase during charging operations is directly limited by the explicit upper bound on temperature. While the maximum temperature reached during charge is similar to that associated with the CC-CP-CV protocol, a shorter charging time is achieved. The shorter charging occurs because the current and temperature are held at their maximum during charge operations, which could not occur in the previous scenarios due to its constraint on the maximum allowed power. A negative lithium-plating overpotential is reached during the last 200 s of charging operations.
3.5. Current, voltage, and lithium-plating overpotential constraints

The fourth protocol design scenario analyzed in this work consists of upper bounds on the current and voltage, and a lower bound on the lithium-plating overpotential. Negative lithium-plating overpotential values typically trigger side reactions which eventually degrade the battery lifetime. A proper choice of the corresponding lower bound can help prevent this degradation mechanism from occurring. In the protocol computation, the lower bound for lithium-plating overpotential is conservatively constrained to 0.01 V, to avoid the onset of plating reactions. The corresponding safe, fast charging protocol is computed as the solution of the dynamic optimization

\[
\min_{t_f} t_f \quad \text{(41)}
\]

subject to

\[
F(t, y(t), \dot{y}(t)) = 0 \quad \text{(42)}
\]

\[
\begin{align*}
I(t) & \leq 8C \quad \text{(43)} \\
V(t) & \leq 3.6 \text{ V} \quad \text{(44)} \\
\eta_p(t, v_a, p_a) & \geq 0.01 \text{ V} \quad \text{(45)} \\
\text{SOC}(t_f) & = 0.8 \quad \text{(46)} \\
\forall 0 \leq t \leq t_f & \quad v_a = 5 \\
\rho_a & = 1, 2, 3, 4
\end{align*}
\]

with a 3% tolerance on constraint activation. In this problem formulation, the lower bound on lithium-plating overpotential applies to all the particles in the last volume of the anode (i.e., at the anode/separator interface). The solution coincides with that of the standard CC-CV protocol until the lower bound on the lithium-plating overpotential is hit (at about \( t = 531 \) s), and a CLO phase is triggered (Fig. 5). This last phase replaces part of the original CV phase of the CC-CV protocol. Up to this point, the two solutions have similar current profiles.
The overall charging protocol consists of a CC-CV-CLO approach, with an overall charging time of 757.83 s. The specific duration of each phase is reported in Table 1. The solution was obtained in 378.07 s.

While lithium-plating side reactions can be limited by explicitly forcing the lower bound on lithium-plating overpotential, the maximum temperature reached during charge operations coincides with that of the CC-CV protocol. To achieve both results for this case study, it would then be necessary to explicitly consider both bounds in the optimization defining the charging protocol.

3.6. Current, voltage, and electrolyte conductivity constraints

The last protocol design scenario analyzed in this work consists of upper bounds on the current and voltage, and a lower bound on the electrolyte conductivity \( \sigma_e(t, v, \psi) \) in each volume of both anode and cathode. Moreover, an upper bound on solid particle concentration \( C_s(t, v, p_a) \) is also imposed to the anode. The corresponding safe, fast charging protocol could be obtained as the solution of the dynamic optimization

\[
\min_{t_f} \quad t_f
\]

subject to

\[
F(t, \dot{y}(t), y(t)) = 0
\]

\[
I(t) \leq 8C
\]

\[
V(t) \leq 3.6 \text{ V}
\]

\[
\sigma_e(t, v, \psi) \geq 1.1 \text{ S/m}
\]

\[
C_s(t, v, p_a) \leq 27940 \text{ mol/m}^3
\]

\[
\text{SOC}_{(t_f)} = 0.8
\]

\[
\forall 0 \leq t \leq t_f \quad v_a = 1, 2, \ldots, 5
\]
with a 1% tolerance on constraint activation. The electrolyte conductivity mainly depends on electrolyte concentration and temperature. Assuming limited variations of temperature during charge operations, and assuming knowledge of the expression relating electrolyte conductivity to electrolyte concentration, upper and lower bounds on electrolyte concentration can be derived corresponding to the original bound on electrolyte conductivity. Constraint (51) can then be replaced by the set of constraints:

\[ T_{avg}(t) \leq 310 \text{ K} \quad (54) \]

\[ C_e(t, v_a, v_c) \leq 1350 \text{ mol/m}^3 \quad (55) \]

Concentration constraints are derived from the curve depicted in Fig. 6. Initially the current ramps to its maximum value and the system almost immediately hits a different constraint (Fig. 7). In this case, the lower bound on electrolyte concentration is hit, and the system transitions to the CCe operating mode. The current very quickly drops from its maximum value and fluctuates around 2C to maintain a constant minimum electrolyte concentration. Charging operations are instead concluded with a brief CCs phase, triggered by the corresponding constraint activation at about 1700 s. Both upper bounds on temperature and electrolyte concentration are never reached during the simulation.

The overall charging protocol consists of a CC-CCe-CCs approach, with an overall charging time of 1919.15 s. The specific duration of each phase is reported in Table 1. The solution was obtained in 611.82 s. In 2 A limit on the maximum temperature variation could also be explicitly introduced into the optimization, as discussed earlier in this article.

\[ v_c = 1, 2, \ldots, 50 \]

\[ p_a = 1, 2, 3, 4 \]

\[ C_e(t, v_a, v_c) \geq 930 \text{ mol/m}^3 \quad (56) \]

\[ \forall v_a = 1, 2, \ldots, 5 \]

\[ \forall v_c = 1, 2, \ldots, 50 \]
4. Discussion

The results presented and analyzed in the previous section highlight the efficiency of the proposed approach for the design of safe, fast charging protocols for multiphase batteries. Specifically, the protocol design problem is formulated as a dynamic optimization, and a feasible solution is found by embedding the constraints into the battery model (Sections 2.3 and 2.4). With this methodology, a feasible solution to the optimal charging problem can be found with a computation time of few minutes, despite the complexity of the multiphase battery model, its fine cathode discretization, and the presence of multiple particles per volume. As already introduced in Section 2.4, the proposed approach guarantees feasibility of the solution, but only guarantees its optimality if Assumption 1 holds. While an analytical proof of optimality is beyond the scope of this work, and is left as future development, it is important to underline that many results reported in the literature support Assumption 1 as being exactly or approximately true for lithium-ion batteries. As notable examples, a nonlinear MPC (NMPC) is used in [19] to fast charge a cell while avoiding large currents, voltages, and negative lithium-plating overpotentials in the anode. The resulting solution closely resembles a CC-CV-CLO profile. In [20], MPC is used to fast charge a cell while satisfying constraints on current, temperature, and electrolyte/solid surface concentrations. In this case, the solution resembles a CC-CCe-CT-CCs profile. A sensitivity-based MPC is developed in [21] to fast charge a battery pack, resulting in a CC-CT-CV profile. Moreover, CC-CCs and CC-CCe-CCs profiles are recovered in [22]. A CC-CV-CLO-CMS-CT profile is instead obtained in [16] (where CMS denotes Constant Mechanical Stress).

A common approach to solve protocol design problems (i.e., optimal control problems involving DAEs) is control vector parametrization [72]. This technique requires choosing a priori a parametrization for the control signal (typically, piecewise constant over time intervals of predefined length, resulting in a discrete-time approximation of the continuous-time solution). Restricting the search space by applying a predefined parametrization simplifies the optimization but the results...
can be suboptimal since the entire search space is no longer available. Another approach to numerically solve for an optimal protocol explicitly considers the *optimality conditions* associated with the optimal control problem in the numerical calculation [70,71]. This approach does not introduce any suboptimality, but is computationally expensive and not suitable for online implementation. For complex models such as MPET, the computation of the optimally conditions themselves may be rather involved. The approach based on mixed continuous-discrete simulation adopted in this article is an intermediate solution. On one hand, the search space – introduced with Assumption 1 – is restricted, based on both theoretical and practical considerations. On the other hand, the computational complexity required to solve the optimization is greatly reduced, from that of an optimization to that of a simulation. The results indicate that the obtained control action (current) can evolve very rapidly, and with arbitrary shapes, to ensure constraint satisfaction and fast charging times. In addition, the time required to solve the optimizations is reasonable, consistent with possible online implementations of the approach.

As apparent from the above literature review, MPC is a further tool explored in the literature for the design of safe, fast charging protocols. It is therefore interesting to discuss advantages and disadvantages of the approach adopted in this work compared to MPC. At each time instant, an MPC algorithm solves a (possibly non-convex) constrained optimal control problem, and determines an optimal input sequence. Only the first element of the optimal input sequence is actually applied to the plant (i.e., the receding horizon principle), and the optimal control problem is solved again at the following time instant, with updated plant (i.e., the receding horizon principle), and the optimal control problem in the numerical calculation [70,71]. This approach does not introduce any suboptimality, but is computationally expensive and not suitable for online implementation. For complex models such as MPET, the computation of the optimally conditions themselves may be rather involved. The approach based on mixed continuous-discrete simulation adopted in this article is an intermediate solution. On one hand, the search space – introduced with Assumption 1 – is restricted, based on both theoretical and practical considerations. On the other hand, the computational complexity required to solve the optimization is greatly reduced, from that of an optimization to that of a simulation. The results indicate that the obtained control action (current) can evolve very rapidly, and with arbitrary shapes, to ensure constraint satisfaction and fast charging times. In addition, the time required to solve the optimizations is reasonable, consistent with possible online implementations of the approach.

As apparent from the above literature review, MPC is a further tool explored in the literature for the design of safe, fast charging protocols. It is therefore interesting to discuss advantages and disadvantages of the approach adopted in this work compared to MPC. At each time instant, an MPC algorithm solves a (possibly non-convex) constrained optimal control problem, and determines an optimal input sequence. Only the first element of the optimal input sequence is actually applied to the plant (i.e., the receding horizon principle), and the optimal control problem is solved again at the following time instant, with updated initial conditions [78]. Solving an optimal control problem may require a very large number of function evaluations. Moreover, a solution must be computed within the controller sampling time, thus making MPC schemes very demanding in terms of computing power. On the contrary, the approach proposed in this work embeds the dynamical optimization in an augmented formulation of the process model itself. By doing so, the optimization is turned into a nonlinear root finding problem, which has several advantages:

- nonnegative root finding is much less expensive than optimization;
- adaptive time-stepping algorithms in DAE solvers directly handle stiffness compared to constant time steps commonly used in MPC;
- path constraints are satisfied at all times within absolute and relative tolerances.

On the other hand, MPC schemes provide some robustness to modeling uncertainties, in view of the receding horizon principle. The solutions obtained in this work are instead nominal, open-loop, thus sensitive to modeling uncertainties. However, simple closed-loop control schemes can be designed to track the open-loop solutions, which are therefore used as Ref. [79]. Furthermore, it is important to underline that, thanks to its extremely reduced computational complexity, a receding horizon implementation of the approach adopted in this work would be viable, even in presence of complex battery models such as MPET ones. A comparison of charging times and protocol computation times (see Table 1) supports this claim. Moreover, depending on the specific case study, it may be possible to reduce the number of volumes in the electrode discretization and compensate for possible artifacts by increasing the tolerance on constraint activation to further reduce the computational complexity of the problem.

Additionally, due to the open-loop nature of the charging protocols computed in this work, no guarantee can be given in terms of robust constraint satisfaction. This uncertainty should be carefully accounted for during the design phase of the protocol, by including some *backoff* in the definition of safety constraints [70,71]. The idea is implementing a tightened set of constraints to account for possible model uncertainties. In this way, some degree of robustness is provided for the satisfaction of the original set of constraints, possibly at the price of a reduced optimality. In this context, recall that the MPET model, on top of which the charging protocols are computed, allows for an accurate description of the battery dynamics, even in presence of multiphase materials. It is therefore reasonable to expect that the backoff required using a properly calibrated MPET model could be lower than required by standard PET, or by even simpler models such as reduced-order or equivalent circuit ones. The MPET model may also be more likely to reproduce – and be trained to avoid – subtle voltage features related to degradation, such as those recently associated with the onset of lithium plating in graphite electrodes [61].

A final remark concerns possible future developments of this work. On one hand, advances in MPET modeling may include a detailed description of battery aging processes. Such advances could be exploited for the design of fast charging protocols by considering lifetime-specific operating modes, and for the evaluation of the protocol’s performance over a number of cycling conditions [80]. On the other hand, a more theoretical analysis could be useful to derive formal proofs of optimality for the protocols computed via hybrid simulation or, in case this will not result possible, to quantify the sub-optimality affecting these solutions.

5. Conclusions

This work explores a methodology for an efficient computation of safe, fast charging protocols for batteries composed of multiphase materials. The protocol design problem is typically formulated and solved as an optimization problem. The proposed approach instead interprets a charging protocol as a sequence of general battery operating modes (such as constant current, voltage, power, lithium-plating overpotential) and solves the protocol design problem by means of a single, hybrid simulation. This efficient approach allows leveraging very detailed battery models, which would otherwise be intractable for online implementations. This work deals with the presence of multiphase materials, by exploiting MPET, which enhances the description of several phenomena not properly captured by standard PET. The methodology is applied to an MPET model of a commercially available LFP battery, and different protocols are derived and compared to highlight the effectiveness of the approach, as well as specific advantages and disadvantages of each protocol. While the use of a specific multiphase model in the computation of charging protocols alone represents a novelty in the literature, its combination with the concept of a general battery operating mode, and the application of the proposed methodology to a LFP case study model represent the main contributions of this work.
Fig. 7. CC-CSe-CCs Protocol. Time evolution of the main states of the battery (SOC, voltage $V$, current $I$, power $P$, lithium-plating overpotential $\eta_p$, spatially averaged cell temperature $T_{avg}$, electrolyte concentration $C_e$, and solid particle concentration $C_s$). Nominal constraints are depicted as thick red, dashed lines. Constraints relaxed including a 1% deadband are depicted as thin, red dotted lines. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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