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INTRODUCTION

ECENTLY, GREAT STRIDES HAVE BEEN MADE in understanding

the neural foundations of motor behavior. Through the

combined efforts of biologists, computer scientists, physi-
cists, and engineers, a picture has begun to emerge of the way in
which the nervous system regulates movement.

The human body is capable of an extraordinary range of
movements. Years of practice shape the complex skills of profes-
sional dancers, pianists, and tennis players. But to neuroscien-
tists, even the simplest everyday movements—reaching for a
cup, buttoning a jacket, descending a flight of stairs—present a
challenge to scientific explanation. We still do not fully under-
stand how the brain controls these actions, nor can the most
sophisticated robotics expert create a machine capable of match-
ing the everyday competence of the central nervous system of the
bird, the frog, or the cat, much less that of the human being.

The goal of this essay is to explain what neuroscience has
established so far about how the central nervous system (CNS)
deals with the complex dynamics of our limbs as they interact
with a variable and often unpredictable environment. We will
review how scientists have approached the study of movement,
the problems they have encountered, and the solutions they have
proposed.

Emilio Bizzi is E. McDermott Professor in the Brain Sciences and Human Behavior at
the Massachusetts Institute of Technology.

Ferdinando A. Mussa-lvaldi is associate professor of physiology at Northwestern
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One issue of particular interest to researchers has been the
question of how the brain handles the staggering number of
mechanical variables involved in even the simplest movement.
To illustrate the complexity of this basic problem, consider the
analogy of a marionette—a rough imitation of the human body
with a head, a trunk, two arms, two hands, two legs, and two
feet. Rather than pulling on wires, a modern-day puppeteer uses
a computerized control board with a switch connected to each of
the marionette’s thirteen joints. Each switch can take one of five
positions: two for the extreme angles and three for the interme-
diate values.

To bring the marionette to life, the puppeteer faces the daunt-
ing task of mastering and controlling over S to the 13th different
positions, or approximately one billion. If we now make this
simple marionette more like the infinitely more complicated
human body—say, by adding ball joints with two angles at the
hip, shoulders, hands, and feet—the number of possible posi-
tions rises to 5 to the 19th power, or more than ten thousand
billion. This analogy gives some sense of the monumental prob-
lem handled routinely by the CNS in the ongoing course of
motor control.

To further complicate things, there are countless different
ways for the CNS to achieve any given goal involving move-
ment. When a reader turns a page, for example, there are a
variety of different trajectories the hand could follow, with
many combinations of motions at the shoulder, elbow, and
wrist. In addition, the single motion of a joint can be “scripted”
with numerous patterns of muscle activations. This characteris-
tic of the biological system is called “kinematic redundancy.” It
means that there is no single solution to a given problem of
motor control. How the CNS decides which plan of action to
pursue is a difficult and fascinating question for researchers.

Finally, there is the issue of motor learning. In the course of a
lifetime, a human being masters a huge repertoire of movements,
the memory of which must somehow be stored in the CNS,
despite the very real constraints presented by brain anatomy.
Even if one were to assume that each of the billions of neurons
in the human brain were to represent a posture in the body’s
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repertoire, storage capacity would fall far short of what is needed.
How, then, do our brains meet this challenge?

This essay will address the above questions by reviewing some
of the experimental findings made over the last few years. First,
we will focus on possible ways in which the CNS may produce
the forces necessary to generate movements. In this context, we
will also consider the problems presented by kinematic redun-
dancy. Second, we will show how motor memories may be
represented, stored, and retrieved through the formation of in-
ternal models of limb dynamics. Finally, we will review some of
the neurophysiological evidence that suggests that motor learning
consists of tuning the activity of a relatively small group of neurons.
Each of these groups constitutes a “module,” which combines
with others to produce a vast repertoire of motor behaviors.

THE FORCES THAT DRIVE OUR LIMBS

In the last eighty years, biologists, engineers, and computer
scientists have proposed theories to explain how the CNS may
produce the forces necessary to generate movements. Generating
movements in biological or robotic systems is computationally
complex because of the large number of mechanical degrees of
freedom of the body. In this section, we will review two sets of
ideas: those derived from the field of biology, and those derived
from the field of robotics.

A simple yet very common task for our brain is to generate a
trajectory of the forearm, involving a temporal sequence of
elbow angles from an initial value to a final one. This movement
is produced by muscles that together must apply a net force on
the elbow joint. From Newton’s equation (force = mass x accel-
eration), we know that the acceleration of an object is propor-
tional to the applied force. Thus in order to move the forearm,
the brain must solve a specific problem in physics—that of
determining which force must be applied by the muscles in order
to produce movement through the desired sequence of angles.
Roboticists have called this an “inverse dynamics problem” to
distinguish it from the direct dynamics problem, whose goal is to
find the trajectory that would result from the application of a
known force.
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In solving this inverse dynamics problem for a simple move-
ment of the forearm, the brain faces a complex computational
challenge. The net force at the elbow is the sum of the forces
exerted by all the muscles around a joint; there is thus a degree
of arbitrariness in the choice of each muscle’s contribution. This
situation reflects the ubiquitous “redundancy” that characterizes
the motor system and makes inverse dynamics an “ill-posed”
problem.!

Of course, in everyday life we deal with more challenging
tasks than moving the elbow between two angles. Accordingly,
the computational problems that the brain must face are more
complex than solving Newton’s equation for a single joint. For
instance, the inertia of the arm, something that our puppeteer
must know in order to program the marionette’s motion, de-
pends in complex ways upon the angles of the joints. In addition,
for purely physical reasons it so happens that the motion of one
joint causes a force to be exerted on the neighboring joints.
These are factors that the puppeteer must consider. Further-
more, there is the additional issue of redundancy, which while
providing flexibility poses a difficult problem for motor control.
If we were to ask you to touch a word on this page, you may do
so in an infinite variety of ways, each of which involves a
different posture for your shoulder, elbow, and wrist. While you
make your choice effortlessly, the presence of multiple solutions
and the necessity of selecting one among them poses a significant
computational challenge for the brain. How does the central
nervous system solve all these problems?

Several possible explanations have emerged from studies in
robotics and computational neuroscience. At the beginning of
this century, Sir Charles Sherrington proposed feedback as a
way for the CNS to control a limb’s motion.? In a feedback
system, sensory signals would provide information to the CNS
about the position and velocity of the controlled limb at each
point in time. If a subject’s goal was to reach a desired position
with the arm, a feedback-control system would compare the
arm’s current position with the one desired. The difference be-
tween the two positions would serve as a measure of the error at
any given time. Once the error was computed, all the brain would
need to do is to produce a force directed toward the desired
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position with an amplitude proportional to the amplitude of the
error. This theory of control had the appeal of simplicity.

Sherrington observed that when a muscle is extended, the
stretch is countered by an increase in muscle activation. This
“stretch reflex” is caused by sensory activity that originates in
the muscle spindles—receptors embedded within the muscle fi-
bers. Muscle spindles are well suited for feedback control be-
cause they provide direct information on a muscle’s length to the
CNS. Sherrington hypothesized that voluntary movements were
accomplished by combining stretch reflexes with other reflexes
in a continuous chain. The theory proposed that movement
patterns as complex as walking could be generated by local
reflexes without central supervision.

The idea that all movements can be set up by the brain as a
chain of reflexes was later found to be simplistic and incompat-
ible with experimental results. If movements were pure reflexes,
then we would be paralyzed in the absence of feedback informa-
tion. In fact, we now know that monkeys and humans can
execute various limb movements even after the complete surgical
interruption of the pathways that convey sensory information
from the limb to the nervous system.

Once it became clear that experimental facts did not support
the idea that reflexes alone generated movements, investigators
began to search for more effective explanatory alternatives. In
recent years, an important contribution to research in biological
motor control originated in the field of robotics.

An alternative to the notion of feedback control would be to
assume that the CNS explicitly solves the inverse dynamics prob-
lem. In other words, the brain computes the forces that the
muscles must generate in order to move a limb along the desired
trajectory. In theory, this dynamic problem can be addressed
only after the trajectory of the joint angles has been derived from
the trajectory of the endpoint—that is, after an inverse kinemat-
ics problem has been solved. Investigations into robot-control
done in the late 1970s and early 1980s have shown that both the
inverse kinematics and inverse dynamics problem may be effi-
ciently solved on a digital computer for many robot geometries.
On the basis of these studies, John Hollerbach and Tamar Flash
put forward the hypothesis that the brain may also be carrying
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out inverse kinematic and dynamic computations when the arm
moves in a purposeful way.?

Hollerbach’s work in robotics was aimed at finding efficient
algorithms for calculating the inverse dynamics of artificial arms.*
His algorithms are well-organized sequences of elementary op-
erations—additions and multiplications—that lead from the de-
sired trajectories of the limb to the needed forces.

A simpler way to compute inverse dynamics was proposed by
Marc Raibert in 19775 Raibert started from the observation
that the inverse dynamics problem can be represented as the
operation of a memory that associates a set of forces with each
specific state of motion of the arm. In his approach, the values
of the various torques for each possible value of position, veloc-
ity, and acceleration of the limb are stored in a computational
device that computer scientists call a “look-up table.” Unfortu-
nately, the huge demand for memory size makes the look-up
table an impractical solution in the biological context.

The work of Raibert and Hollerbach had the merit of showing
that the inverse dynamics of limbs may be computed for the
robot with a reasonable number of operations and with reason-
able memory requirements. However, this work provided no
direct evidence that the brain engages in such computation.
Furthermore, on a purely theoretical level, explanations based
on computing inverse dynamics are unsatisfactory because there
is no allowance for the inevitable mechanical uncertainty associ-
ated with a limb’s interaction with the environment. Living
organisms, unlike conventional robots and computers, generally
do not operate on the basis of some predefined program. In-
stead, they learn from experience. As a result, the theories from
early robotics, which focused on how a system can be pro-
grammed to compute dynamics, did not shed much light on how
the brain could learn to deal with the dynamics of limbs operat-
ing in the context of a dynamically changing environment.

MOTOR LEARNING: THE ROLE OF INTERNAL MODELS

The focus on learning from experience as a means of acquiring
motor skills has gained great strength in recent years. This new
approach derives in large part from theoretical and experimental
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studies on networks of idealized neurons. A number of theoreti-
cal studies have shown that when networks of artificial neurons
are exposed to repeated motor commands paired with their
sensory consequences, learning of fairly complex motor tasks
may take place without the need for explicit programming. The
learning results from a change in the internal structure of the
artificial network, specifically a change in the connectivity among
its elements.

On the basis of these results, scientists have proposed that
similar processes might be present in the central nervous system.
The hypothesis is that learning is the result of repeated expo-
sures to sensory signals coming from the moving limbs as they
interact with the environment. The repeated sensory signals are
funneled to the motor areas of the central nervous system, where
signals that activate the muscles are produced. The actions pro-
duced by the activity of the motor areas are initially imprecise,
but a feedback mechanism produces a gradual convergence on
the correct solution. Ultimately, this iterative process would lead
to the establishment of an internal representation of the task
through the gradual change in the synaptic strength of the neu-
rons of the motor areas. If the task is that of moving a limb, for
example, the outcome of learning would be the formation of an
internal model of the limb’s dynamics. The internal model, ac-
cording to this view, is embedded in the newly formed connec-
tivity of a group of neurons. The activity of this group of
neurons generates the neural impulses necessary for the execu-
tion of the learned motor task.

The experimental results obtained by Reza Shadmehr and
Ferdinando Mussa-Ivaldi support the notion of internal models.®
Their experimental setup was simple: human subjects were asked
to make reaching movements in the presence of externally im-
posed forces. These forces were produced by a robot whose free
endpoint was held as a pointer by the subjects. The subjects were
asked to move the pointer toward a number of visual targets.
Since the forces produced by the robot significantly changed the
dynamics of the reaching movements, the subjects’ movements
were at first grossly distorted when compared to the undisturbed
movements. However, with practice, the subjects’ hand trajecto-
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ries in the force field converged to a path similar to that pro-
duced in the absence of any force field.

In other words, the subjects learned to compensate for the
applied forces. In order to investigate the neural changes under-
lying this type of motor learning, Shadmehr and Mussa-Ivaldi
devised a simple but revealing experimental manipulation. After
the subjects had learned to compensate, the researchers removed
the perturbing force for the duration of a single movement. The
resulting trajectories, named “aftereffects,” were approximate
mirror images of the distorted movements that were observed
when the subjects were initially exposed to the forces.

The emergence of these aftereffects suggests that the central
nervous system composes an internal model of the external force
tield, a model that generates patterns of compensating forces
that anticipate the forces that had perturbed the moving hand.

It is of interest to ask what the properties of the internal model
might be, and whether the model could generalize to regions of
the work space where the perturbing forces had not been expe-
rienced. Recent experiments by Francesca Gandolfo and col-
leagues were designed to test whether motor adaptation general-
ized to regions of the work space where no training had oc-
curred.” In these experiments, subjects were asked to execute
point-to-point planar hand movements between targets placed in
one section of the work space. The subject’s hand grasped the
handle of a robot, which was used both to record and disturb
their trajectories. Again, as in the experiments of Shadmehr and
Mussa-Ivaldi, the adaptation was quantified by the degree of
aftereffect observed when the perturbing forces were discontin-
ued.

Gandolfo found that aftereffects were present, as expected,
along the directions where subjects had been trained, but the
magnitude of the aftereffects diminished smoothly with increas-
ing distance from the trained locations. This finding indicates
that the ability of the CNS to compensate for external forces is
restricted to those spatial locations where perturbations have
been experienced by the moving arm.

In summary, the work of Shadmehr and Mussa-Ivaldi and of
Gandolfo and his collaborators has shown that subjects adapt to
a new environment by forming a representation of the external
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force field that they encounter when making reaching move-
ments. Does this representation form an imprint in long-term
memory? Recently Thomas Brashers-Krug and his coworkers
investigated this question by exposing their subjects’ movements
to forces that interfered with the execution of reaching to a
target.® After some practice, these subjects were able to guide the
cursor accurately to the targets despite the interfering forces.

Twenty-four hours after learning the task, one group of sub-
jects was tested with the same disturbing forces and demon-
strated not only retention of the acquired motor skill but also
additional learning. Surprisingly, they performed at a signifi-
cantly higher level the second day than they had the first.

A second group of subjects was trained on day one, like the
first group, to execute reaching movements with a perturbing
field (task A). Immediately afterwards, on the same day, these
subjects were trained to execute the same movements with per-
turbing forces in the opposite direction (task B). When these
subjects were tested on a subsequent day, Brashers-Krug’s team
found that retention of task A had been significantly impaired by
exposure to task B. This phenomenon is known as “retrograde
interference.” In a later experiment, the same researchers found
that retrograde interference decreased monotonically with time
as the interval between task A and B increased. When four hours
passed before task B was learned, the skill learned in task A was
completely retained; apparently, the initial learning had consoli-
dated. What is remarkable in these results is that motor memory
was transformed, with the passage of time and in the absence of
further practice, from an initial fragile state to a more solid
state.

Taken together, the experiments just described indicate sev-
eral things: 1) There was a certain degree of specificity in the
learning of a simple motor task. The internal model that the
subjects learned was restricted to that part of the space where
interference had been experienced. The same external forces
could not be handled in a different part of the work space.
2) There was an enhancement of the learned task that did not
depend upon practice, but only on the passage of time. 3) There
was a process of consolidation of learning that took four hours
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at a minimum. The consolidation was not dependent upon prac-
tice; it was an internally generated event.

We conceive of the internal model as a newly formed rear-
rangement of synaptic contacts among a group of neurons. It is
theoretically possible that a given neuron may participate in a
number of different groups, each supporting different internal
models. Given the large number of synapses on the surface of
neurons, this sharing could sustain a large number of internal
models. As an alternative, the internal models could be con-
ceived not as independent monads but as entities that can be
combined into bigger assemblies when more demanding motor
tasks are faced by the body. The study of the brain circuitry at
the cellular level will undoubtedly provide new evidence on these
issues in the near future.

THE NEURAL SUBSTRATE OF INTERNAL MODELS

In the previous section, we outlined the concept of an internal
model for the dynamics of a moving limb. Now, we will describe
the physiological evidence supporting the theory that the brain
areas responsible for generating motor commands also serve as the
sites for the storage and retrieval of motor memory. This linkage
is consistent with the view that the brain circuit that has learned
a task becomes the command center for expressing that task.
There are several examples of the intermingling between con-
trol functions and motor memory in the cortex. Brian Benda and
his colleagues have reported some of the most direct evidence for
the development of new patterns of activity in the cells of the
motor area of the frontal lobe, an area named M1.° It should be
pointed out that M1 is a key motor area, and damage to it
profoundly disturbs the ability to produce voluntary movements.
Benda’s most striking result showed the gradual appearance of
activity in cortical neurons of the M1 area in monkeys practicing
arm movements against disturbing forces. These neurons dis-
played activity related to the production of forces that compen-
sated for externally imposed interference. Remarkably, the same
neurons were inactive before the application of the disturbance,
but they remained active after the disturbance was removed.
This effect is consistent with the hypothesis that neurons in M1
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operate as memory elements. Similar results have been reported
by Steven Wise, who used the technique of single-cell recordings
but with different behavioral paradigms.!?

John Martin and Claude Ghez reached similar conclusions
with the use of a pharmacological ablation of M1.!! They dem-
onstrated that after the inactivation of this area, their experi-
mental animals could not learn to correct the trajectories of
perturbed limbs. In recent years, investigators have demonstrated
learning in M1 with imaging techniques, namely positron emis-
sion tomography and functional magnetic resonance.!?

In addition to the primary motor cortex (M1), other cortical
areas of the frontal lobe, namely the premotor cortex and the
supplementary motor areas, have been found to be involved in
motor learning, either in conjunction with M1 or in isolation. In
particular, the premotor cortex specializes in the learning and
retention of visuo-motor tasks.'’ The supplementary motor ar-
eas seem predominantly concerned with sequence learning and
conditional learning."

Imaging studies have indicated that the prefrontal areas are
also involved in motor learning. In particular, the experiments
of Shadmehr and Henry Holcomb used the Brashers-Krug para-
digm to gather evidence suggesting that the formation of an
internal model of a perturbing force is associated with increased
activity in the prefrontal cortex.!> However, towards the completion
of the learning task, recall of the learned internal model became
correlated with increased blood flow in other cortical and sub-
cortical areas, such as the premotor cortex and the cerebellum,
and with decreased blood flow in the prefrontal cortex. A possible
interpretation of this shift in blood flow is that the prefrontal cortex
is a temporary storage area for sensory-motor associations.'®

Taken together, these studies show that the motor cortical
areas are linked to processes involved in motor learning—a
result that implies that the circuitry of these areas may have the
capacity to reorganize its functional properties. This capacity to
reorganize depends upon the formation of new synapses. Wil-
liam Greenough reported that the dendritic branches of cortical
neurons in M1 increase in number with motor training.'” Pre-
sumably new synapses are formed on these branches. This pos-
sibility was confirmed by the recent report from Asanuma’s
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group that electrical stimulation of the thalamus increases the
density of synapses in the motor cortex.

MODULAR ORGANIZATION OF THE MOTOR SYSTEM

The evidence discussed in the previous sections suggests that the
central nervous system is capable of representing the dynamic
properties of limbs as well as the environment with which our
limbs interact. Presumably, a representation is built upon some
elementary building block, or “module,” in the same way that
sentences are composed of words. How is the representation
accomplished? Recent electrophysiological studies of the spinal
cord by Emilio Bizzi and his coworkers suggest how the CNS
transforms the internal model into action.

The spinal cord is the final output stage of the motor system.
Every muscle is innervated by motoneurons located in the ven-
tral portion of the spinal gray matter. We may regard this
system of motoneurons as comparable to the switchboard that
drives a marionette. But there is more than this switchboard in
the spinal cord. In addition to the motoneurons, the spinal gray
matter contains a large population of nerve cells, called inter-
neurons, whose functions are not yet fully understood. We know
that these interneurons are capable of forming connections with
motoneurons that innervate several different muscles.

In experiments performed by Bizzi, Mussa-Ivaldi, and Simon
Giszter, the activity induced by the electrical stimulation of the
spinal interneurons of the frog was found to spread to several
groups of motoneurons.'® This distribution of activity was not
random but imposed a specific balance of muscle contractions.
The mechanical outcome of the evoked synergistic contraction of
multiple muscles was captured by a force field; the activation of
a group of muscles gencrated a force that was recorded by a
sensor at the endpoint of the limb. This force vector changed in
amplitude and direction according to the position of the limb.
Following stimulation of the spinal cord, the resulting force field
converged toward a location in the reachable space of the limb—
a stable equilibrium point. At this location, the force vanished
and a small displacement of the endpoint in any direction caused
a restoring force to appear. Thus this location acted as an
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attraction point for the limb in the same way as the bottom of a
teacup Is an attraction point for a marble rolling inside the cup.
The analysis of the force field induced by the stimulation of the
spinal interneurons revealed that such activation leads to a stable
posture of the limb.

After the force field was identified, the stimulating electrodes
were placed in different loci of the lumbar spinal cord, which
activated a number of groups of leg muscles. After mapping
most of the premotor regions in the lumbar cord, Bizzi, Giszter,
and Mussa-Ivaldi reached the conclusion that there were at least
four areas from which distinct types of convergent force fields
were elicited.

Perhaps the most interesting aspect of the investigation of the
spinal cord in frogs and rats was the discovery that the fields
induced by the focal activation of the cord follow a principle of
vectorial summation. When two separate sites in the spinal cord
were simultaneously active, the resulting force was the sum of
the forces induced by the separate activation of each site. This
discovery led to a novel hypothesis for explaining movement and
posture based on combining a few basic elements. The few force
fields stored in the spinal cord may be viewed as representing
motor primitives from which, through superposition, a vast number
of movements can be formed by impulses conveyed by supraspi-
nal pathways. According to this view, the supraspinal signals
would establish the level of activation for each module. By
means of mathematical modeling, Mussa-Ivaldi and Giszter along
with subsequent work by Alexander Lukashin verified that this
view of the generation of movement and posture is capable of
accounting for a wide repertoire of motor behaviors.!”

These experiments suggest that the circuitry in the spinal
cord—and perhaps also in other areas of the nervous system—is
organized in independent units, or modules. While each module
generates a specific field, more complex behaviors may be pro-
duced by superposition of the fields generated by concurrently
active modules. We may therefore regard these force fields as
independent elements of an internal model of dynamics. Recent
simulation studies by Mussa-Ivaldi have demonstrated that by
using this modular representation—that is, by adding conver-
gent force fields—the central nervous system may learn to repro-
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duce and control the dynamics of multijoint limbs in the context
of a dynamic environment.

CONCLUSION

In this review, we have explained how the brain deals with the
complex dynamics of our limbs as they interact with a variable
and often unpredictable environment. We have shown that it is
computationally difficult to produce the forces that drive our
limbs because of the staggering number of mechanical variables
involved in even the simplest movement. The kinematic redun-
dancy of our motor system means that there are many different
ways for the central nervous system to achieve an intended
motor goal. While providing flexibility of motion, the redun-
dancy creates for the CNS the difficult problem of deciding
which plan of action to pursue.

We have furthermore proposed a theory based on internal
models to explain how the CNS controls limb dynamics. Through
repeated exposure to sensory signals coming from the moving
limb during the acquisition of a motor task, there is a gradual
change in the synaptic strength of the neurons of the motor
areas. The outcome of this process is the formation of an inter-
nal model of limb dynamics. We have presented experimental
evidence demonstrating that the formation of internal models as
a means of acquiring motor skills is a more plausible hypothesis
than those proposed in the past.

Finally, we have stressed the modular organization of the
motor areas of the CNS. At the cortical level, we have demon-
strated the tuning of small groups of neurons during motor
learning; at the spinal cord level, our work has shown the
existence of modules, which can be combined to produce differ-
ent motor behaviors.

ENDNOTES

Problems that are encountered in physics may be classified into well-posed and
ill-posed problems. A well-posed problem is one for which there exists a
unique solution that depends continuously upon the data. By contrast, ill-
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posed problems may have either no exact solution or a multiplicity of solu-
tions, and these solutions may change abruptly for certain values of the data.
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