Determination of the Kinetic Parameters for the Crystallization of Paracetamol from Water Using Metastable Zone Width Experiments
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A new approach for the estimation of kinetic parameters of crystallization from data obtained during the determination of metastable zone width is presented. The method is based on a simplified dynamic model of the system, which combines the population balance and mass balance, as well as information provided by concentration and particle size distribution measurements using ATR-FTIR spectroscopy and laser backscattering to determine simultaneously the nucleation and growth parameters from the experimental data. The application of the proposed approach is illustrated for the cooling crystallization of paracetamol from water. The technique is compared to existing approaches for the determination of nucleation parameters from metastable zone width experiments and is used to corroborate the assumptions used in the classical approaches. The key conclusion is that the assumptions made in the existing approaches, which simplifies the parameters’ estimation procedure, can result in substantial error in the nucleation kinetics.

1. Introduction

Crystallization from solution is an important purification process in the manufacturing of pharmaceuticals. Besides achieving the desired purity, the control of the crystal size distribution (CSD) of the pharmaceutical product is critical for efficient downstream operations and product effectiveness.1–3 For batch cooling crystallization, the final CSD is determined by the supersaturation profile. Hence, the control of CSD involves designing an optimal model-based cooling trajectory to create the supersaturation profile required.4–5 Such model-based control strategies and the resulting performance are strongly sensitive to the uncertainties of the model.6–10 As a consequence, the development of a model that can adequately describe the process and the ability to accurately estimate the parameters in the model is of paramount importance.5–7,10

The final CSD in a batch crystallizer is determined by various kinetic processes, which include primary and secondary nucleation, crystal growth, aggregation, and breakage. Because a complete theoretical model for crystallization kinetics does not exist, primary nucleation and growth rates are usually expressed as empirical (or semiempirical) power-law equations with supersaturation as the independent variable.12–14 The parameters of these expressions can be obtained by applying optimization techniques to fit the model predictions with experimental data.8 In particular, estimating the parameters of the primary nucleation kinetics accurately has been a challenge, as it is impossible to detect the presence of nuclei, which are in the subnanometer range as soon as they are formed.

The primary nucleation kinetics can be estimated from measuring the metastable zone width for different cooling rates and solute concentrations.12,15–17 The main advantage of these approaches is the simplicity of the experimental procedure. However, various assumptions are made to express the nucleation rate as a function of the measured variables (i.e., the metastable zone width and supersaturation rate) to estimate the parameters. Such assumptions could lead to inaccurate model parameters. In addition, the determination of the metastable limit varies with the detection methods used,18 which can also increase the uncertainties of the estimated parameters.

As the nuclei have to grow to a detectable size at the metastable limit, both primary nucleation and growth kinetics should be simultaneously considered in the parameter estimation procedure. Besides measuring the metastable zone width, experimental information of the solution and solid phase obtained in situ during the crystallization process is required to estimate the nucleation and growth parameters within an acceptable level of uncertainty. This is now possible by the recent advances made in the process sensor technology.19–24 Using such sensors, concentration measurements and particle size information can be collected during the experiments.

This article describes a more rigorous approach to simultaneously estimate the nucleation and growth kinetics from metastable zone experiments using a model of the crystallization process with dynamic population and mass balance equations. Experimental data obtained from in situ measurements of the solution concentration using ATR-FTIR spectroscopy25–28 and in situ measurements of the particle size information using laser backscattering29,30 are used to identify the parameters in the model. This approach is applied to the determination of the crystallization kinetics of paracetamol from water. The identified model is then used to assess the existing approaches for identifying nucleation kinetics from metastable zone width experiments.

Because the determination of the metastable zone is usually a necessary step for batch crystallization operation, the kinetic parameters can be obtained without additional experiments during the development of the batch crystallization process. However, the uncertainty in the estimated kinetic parameters in this proposed method is still relatively high. Therefore, this approach is proposed as a complement to the batch model identification technique,8,24 for example, to serve as the initial kinetic parameters for iterative procedures used in parameter estimation.
2. Estimation of Nucleation Kinetics from Metastable Zone Experiments

The metastable zone is a region bounded by the solubility curve and the metastable limit, where the solution is supersaturated but spontaneous nucleation does not occur in sufficiently short time. The metastable limit can be determined by the polythermal method, in which the solution, slightly above its saturated temperature \(T_s\), is cooled at a constant rate until crystals are detected. The induction time \(t_{ind}\) is defined as the period between the instant when the supersaturated state is generated and the time instant when the particles become detectable, with size \(L_0\) corresponding to the temperature \(T_{met}\).

In this section, three approaches for the determination of nucleation kinetics from metastable zone width experiments are presented. The first two methods are obtained from the existing literature, whereas the third method is a new approach based on a simplified but generic model of the crystallization systems, which captures simultaneously the effects of the nucleation and growth processes.

**Method 1.** In this classical approach, Nyvlt considers a system where supersaturation is achieved by moderate cooling. It is assumed that the nucleation rate at the beginning of nucleation is equal to the supersaturation rate for a limited period of time during which the growth of the just formed crystals is negligible. The primary number nucleation rate is given as a function of maximum supersaturation \((\Delta C_{max} = C_{max} - C_s)\) at the metastable limit,

\[
B = k_b \Delta C_{max}^b
\]

where \(k_b\) and \(b\) are the kinetic parameters, whereas the primary mass nucleation rate \((B_m)\) used in Nyvlt’s approach can be expressed as,

\[
B_m = k_b \rho_c L_0^3 \Delta C_{max}^b = k'_b \Delta C_{max}^b
\]

where \(k'_b\) is the kinetic parameter with respect to the mass nucleation rate, \(k_b\) is the volume shape factor, \(L_0\) is the size of the detectable nucleus, and \(\rho_c\) is the mass density of the crystal. The maximum supersaturation can be expressed in terms of the maximum undercooling \((\Delta T_{max})\),

\[
\Delta C_{max} = \frac{dC_s}{dT} \Delta T_{max}
\]

where \(C_s(T)\) is the equilibrium concentration of the solute. On the basis of the assumption that the nucleation rate is equal to the supersaturation rate,

\[
B_m = \frac{dC_s}{dT} \beta
\]

where \(\beta = -dT/dt\) is the constant cooling rate. Combining eqs 2 and 4, the linear dependence of the maximum undercooling on the cooling rate is obtained for constant \(dC_s/dT\).

\[
\ln(\beta) = (b - 1) \ln\left(\frac{dC_s}{dT}\right) + \ln(k'_b) + b \ln(\Delta T_{max})
\]

From the measurements of metastable zone width at various cooling rates, it is possible to obtain the kinetic parameters for primary nucleation. Because growth of nuclei is not taken into account, this method gives the apparent nucleation parameter rather than the true parameter.

**Method 2.** Without the presence of crystals, the formation of the solid phase is due to primary nucleation. Homogeneous nucleation occurs when sufficiently high supersaturation is reached, and heterogeneous nucleation occurs due to the presence of foreign particles at a lower supersaturation. Mersmann expresses the rate of heterogeneous nucleation as

\[
B = 0.965 \rho_v D_{AB}(N_A C_m)^{5/3} (C_s/C_m)^{7/3} S^{7/3} \sqrt{\ln(C_s/C_m)} \times \exp\left(-1.19f \left(\ln(C_s/C_m)\right)^3\right)
\]

where \(\rho_v\) is the heterogeneity factor, \(D_{AB}\) is the diffusion coefficient, \(C_s\) is the molar density of the crystal, \(N_A\) is the Avogadro number, \(f\) is the reduction factor, and \(S = C/C_s\) is the supersaturation ratio. The values for \(f\) range from 0.1 to 1 and \(\rho_v\) is approximately \(10^{-11}\). Equation 6 is also valid for homogeneous nucleation when \(\rho_v = 1\) and \(f = 1\).

An approach to determine the kinetic parameters, \(\rho_v\) and \(f\), is proposed by Kim and Mersmann. The induction time is written as a function of maximum undercooling \((\Delta T_{max})\) or maximum supersaturation \((\Delta C_{max})\), and constant cooling rate \((\beta)\),

\[
t_{ind} = \frac{\Delta T_{max}}{\beta} = \frac{dC_s}{dT} \frac{\Delta C_{max}}{\beta}
\]

It is further assumed that the supersaturation increases proportionally with the supersaturation rate during \(t \leq t_{ind}\), and the mass nucleation rate equals the supersaturation rate. Using the power-law relation in eq 1, the number of crystals formed spontaneously from \(t = 0\) to \(t_{ind}\) can be expressed as

\[
N = \frac{\Delta C_{max}}{(b + 1) k_b C_s L_0^3}
\]

The primary nucleation rate during \(t \leq t_{ind}\) is then approximated by

\[
B = \frac{N}{t_{ind}}
\]

By combining eqs 6–9 at maximum supersaturation where \(C_s = C_{sat}\) \((C_{sat}\) is the equilibrium concentration at the metastable limit), it is possible to estimate \(\rho_v\), \(b\) and \(f\).

**Method 3.** The aforementioned two approaches use several assumptions, which can significantly affect the accuracy of the kinetic parameters obtained. The following approach avoids these assumptions by applying a simplified but generic dynamic model for the crystallization process to estimate the kinetic parameters.

The crystallization process is described by the population balance equation (PBE). The solution of the PBE provides the complete CSD, \(f_s(L, t)\). A computationally efficient method to solve for the PBE is to use the moment transformation, which computes the average and total properties of the solid phase. The \(j\)th moment, when only one characteristic size is considered, is defined by

\[
\mu_j = \int_0^\infty L^j f_s(L, t) dL
\]

where \(f_s(L, t)\) is the crystal size distribution, \(t\) is the time, and \(L\) is the crystal size. Hence, it is possible to obtain a complete,
yet simple, model for the crystallization process by considering the first four moment equations and the mass balance equation,

\[
\begin{bmatrix}
\mu_0 \\
\mu_1 \\
\mu_2 \\
\mu_3 \\
\mu_4
\end{bmatrix} = \begin{bmatrix}
B \\
G t_0 + B r_0 \\
2G t_1 + B r_0^2 \\
3G t_2 + B r_0^3 \\
-p_c k_c (3G t_2 + B r_0^3)
\end{bmatrix}
\]

where \( C \) is the solution concentration expressed in mass of crystal per unit mass of solvent, and \( r_0 \) is the crystal size at nucleation. \( B \) and \( G \) are the primary nucleation and growth rates respectively, which are described by power-law kinetics

\[
G = k_g \Delta C^g
\]

\[
B = k_g \Delta C^b
\]

where \( B \) is the same nucleation rate as in eq 1 defined on a number basis.

For unsed systems, the initial condition for eq 11 is given by \( \mu_i(0) = 0 \) \((i = 1, 2, 3,)\), and \( C(0) = C_i \). The size of the nuclei is considered negligible \((r_0 \approx 0)\). The consideration of primary nucleation as the dominant form of nucleation is valid from \( i = 0 \) to a short period after \( t_{ind} \), where the surface area of the crystals is not large enough for substantial secondary nucleation to occur.

To estimate the four kinetic parameters \((k_b, b, k_c, g)\), the experimental data are fitted to the output of the model (concentration \( C \) and moment ratios \( \mu_1/\mu_0, \mu_2/\mu_0, \mu_3/\mu_0 \) and \( \mu_4/\mu_0 \)) by the nonlinear least-squares technique. The experimental data used includes the measurements from the ATR-FTIR and focused beam reflectance measurement (FBRM) during a short period after \( t_{ind} \).

The estimation of the model parameters requires the solution of a nonconvex, nonlinear programming problem, which was solved using a sequential approach. In this approach, the objective function is calculated in the discrete time points \( k_0 < t_1 < \ldots < t_k \) with \( l = 1, \ldots, N_{ex} \) \((N_{ex} \) being the number of experiments) and \( K_l \) the number of discrete time points in experiment \( l \), and the estimation problem is formulated as

\[
\min_\theta \left\{ J_{ex} = \sum_{l=1}^{N_{ex}} \sum_{k=0}^{K_l} \left\{ (y_i(t_{kl}; \theta) - y_i^{exp}(t_{kl}))^2 \right\} \right\}
\]

subject to model equations (11) and

\[
\theta_{min} \leq \theta \leq \theta_{max}
\]

where \( N_i \) is the number of measured model outputs \((y)\), \( y_i^{exp} \) are the experimental values, \( \theta \) is the model parameter vector with \( N_\theta \) elements and bounds \( \theta_{min} \) and \( \theta_{max} \), respectively. In the case of Method 3, \( y = [C, \mu_1/\mu_0, \mu_2/\mu_0, \mu_3/\mu_0] \) and \( \theta = [k_b, b, k_c, g] \) were used. To evaluate the robustness of the identified model, the confidence intervals of the estimated parameters were calculated. The measurement matrix is given by the block matrix

\[
M_\theta = \begin{bmatrix}
M_\theta^0 \\
M_\theta^1 \\
\vdots \\
M_\theta^{K_{ex}}
\end{bmatrix}
\]

with \( k_{ex} = \sum_{l=1}^{N_{ex}} K_l \) number of \((N_y \times N_\theta)\) sensitivity matrixes,

\[
M_\theta^k = \frac{\partial y^k}{\partial \theta}
\]

with \( k_l = 0, \ldots, K_l \). The precision matrix \((P)\), covariance matrix \((V)\) are given by

\[
P = (M_\theta^T M_\theta)^{-1}
\]

\[
V = \sigma_{R}^{-2} P
\]

where the residual variance (assuming that it is equal to the measurement variance) is given by \( \sigma_{R}^2 = J_{ex}/N_{ex} \), with \( N_{ex} = N_i(k_{ex} + 1) - N_\theta - 1 \) being the number of degrees of freedom. The confidence intervals are calculated using the t-test, 32 where \( \hat{\theta} \) is the nominal parameter vector, and \( t_{\alpha/2,N_{ex}} \) is the \( t \) distribution with \( N_\theta \) degrees of freedom. The 95% confidence intervals are obtained for \( \alpha = 0.05 \). For Methods 1 and 2, the confidence intervals were calculated applying a similar approach, but using the corresponding model outputs and measurements at a single time step (induction time) in each experiment.

3. Experimental and Theoretical Assessment of the Approaches

The model system studied is the cooling crystallization of paracetamol (PCM) from water. The solubility of paracetamol in water (g PCM/g water) as a function of temperature (in K) is given by, 28

\[
C^a(T) = 1.5846 \times 10^{-5} T^2 - 9.0567 \times 10^{-3} T + 1.3066
\]

Paracetamol (4-acetamidophenol, Aldrich) and degassed, deionized water were used to prepare the solutions, and the experiments were conducted in a 500 mL jacketed round-bottom flask. The solution was agitated by a magnetic stirrer. The Lasentec FBRM was used to detect the metastable limit 28 and to measure the chord length distribution (CLD) of the solid phase, which was used to estimate the particle size distribution. The in situ solution concentration was measured using ATR-FTIR spectroscopy as described previously. 28 For comparison, the nucleation points were also detected using the ATR-FTIR data (change in concentration) as well as by the naked eye (cloud formation). Two series of metastable zone experiments were carried out. The first batch consists of five sets of experimental data (S1—S5) obtained at slow cooling rates in the range 3.22—4.03 °C/h using different initial paracetamol concentrations. The second series of data contains 17 sets of experiments (F1—F17) performed at a constant fast cooling rate of 30 °C/h (0.5 °C/min) using different initial concentrations. Figure 1 illustrates the metastable zones (MSZ) for the two set of experiments. As expected, for the fast cooling rates the metastable zone width is larger than that for the slow cooling rates. For the slow cooling rates, the cloud points detected by the FBRM, ATR-FTIR, and naked eye are also shown in Figure 1. All three detection methods indicated very similar metastable zone widths, therefore for the sake of simplicity, for fast cooling rates only the cloud points detected by the FBRM are presented. The MSZ corresponding to the fast cooling rates also shows larger uncertainties. Table 1 shows the experimental conditions, the obtained metastable zone widths (in terms of maximum undercooling,
Predict the experimental data for the fast cooling. The average method (part a of Method 1), the model obtained is unable to for the slow and fast cooling rates, respectively. The dark- and light-gray lines are the trend lines (second and third order paracetamol in water detected by FBRM, ATR-FTIR, and the naked eye.

Table 1. Experimental Conditions and Measured Data

<table>
<thead>
<tr>
<th>exp.</th>
<th>$\beta$ (°C/h)</th>
<th>$C_i$ (g/g water)</th>
<th>$\Delta T_{\text{max}}$ (°C)</th>
<th>$L_{\text{d}}$ (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>3.8</td>
<td>0.030</td>
<td>2.3</td>
<td>9.5</td>
</tr>
<tr>
<td>S2</td>
<td>3.4</td>
<td>0.015</td>
<td>5.3</td>
<td>18.4</td>
</tr>
<tr>
<td>S3</td>
<td>3.2</td>
<td>0.020</td>
<td>4.6</td>
<td>16.5</td>
</tr>
<tr>
<td>S4</td>
<td>4.0</td>
<td>0.018</td>
<td>6.6</td>
<td>17.4</td>
</tr>
<tr>
<td>S5</td>
<td>3.9</td>
<td>0.025</td>
<td>3.5</td>
<td>10.0</td>
</tr>
<tr>
<td>F1</td>
<td>30.0</td>
<td>0.020</td>
<td>10.7</td>
<td>9.7</td>
</tr>
<tr>
<td>F2</td>
<td>30.0</td>
<td>0.017</td>
<td>9.2</td>
<td>7.5</td>
</tr>
<tr>
<td>F3</td>
<td>30.0</td>
<td>0.015</td>
<td>8.6</td>
<td>7.8</td>
</tr>
<tr>
<td>F4</td>
<td>30.0</td>
<td>0.014</td>
<td>8.7</td>
<td>6.9</td>
</tr>
</tbody>
</table>

$\Delta T_{\text{max}}$, and average particle sizes ($L_{\text{d}}$) at the induction time $t_{\text{ind}}$, for the first set of experiments and for selected experiments from the second set. The data presented in Table 1 also show the effect of the cooling rate on the size of nuclei ($L_{\text{d}}$). Crystals are significantly smaller overall for the fast cooling rates than for the slow ones. This is in correlation with the nucleation theory and practical observations that indicate that applying very fast cooling rates (S1–S5) are used to estimate the parameters obtained and are excluded from the parameter estimation table. The parameters estimated from the three methods are summarized in Table 2, and the predicted metastable zone widths are presented in Tables 3 and 4. The following analyzes evaluate the accuracy of the parameters estimated from the three different approaches.

**Method 1.** When only experimental data for slow cooling rates (S1–S5) are used to estimate the parameters with this method (part a of Method 1), the model obtained is unable to predict the experimental data for the fast cooling. The average absolute relative error obtained is more than 165% (Table 4).

Using the additional data from the fast cooling experiments (F5–F17) significantly improves the quality of the prediction (Table 4, part b of Method 1), but the confidence intervals of the parameters are still large (Table 2). This is not surprising because metastable zone widths for various cooling rates are required to estimate the nucleation parameters using Method 1.

**Method 2.** This method leads to large errors in predicting the metastable zone widths for both slow and fast cooling rates (Tables 3 and 4) from the experimental data used. On the basis of the variation of repeated experiments, errors around 50% are expected. Hence, such large errors are not unacceptable. The large confidence interval obtained when estimating both parameters $\ln[(b+1)q_{\text{het}}]$ and $f$ (part a of Method 2) indicates that the reliability of the parameters is low. As the different parameters are sensitive to different ranges of experimental conditions, it is not possible to simultaneously estimate both parameters using the same set of experimental data (S1–S5). On the basis of the confidence interval shown in Table 2, the sensitivity of the parameter $\ln[(b+1)q_{\text{het}}]$ is much smaller than that of $f$. Hence, the parameter $f$ is estimated again (part b of Method 2) by considering that $b = 6.23$ (from Method 3) and $q_{\text{het}} = 10^{-11}$. A significantly smaller confidence interval for $f$ is obtained, but there was no reduction in the error for the predicted metastable zone widths. The small reduction factor $f$, obtained in both cases, indicates that the nuclei have a strong affinity (small contact angle) to the surface of foreign particles present in the system.

**Method 3.** This method gives the nucleation parameters within acceptable confidence intervals, and provides a good estimate of the growth kinetics (Table 2), which are in good correlation with data reported in the literature. Moreover, all of the parameter values obtained with this approach are physically realistic. The obtained model is able to estimate reasonably well the metastable zone width and average crystal size at the induction time for most of the experiments (Tables 3 and 4).

Figure 2 shows the experimental data and the model prediction for experiment S5. A reasonable fit around the metastable zone can be observed. The difference between the model prediction and the experimental data increases with time, which is partly caused by the error from the estimation of the moments of the CSD from the experimental CLD. In this approach, the CSD is obtained from the CLD by considering spherical crystals. Microscopic analysis revealed that the crystals at induction time are hexagonal, which were approximated as spheres, within acceptable errors. However, the aspect ratio of the shape of the crystals changes as they grow. Thus, the CSD estimated based on equivalent diameters can be significantly different from the actual CSD. Different nucleation mechanisms (e.g., secondary nucleation) could also come into effect in the experiments, increasing the uncertainty in the identified model.

Figure 3 shows the simulated nucleation and growth rates obtained using the conditions of experiment S5. The nucleation rate is very small for a long period of time after the supersatu-
rated state is generated. After a certain supersaturation is reached, the nucleation rate rapidly increases to its maximum value at the maximum supersaturation, after which it decreases steeply. The growth rate presents a more gradual variation with supersaturation.

Because the model used in Method 3 is general and is capable of predicting the experimental observations reasonably well, it is used as a theoretical assessment of the first two approaches.

Theoretical Assessment of the Methods. Figure 4 shows the linear dependence of $\ln(\beta)$ on $\ln(\Delta T_{\text{max}})$ from experiments S1–S5, simulated using the model obtained by Method 3. The slopes of the lines ($m$) are approximately equal, and average about 3.3, similar to the value of $b (= 2.71)$ obtained from part b of Method 1. The model from Method 3 gives an apparent nucleation order similar to the apparent nucleation order obtained from Method 1. Method 1 is based on the assumption that the onset of nucleation happens when the event is detected at the induction time ($t_{\text{ind}}$) with nuclei forming at their detectable size ($L_d$). Equation 5 is derived on the basis of this assumption. However, it is more correct to assume that nuclei are formed at their critical size $r_0$ during the period $0 \leq t \leq t_{\text{ind}}$, and then they grow in the remaining time interval ($t_{\text{ind}} - t$) to a detectable size $L_d$ with growth kinetics described by eq 12.18

![Figure 2.](image-url) Comparison between experimental data S5 (+) and simulation results (solid line) using the model identified with Method 3. Dotted vertical line indicates generation of supersaturated state; dashed vertical line indicates the time up to which experimental data is used in the parameter estimation.

| Table 3. Prediction of Maximum Undercooling and Average Particle Size for the Data Used in the Parameter Estimation |
|---|---|---|---|---|---|---|
| experiment | Method 1a | Method 1b | Method 2a | Method 2b | Method 3 |
| $\Delta T_{\text{max}}$ (°C) | $\Delta T_{\text{max}}$ (°C) | $\Delta T_{\text{max}}$ (°C) | $\Delta T_{\text{max}}$ (°C) | $\Delta T_{\text{max}}$ (°C) | $L_d$ (µm) |
| S1 | 3.7 | 2.2 | 3.3 | 3.3 | 3.2 | 12.6 |
| S2 | 5.2 | 5.7 | 7.5 | 7.5 | 7.2 | 17.5 |
| S3 | 3.7 | 3.1 | 4.1 | 4.1 | 4.5 | 14.5 |
| S4 | 4.3 | 4.1 | 4.6 | 4.6 | 5.1 | 15.3 |
| S5 | 4.0 | 2.6 | 3.5 | 3.5 | 3.3 | 10.5 |
| avg. abs. rel. error | 29.2% | 19.7% | 26.3% | 26.4% | 20.0% | 13.3% |

| Table 4. Prediction of Maximum Undercooling and Average Particle Size for Unforeseen Data |
|---|---|---|---|---|---|---|
| experiment | Method 1a | Method 1b | Method 2a | Method 2b | Method 3 |
| $\Delta T_{\text{max}}$ (°C) | $\Delta T_{\text{max}}$ (°C) | $\Delta T_{\text{max}}$ (°C) | $\Delta T_{\text{max}}$ (°C) | $\Delta T_{\text{max}}$ (°C) | $L_d$ (µm) |
| F1 | 22.9 | 9.3 | 4.2 | 4.2 | 8.3 | 8.6 |
| F2 | 24.2 | 10.9 | 4.9 | 4.9 | 10.0 | 9.3 |
| F3 | 29.1 | 18.1 | 7.7 | 7.8 | 12.2 | 7.3 |
| F4 | 22.0 | 8.3 | 4.1 | 4.2 | 8.4 | 8.6 |
| avg. abs. rel. error | 165.9% | 36.3% | 42.8% | 42.3% | 18.8% | 16.6% |
In this case, a similar expression to (5) can be derived (see Appendix), where the significance of the slope and intercept are inherently different. From the resulting expression for $m$ (see Appendix), the nucleation order can then be written as

$$b = 4m - 3g - 4$$  \hspace{1cm} (23)$$

Fitting the simulated data in Figure 4 to eq 22 gives $b = 4.6$ and $k_b = 38$, which are closer to the input values of the simulations. However, the exact values of the input parameters are not recovered because a constant value of $dC^*/dT$ is assumed in the derivation of (22). In fact, for the conditions simulated, $dC^*/dT$ increases by 25–45% of the initial values during $0 \leq t \leq t_{ind}$, which results in the discrepancies observed.
In Method 2, eq 8 is derived using the nucleation rate expression based on maximum supersaturation for the entire interval 0 ≤ t ≤ \( t_{\text{ind}} \), which overestimates the number of nuclei generated during this period. As can be seen in Figure 3, the nucleation rate varies significantly from the creation of supersaturation until the maximum supersaturation is reached. Assuming a constant \( dC^*/dT \) for 0 ≤ t ≤ \( t_{\text{ind}} \), it can be easily shown that the number of nuclei obtained by Method 2 (\( N_2 \)) and Method 3 (\( N_3 \)) is related by

\[
\frac{N_2}{N_3} = \frac{\int_0^{t_{\text{ind}}} k_g \Delta C^\phi dt}{\int_0^{t_{\text{ind}}} k_g \Delta C^\phi dt} \approx b + 1 \quad (24)
\]

Figure 5 depicts the overestimation of the number of nuclei formed. The linear dependence between \( N_2 \) and \( N_3 \) for different operating conditions (using parameters (b + 1 = 7.23) because of the error introduced by assuming constant \( dC^*/dT \)). This is further substantiated by Figure 7, which shows the variation of the supersaturation with time based on the solubility curve and the assumption of a constant \( dC^*/dT \). As the actual supersaturation is higher, more nuclei are generated (larger \( N_3 \)) and the actual values of \( N_2/N_3 \) are smaller than that approximated by eq 24. The error due to the assumption of a constant \( dC^*/dT \) depends on the cooling rate and the initial concentration, causing the slight dependence of the calculated ratios on these parameters.

4. Conclusions

The model parameters for the crystallization of paracetamol from water were determined by applying parameter estimation to data obtained from metastable zone width methods. This method is based on a simplified by generic dynamic model of the crystallization process, which describes the solid phase and solution concentration without making simplifying assumptions used in previous approaches. The kinetic parameters are estimated by fitting the output of the model to information provided by concentration and particle size distribution measurements using ATR-FTIR spectroscopy and laser backscattering (FBRM). The model obtained with this method captured very well the experimental observations. A detailed theoretical analysis of the previous methods, based on the model derived by the proposed procedure, demonstrates the extent to which errors are introduced by the assumptions used in these approaches. The difference in parameter values obtained between the current method and the previous methods is consistent with the assumptions used in the previous approaches.

Appendix

Assuming that nuclei are formed at their critical size \( r_0 \rightarrow 0 \) during the period 0 ≤ t ≤ \( t_{\text{ind}} \) and then they grow in the remaining time interval \( (t_{\text{ind}} - t) \) to a detectable size \( L_d \) with growth kinetics described by eq 12, then eq 22 can be derived as follows:

The supersaturation in the period 0 ≤ t ≤ \( t_{\text{ind}} \) is expressed by a relation similar to eq 7

\[
\Delta C = \frac{dC^*}{dT} \beta t \quad (A1)
\]

Nuclei of size \( r_0 \rightarrow 0 \) formed during 0 ≤ t ≤ \( t_{\text{ind}} \) grow in the remaining time interval \( (t_{\text{ind}} - t) \) to a detectable size \( L_d \) with growth kinetics described by eq 12,

\[
L_d = \int_0^{t_{\text{ind}}} k_g \Delta C^* = \int_0^{t_{\text{ind}}} k_g \left( \frac{dC^*}{dT} \right)^\beta dt = \frac{k_g}{g + 1} \left( \frac{dC^*}{dT} \right)^\beta \left( e^{\beta t_{\text{ind}} + 1} - e^{\beta t + 1} \right) \quad (A2)
\]

Using nucleation kinetics given by eq 13, the overall mass of the crystals formed at \( t_{\text{ind}} \) is

\[
m_c = \int_0^{t_{\text{ind}}} L_d^3 k_3 \rho_c \frac{dN}{dt} dt = \int_0^{t_{\text{ind}}} L_d^3 k_c \rho_c \Delta C^* dt \quad (A3)
\]

Substituting eqs 7, A1, and A2 into A3, the evaluation of the integral results in

\[
m_c = \int_0^{t_{\text{ind}}} L_d^3 k_3 \rho_c \frac{dN}{dt} dt = \int_0^{t_{\text{ind}}} L_d^3 k_c \rho_c \Delta C^* dt \quad (A4)
\]

where \( q = 1/(b + 1) - 3/(g + b + 2) + 3/(2g + b + 3) - 1/(3g + b + 4) \).

Defining

\[
K = \left( \frac{k_g \rho_c k_3^3}{m_c (g + 1)^3} \right)^{1/4} \quad (A5)
\]

and \( m = (3g + b + 4)/4 \), eq A4 can be written as follows

\[
\ln(\beta) = (m - 1)\ln\left( \frac{dC^*}{dT} \right) + \ln(K) + m \ln(\Delta T_{\text{max}}) \quad (A6)
\]

which gives eq 22.

List of Notation

\[\begin{align*}
B_n &= \text{primary number nucleation rate} \\
B_m &= \text{primary mass nucleation rate} \\
b &= \text{kinetic parameter (exponent) for nucleation} \\
C &= \text{solute concentration} \\
C^* &= \text{equilibrium concentration of solute} \\
C_v &= \text{molar density of crystal} \\
C_{\text{max}} &= \text{maximum solute concentration} \\
C_{\text{eq}} &= \text{equilibrium concentration at the metastable limit} \\
D_{\text{KBR}} &= \text{diffusion coefficient} \\
f &= \text{reduction factor} \\
f_0(L, t) &= \text{number population density function} \\
G &= \text{growth rate} \\
g &= \text{kinetic parameter (exponent) for growth} \\
J_{\text{est}} &= \text{estimation objective function (sum square error)} \\
K_l &= \text{number of discrete time points (where measurements were taken) in experiment} \ l \\
k_m &= \text{kinetic constant for number nucleation rate} \\
k_g &= \text{kinetic constant for mass nucleation rate} \\
k_3 &= \text{kinetic constant for growth rate} \\
k_v &= \text{volumetric shape factor} \\
L &= \text{characteristic crystal size} \\
L_d &= \text{size of detectable nucleus} \\
M_p &= \text{measurement block matrix} \\
M_p^{\text{est}} &= \text{parameter sensitivity matrix corresponding to discrete time point and experiment} \ k_l \\
m &= \text{apparent nucleation order obtained from method} \ 1 \\
N_2 &= \text{number of nuclei formed in the time period} \ t \in (0, t_{\text{ind}}) \\
N_3 &= \text{number of nuclei formed in the time period} \ t \in (0, t_{\text{ind}}) \\
\end{align*}\]
\( N_3 \) = number of nuclei formed in the time period \( t \in (0, t_{\text{ind}}) \)
calculated with method 3
\( N_A \) = Avogadro number
\( N_{df} \) = number of degrees of freedom
\( N_ex \) = number of experiments
\( N_{m} \) = number of measured model outputs
\( N_0 \) = number of model parameters
\( P \) = precision matrix
\( r_0 \) = crystal size at nucleation
\( S \) = supersaturation ratio
\( \sigma_v^2 \) = residual variance
\( T \) = temperature
\( T_s \) = equilibrium (saturation) temperature
\( t \) = time
\( t_{\text{ind}} \) = induction time (time from the generation of supersaturated
state until the particles become of detectable size, \( L_a \))
\( t_{\text{ind}} = \frac{t_{\text{dist}}}{N_{df}} \) = \( t \) distribution with \( N_{df} \) degrees of freedom
\( V \) = covariance matrix
\( y \) = model output vector
\( \gamma_{\text{ex}} \) = experimental measurement vector

Greek symbols
\( \beta \) = cooling rate
\( \Delta C \) = supersaturation
\( \Delta C_{\text{max}} \) = maximum supersaturation
\( \Delta T_{\text{max}} \) = maximum undercooling
\( \mu \) = heterogeneity factor
\( \mu_i \) = \( i \)th moment of the crystal size distribution given by \( f_a(L, t) \)
\( \theta \) = model parameter vector
\( \theta \) = nominal parameter vector
\( \theta_{\text{max}} \) = vector of minimum bounds on model parameters
\( \theta_{\text{max}} \) = vector of maximum bounds on model parameters
\( \rho_c \) = density of crystal
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