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Abstract

The freezing step plays a key role in the overall economy of the vacuum freeze-drying of pharmaceuticals, since the nucleation and crystal growth kinetics determine the number and size distribution of the crystals formed. In this work, a new mathematical model of the freezing step of a (bio)pharmaceutical solution is developed and validated. Both nucleation and crystal growth kinetics are modeled and included in a one-dimensional population balance (1D-PBM) that describes, given the product temperature measurement, the evolution of the pore size distribution during freezing. The developed model is coupled with the real-time measurements obtained from an infrared video camera. The ending time of the primary drying stage, and the maximum temperature inside the material, simulated through a simplified model of the process and the pore distribution forecast, resulted in good agreement with experimental values. The resulting Process Analytical Technology (PAT) has the potential to boost the development and optimization of a freeze-drying cycle and the implementation of a physically grounded Quality-by-Design approach in the manufacturing of pharmaceuticals. A more general mathematical model, including the aforementioned population balance, of a vial filled with a solution of sucrose was also developed and used to further validate the approach.
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1. Introduction

Freeze drying is a low-temperature drying process, particularly appreciated in comparison to other drying processes, as it avoids damage to thermally sensitive Active Pharmaceutical Ingredients (API). In a typical freeze-drying cycle, the liquid formulation is first poured into single-dose containers and frozen, by cooling the shelves upon which the vials are placed. Cooling a sample below its equilibration freezing point induces crystallization of the solvent, typically water, in the liquid formulation. Some of the original solvent remains in a liquid state, bounded to the solid structure. Solvent removal is carried out in two phases, namely, primary and secondary drying. In the former, the pressure is reduced below the triple point of water, while the temperature of the shelves is increased to allow the sublimation of the ice crystals formed; in the latter, since the amount of bound water is usually greater than the allowed residual moisture content in the final product, the temperature is further raised to enhance its desorption [1-4].

In recent years, the number of drugs and pharmaceutical products that require a freeze-drying step in the manufacturing process, for solvent removal and drug stabilization, has increased. Also the requirements in terms of efficiency, quality, and safety have become more stringent, which has motivated efforts to improve the understanding and design of the freezing process [5],[6]. During the subsequent drying, ice crystals will sublime to leave voids within a porous network through which the water vapor will flow on its way from the sublimation interface to the drying chamber. Structure characterized by bigger pores enables a higher sublimation flux [7], due to the lower transport resistance of the dried product, while having an opposite effect on the rate of the secondary drying, because of a lower surface-area-to-volume ratio [8]. As the porous structure directly influences the mass transfer rates, and product temperature results from a thermal balance between the heat transferred to the product and the heat removed through sublimation, the porous structure also affects the spatial temperature distribution during the drying stages. The temperature of the product is a critical variable that
must be carefully monitored to avoid jeopardizing product quality or impairing the APIs. The formation of small ice crystals, increasing the interfacial area, might also affect the unfolding and aggregation of proteins [9].

The prediction of the crystal size distribution resulting from the freezing of the liquid formulation is of utmost importance for process optimization, not only in the freeze drying of pharmaceutical solutions, and has been deeply investigated in the past years. In the literature, many empirical relationships can be found to correlate the thermal evolution of the product to the average pore size. Bald [10] first proposed to relate mean pore diameter to the cooling rate of the product by

$$\bar{D}_{p,i} = \alpha \left(\frac{dT}{dt}\right)^{-\beta}$$  \hspace{1cm} (1)$$

where $\alpha$ and $\beta$ are empirical constants that must be fitted to experimental results.

A whole family of empirical models is also available in the literature which relates the average pore diameter to the velocity of the solidification front, $P$, and the temperature gradient in the solid layer, $Q$:

$$\bar{D}_{p,i} = \alpha' P^{-\lambda_1} Q^{-\lambda_2}$$  \hspace{1cm} (2)$$

where $\alpha'$, $\lambda_1$ and $\lambda_2$ have to be determined experimentally. In fact, the parameter $Q$ is representative of the rate of removal of the latent heat released during crystal formation, the resulting crystal structures are dependent from this. The freezing front velocity instead is representative of the salt rejection rate at the crystals interface which is one of the phenomena governing crystal growth. A non-exhaustive list of applications of Eq. (2) includes freezing of apples [11], starch gels [12], gelatin gels [13], solidification of metal samples at low rates [14] and solidification of alloys at high rate [15]. Eq. (2), with $\lambda_1 = \lambda_2 = 0.5$, has been also used to describe the freezing of aqueous solutions in vials [16-19]. In the latter case, $P$ and $Q$ are calculated from
\[
P(t) = \frac{dL_{frozen}(t)}{dt}
\]  
\[
Q(t) = \frac{T_r - T_b(t)}{L_{frozen}(t)}
\]

The strong dependence of the many parameters on the kind of product, the specific application, and operating conditions that appear in these empirical models limits the predictive reliability and accuracy of the model. Besides, the parameters \( P \) and \( Q \) provide a macroscopic description of some of the many aspects related to the dynamics of the system. They are consistent with the physics of the system, but they do not provide a characterization of the system which can be given only in terms of thermodynamic state functions.

The state of the art in the modeling of the dependency of the average pore diameter on the thermal evolution of the product is the mechanistic model proposed by Arsiccio et al. [20]. The basic idea underlying their approach is that crystal growth is an exothermic process: the incorporation of new water molecules to the existing crystals, together with the creation of new interfaces, will release energy. The cooling medium and surrounding environment remove some of this energy and, thus, an energy balance in an infinitesimal slice of the material is related to the associated crystal growth dynamics. This approach neglects the nucleation kinetics and, as all the other models previously discussed, can predict the average pore diameter but not the pore size distribution.

In this work, a different approach to modeling the freeze-drying process is proposed and validated. The nucleation kinetics is described by a stochastic model in the form of a chemical Master equation. The parameters of the nucleation kinetics are fit to achieve the best agreement between the simulated and experimental induction times. Given the number and probability distribution function of the ice seed crystals formed, their evolution over time is described by a 1D population balance. The crystal growth rate is modeled as a function of the thermodynamically correct driving force, which is the supersaturation. This model does not
require any additional variables to be estimated or measured; whenever a single or multiple measurement of the temperature inside the material is provided [21], the model can be solved and both the whole pore size distribution and the amount of bound water can be determined. An analytical solution of the proposed model is derived using the Method of Characteristics [22], making this approach suitable for on-line monitoring and optimization of the whole freeze-drying process.

The paper is thus organized in five more sections. Section 2 describes the stochastic model and the experimental studies performed to derive the nucleation kinetic parameters, while Section 3 presents the 1D population balance model, the assumptions made, and the derivation of the analytical solution. Chapter 4 presents the experimental setup and the case study discussed. Chapter 5 describes the methodology for the validation of the proposed model, including the mathematical simulation of the whole freezing step of a single dose container (the 2D model used is presented in Appendix A), while Chapter 6 presents the main results of the study. Chapter 7 discusses the main conclusions and future development of the proposed approach.

2. Nucleation Kinetics

During nucleation, water molecules in the liquid become aligned and solidify to form crystal nuclei that will subsequently grow to form ice crystals with a range of sizes described by a crystal size distribution. This primary nucleation phenomenon is highly stochastic, resulting in different nucleation induction times in different vials and from one experiment to the next – even if the exact same solutions and the same amount are placed in the vials. In addition, the temperature during supercooling at which ice nuclei are observed to form in a vial is much higher than in pure water (which is about -37°C) because many factors, e.g. impurities inside the vial, gas dissolved in the solution, or any particulate, might act as a center for nucleation.
The higher the supercooling degree, the higher the number of crystal nuclei formed, and the smaller the average diameter of the resulting pores at the end of the drying stage. In a laboratory batch freeze-drying process, the vials could nucleate in the range $-10^\circ$C to $-15^\circ$C; but nucleation can occur below $-20^\circ$C in a clean environment using Good Manufacturing Practice (GMP) conditions. Once the nucleation process starts, ice is formed quickly and the whole vial can change its optical properties due to the appearance of the nuclei in less than one second [23].

In this work, the volumetric nucleation rate is described by

$$B_0 = k_b (T_f - T)^b$$

(5)

where $T_f$ is the equilibrium freezing temperature, and the prefactor $k_b$ and exponent $b$ are parameters that must be experimentally estimated. The driving force in this system is the difference between the actual temperature of the solution, $T$, measured in this work using the infrared camera, and the equilibrium temperature since, until the moment the first nucleus is formed, temperature is the only physical property of the system changing with time.

During cooling, the induction time is the time elapsed between the moment the solution reaches the equilibrium freezing temperature and the appearance of the first ice crystal. The common practice in the crystallization literature is to fit the parameters in the nucleation rate expression to experimentally measured induction times. Deterministic population balances and moment equations can hardly capture the intrinsically stochastic nature of nucleation. The induction times follow a probability distribution, which has been modeled using Gamma [24] and Poisson [25,26] distributions in case of supersaturation (and nucleation rate) kept constant over time. When supersaturation is time varying, as in our system, the nucleation rate increases as the solution is cooled. Goh et al. [27] modelled the stochastic nucleation process as a series of nonstationary Poisson events, which defines a chemical Master equation whose solution predicts the induction time distribution for any form of the nucleation rate and supersaturation
profile. Analytical solutions were derived for the time-varying probability of crystal nucleation, the average number of crystals that form at any certain time $t$, and the induction time statistics. Two assumptions are made: (i) the time for a nucleus to grow to a size sufficient to become experimentally observed is negligible and (ii) the solution remains spatially uniform after nucleation, that is, the depletion rate of the solution is not large enough to induce spatial non-uniformity in the system. Assumption (i) holds for nearly any primary nucleation process, including our system, because the growth rate is nearly always high at the high supersaturation at which the first nucleus forms. Assumption (ii) only affects the dynamics after the first nucleus forms, and so does not affect the analytical expression for the induction time distribution used in this article.

The nucleation rate in the chemical Master equation is represented by

$$K(t) = k_b \left( T_f - T(t) \right)^b V = k_b \left( \Delta T(t) \right)^b V$$

(6)

where, since $K(t)$ describes the number of nuclei formed per second, $K(t)dt$ will represent the probability to observe the formation of a stable nucleus during the time interval $dt$. The analytical expression for the induction time distribution is [27];

$$f \left( t_{\text{ind}} \bigg| k_b, b \right) = K(t_{\text{ind}}) \exp \left[ - \int_{t_{\text{sat}}}^{t_{\text{ind}}} K(s) ds \right]$$

(7)

Inserting Eq. (6) into this expression gives

$$f \left( t_{\text{ind}} \bigg| k_b, b \right) = k_b \left( \Delta T(t_{\text{ind}}) \right)^b V \exp \left[ - \int_{t_{\text{sat}}}^{t_{\text{ind}}} k_b \left( \Delta T(s) \right)^b V ds \right]$$

(8)

By the definition of induction time, the probability of having one nucleus, i.e. the integral of $K(t)dt$ between the saturation time and the induction time, must assume a unitary value, thus the two kinetic parameters, $k_b$ and $b$, are related and cannot be optimized individually, that is given $b$, for the previous constrain, the value of $k_b$ will also be fixed. The natural logarithm of
the likelihood function for $k_b$, given a specified certain value $b$, can be derived from Eq. (7) to be

$$
\ln L(k_b|t_i) = \ln \prod_{i=1}^{N} f(t_i|k_b) = \sum_{i=1}^{N} \ln \left( f(t_i|k_b) \right) = \sum_{i=1}^{N} \ln K(t_i) - \sum_{i=1}^{N} \int_{t_{sat}}^{t_i} K_i(s) ds
$$

(9)

where $t_i$ is the $i$th measured induction time. Setting the derivative equal to zero it is possible to determine the maximum of the likelihood function that, inserting from Eq. (6), results in

$$
\frac{d \ln L(k_b|t_i)}{dk_b} = \frac{N}{k_b} - V \sum_{i=1}^{N} \int_{t_{sat}}^{t_i} (\Delta T(s))^b ds = 0.
$$

(10)

which can be rearranged to give an analytical expression for the prefactor,

$$
k_b = \frac{N}{V \sum_{i=1}^{N} \int_{t_{sat}}^{t_i} (\Delta T(s))^b ds}.
$$

(11)

A simple algorithm for the determination of the maximum-likelihood parameter estimates is to test all the exponents $b$ in a reasonable interval, e.g. between 1 and 10 [28]. The best value of $b$ is searched for and $k_b$ computed using Eq. (11), which can be inserted into Eq. (8) to give the predicted induction time distribution for any experimental supercooling profile. The measured induction times were fitted to the mode obtained from the induction time distribution in Eq. (8), e.g., to minimize the least-squares-error $\Psi_b$ defined by

$$
\Psi_b = \sum_{i=1}^{N} (t_{i,\text{mode}} - t_{i,\text{measured}})^2.
$$

(12)

The variation in the measured induction times can be characterized by the standard deviation of the induction time distribution. The reader might refer to the original paper by Goh et al. [27] for a clear and detailed description of the model and for its derivation.

3. Crystal Size Distribution Modeling and Prediction
The conservation equation for the number of particles is a population balance model (PBM) [29,30]. This framework is sufficiently general to model the dynamics of formation, growth, breakage, and aggregation of many particles.

In our case, since the system is at rest, crystal breakage and crystal aggregation are negligible. Secondary nucleation terms were also neglected. A one-dimensional population balance (1D-PBM) for a population of crystals, assumed to have a characteristic length scale \( L \) that encompasses only growth is

\[
\frac{\partial n(L,t)}{\partial t} + \frac{\partial (G(L,t)n(L,t))}{\partial L} = 0
\]

(13)

where \( G \) is the growth rate and \( n \) the normal distribution function, that is the number of crystals in an infinitesimal volume of the property space. The growth rate is assumed proportional to the surface area of the single crystals and to a driving force, defined as the difference of the chemical potential between the ice and the solution:

\[
G(L,t) = k_{cg} \sigma^g A_{\text{crystals}}
\]

(14)

For example, if the ice crystals were assumed to be cylindrical, and the surface of the top of the cylinders were neglected, then

\[
A_{\text{crystals}} = 2\pi L \Delta z + 2\pi L^2 \approx 2\pi L \Delta z
\]

(15)

and

\[
G(L,t) = k_{cg} \sigma^g 2\pi L \Delta z L = G'(t)L
\]

(16)

The non-dimensional difference between the chemical potentials is

\[
\sigma = \frac{\mu_{w,i} - \mu_{w,l}}{RT} = \ln \frac{a_w^i}{a_w^l}
\]

(17)

The logarithm of the activity of ice was calculated from [31]

\[
\ln a_w^i = \frac{\Delta H_{\text{fus}}^0}{R} \left( \frac{1}{T_1^0} - \frac{1}{T} \right) - \frac{\Delta c_p^0}{R} \left( \ln \frac{T_1^0}{T} + 1 - \frac{T_1^0}{T} \right)
\]

(18)
where the apex “\(^{0}\)” identifies the standard condition at which the ice properties are referred.

A UNIQUAC model was used to determine the liquid activity while correctly accounting for the effect of concentration due to solvent crystallization:

\[
\ln a'_w = \ln \gamma'_w x_w = \ln \gamma'_w + \ln x_w
\]  

(19)

\[
\ln \gamma'_w = \ln \left( \frac{w_i}{x_i} \right) + 1 - \frac{w_i}{x_i} + q_i \left[ 1 + \ln \sum_j (\theta_j \tau_{ij}) - \sum_j \sum_k \theta_k \tau_{ij} \right]
\]  

(20)

The parameters for the UNIQUAC model for a sucrose solution were taken from Catté et al. [32] and are reported in Table 1.

Substitution of Eq. (16) into Eq. (13) gives

\[
\frac{\partial n(L,t)}{\partial t} + G(L,t) \frac{\partial n(L,t)}{\partial L} = -n(L,t) G'(t)
\]  

(21)

Eq. (21) was solved with the conditions

\[
n = 0, \ \forall L, \forall t < t_{\text{ind}}
\]  

(22)

\[
n = \frac{B(t)}{G'(t)} B(\beta_1, \beta_2), \ L = L_0, t = t_{\text{ind}}
\]  

(23)

The first condition (22) indicates that there are no crystals in the vial until the first nuclei form. The second condition provides the initial distribution function for the ice seeds created when the conditions for nucleation are met. The ice crystals are assumed to be distributed according a Beta distribution \(B\) with parameters \(\beta_1\) and \(\beta_2\). This assumption is necessary to account for the skewness of the pore distributions [21] in a system where the formed nuclei can only grow proportionally to a certain driving force and their areas. The parameter \(\beta_1 = 1.2\) and \(\beta_2 = 15\) were fitted to experimental pore distributions obtained from the analysis of scanning electron microscope (SEM) images of the dried product. The use of an exponential distribution, having only one parameter instead of two, was considered but the results were not satisfactory at all.
Using the Method of Characteristics (MoC) [22], an analytical solution of the above model can be derived, leading to

\[ L = L_0 \exp \left( \int_{t_i}^{t_{end}} G'(t) \, dt \right) \]

and

\[ n = n_0 \exp \left( - \int_{t_0}^{t_{end}} G'(t) \, dt \right) \]  

(24) and

(25)

Given an initial range of dimensions of the nuclei, their distribution, and a thermal profile, Eqs. (18) and (20) can be used to derive \( \sigma \) and \( G' \) that, according to Eq.(16) reads

\[ G' = k_c \sigma^s \Delta z \].

From \( G' \), the integral can be calculated and the crystal size distribution at time \( t_{end} \) can be determined. Since the infrared camera can provide the evolution of the whole axial temperature profile of the product, measurements from different pixels along the vial height can be used to predict the whole axial crystal size distribution.

If the whole temperature profile was provided, then \( t_0 \) is simply \( t_{ind} \) and \( t_{end} \) is the moment that the thermal equilibrium between the product and the environment has been reached. If measurements were provided at a given time step, e.g. every second, then the time evolution of the crystal size distribution could be monitored in real time. The computational effort is negligible, enabling the application of the proposed model to the on-line monitoring and optimization of the freezing step.

4. Case Study and Experimental Work

Freezing tests were performed in a laboratory-scale freeze-dryer (Lyo Beta by Telstar, Spain) and, in each batch, ten vials [10R (ISO 8362-1)] were filled with 5 ml of a 5% b.w. solution of sucrose. Chemicals were purchased from Sigma Aldrich (≥99.5%) and used as received. Solutions were prepared with ultra-pure water produced using a Millipore water system (Milli-
Q RG, Millipore, Billerica, MA). Each test was 2.5 h long and the cooling policy was to simply cool to −50°C as fast as possible, that is, with a cooling rate of about −1.5°C/min from room temperature to −10°C, about −0.5°C/min from −10°C to −30°C and −0.3°C/min from −30°C to −50°C. The temperature is directly measured and used in the model, so deviation from this cooling profile does not affect the analysis procedures. The vials were placed inside the chamber and monitored using the sensor presented in Lietta et al. [33] based on infrared imaging. The sensor consists of a protective enclosure in plastic material housing an infrared camera, an RGB camera and all the electronics required to control its functioning, acquire the images, store the results and evaluate in real time the evolution of the process. The system was designed to be placed inside the drying chamber while accessed and controlled via Wi-Fi from the exterior. In this work only the thermal images have been used and will be discussed. Among the parameters that the user can vary there is the frame rate, expressed in terms of seconds between the acquisition of two subsequent thermal images. One new frame was acquired every 10 seconds. Experimental values of the induction times were obtained from the analysis of thermal profiles. In fact, given the temperature of the equilibrium freezing point, function of the kind of solute and of the solid fraction inside the solution, the saturation of the solution can be identified as the first moment the solution presents a temperature lower than the freezing temperature. Nucleation is characterized by a quick heat release that brings the solution back to the equilibrium freezing temperature after this was undercooled. The induction time was computed as the time elapsed between the saturation of the solution and the detection in a single frame of the sudden heat release due to nucleation.

One more freezing test was carried out exactly in the same conditions, but the samples were also dried after being frozen. The temperature of the shelves and chamber pressure during the primary drying phase were set to $T_{sh} = −20°C$ and $P_c = 10$ Pa. The thermal evolution of the material was monitored using the same sensor described above. The dried material contained
in the two vials located in front of the camera was extracted from the vials, cut in slices at different axial positions, fixed on aluminum circular stubs, and metallized with chrome. SEM images (SEM, FEI type, Quanta Inspect 200, Eindhoven, The Netherlands) were taken along the axis of the vial in three different radial positions: at the center of the vial and at both edges where the product was in contact with the glass. The measurement at different radial positions allows the consideration of variability inside the vial; the thermal profiles obtained from the sensor refer to the temperature of the material in direct contact with the glass of the vial, which is thus associated with the pore size distribution forecast by our model. Significant differences would require a further correction of the temperature to account for the internal heat transfer. The images obtained were pretreated and segmented as discussed in Colucci et al. [21]. After segmentation, all the pores were counted, together with their areas and equivalent perimeters. The axial distribution of the pores is reported as an average of the values obtained from the two dried samples (two measurements for the distribution on the center of the vials and four for the measurement of the pores in contact with the glass). The error bars reported correspond to one standard deviation. No macroscopic collapse of the dried structure was visible, so the assumption that the distribution of the pores results from that of the ice crystals is reasonable.

The ending of the primary drying of this validation batch was experimentally determined from the analysis of the Pirani-Baratron ratio. The lab-scale equipment used for this work has embedded both a capacitance (Baratron type 626A, MKS Instruments, USA) and a thermal conductivity (Pirani type PSG-101-S, Inficon, Switzerland) manometer. The measurement of the Pirani gauge varies with the composition of the atmosphere inside the chamber, thus the pressure measurement will be about 60% higher than the actual pressure in the chamber read by the Baratron when sublimation is occurring, as the gauge is calibrated in air while the chamber atmosphere is about 100% water vapor. After drying is over, when no water vapor is left in the chamber, the two sensors will read the same pressure, that is, their ratio will be one.
Between these two values, the ratio presents two slope changes, namely the onset and offset, while the inflection point between the two is referred as the midpoint. Which of these points should be considered as end of the primary drying depends on the kind of products. For amorphous products like sucrose, the midpoint should be considered [34]. The maximum temperature at the sublimation interface was obtained from the analysis of the thermal images of the products.

5. Validation

Validation of the proposed model was performed at many levels. The main interest of any freeze-drying practitioner is the possibility to obtain a reliable prediction of the porous structure, that is, the resistance to mass transfer, thus the possibility to estimate the ending time and the maximum temperature during the primary drying phase for a given set of operating conditions \( T_{sh} \) and \( P_c \). For this reason, a first round of validation was performed with the aim to compare the pore size distribution forecast by the model with the experimental pore size distribution obtained from the analysis of the images of the product obtained from the Scanning Electron Microscope (SEM).

Simulation of the ending time and maximum product temperature at the sublimation interface were obtained using the one-dimensional model of the primary drying presented by Velardi and Barresi [35]. Despite of its simplicity, this model was proven effective for on-line application in many works presented after its publication. Two parameters must be provided to the model to simulate the process: the global heat exchange coefficient between the shelf and the product, \( K_v \), and the mass transfer resistance coefficient \( R_p \). The former is a characteristic of the vial-freeze-dryer system, thus completely independent from the actual formulation processed and can be accurately estimated off-line processing just a few vials filled with water. In this work, \( K_v \) was obtained by the gravimetric test [36]. The mass transfer coefficient \( R_p \) is
more challenging to estimate since it depends on the actual formulation processed and its porous structure. Following the approach presented in [37,38], it can be estimated from the average axial pore distribution. Here the pore distributions estimated from the previously discussed model of the freezing stage were used to estimate $R_p$ according to

$$
R_p = \sum_i R_{p,i} = \sum_i \frac{3}{2} \frac{\tau^2 \Delta z}{\xi D_{p,i}} \sqrt{\frac{\pi RT}{2M_w}}
$$

where $R_{p,i}$ is the mass transfer resistance in a slice of the product of height $\Delta z$, $R$ is the ideal gas constant, $M_w$ is the molar mass of water, and $T$ the temperature in the dried layer, usually approximated by $T_i$, the temperature at the sublimation front, that is, the region where the vapor flow originates and propagates.

The ratio of the square of the tortuosity, $\tau$, and of the porosity of the pore network, $\xi$, namely $\frac{\tau^2}{\xi}$ is assumed equal to 0.225 according to [23]. The model presented in [35] assumes that, at any time instance, two layers can be distinguished inside the product: a frozen layer and a dried layer. Those two layers are separated by a perfectly flat sublimation interface receding uniformly towards the bottom of the vial. To be consistent with this simplified model of the process, the mean pore diameter $D_{p,i}$ must be a single value that is spatially uniform across the $i$th slice. As a unique value is considered for each slice, the mean pore diameter $D_{p,i}$ has only discrete variations along the product axis. All the models presented in the literature so far were just able to estimate, at a certain position along the product axis, an average value of the pore diameters, and this single value was enough to estimate $R_p$. In our case, the solution of the 1D-PBM provides the evolution of the pore size distribution along the axial direction. If we assume the product to be discretized according to the pixels of the camera that provides the thermal measurements, we obtain that, for each slice of the product, we can account for the increased information. Besides, since this pore distribution appears very skewed, the average
value does not guarantee to be the best characterization of the whole distribution. In this work, four different characterization of the crystal size distribution were compared:

i) The average diameter, $\overline{D}_{p,i}^{1/0}$, obtained as the ratio between the first and the zeroth order moments of the distribution;

ii) The average diameter, $\overline{D}_{p,i}^{2/1}$, obtained as the ratio between the second and the first order moments of the distribution;

iii) The mode of the distribution, $\overline{D}_{p,i}^{m}$;

iv) Given the discretized histogram of the pore distribution inside the $i$th slice, that is, the probability $p_j$ of having a pore of diameter $D_{p,j}$, the average pore diameter $\overline{D}_{p,i}^w$ is the inverse of the sum over $j$ of the ratios between $p_j$ and $D_{p,j}$.

Approach $iv$ assumes that all the pores having a certain diameter will contribute to the total mass transfer according to their frequency, thus the total $R_p$ for the $i$th slice will be the weighted sum of all single contributions $R_{p,j}$ due to the pores having a diameter $D_{p,j}$.

This rationale implies that

$$R_p = \sum_i \sum_j p_j R_{p,j} = \sum_i \sum_j \frac{3}{2} \tau^2 \Delta z \sqrt{\frac{\pi RT_i}{2M_w D_{p,j}}} \frac{p_j}{D_{p,j}}$$

where $T_i$ for each axial position $i$ was measured from the sensor during the primary drying.

If $\Delta z$ is kept constant, this equation simplifies to

$$R_p = \sum_j \frac{3}{2} \tau^2 \frac{\Delta z}{\xi} \sqrt{\frac{\pi RT_i}{2M_w}} \sum_j \frac{p_j}{D_{p,j}}$$

which is equivalent to Eq. (26) if the average diameter is defined by

$$\overline{D}_{p,i}^w = \frac{1}{\sum_j \frac{p_j}{D_{p,j}}}.$$
The above model was developed to be coupled with real-time temperature measurements provided by an infrared camera developed as a Process Analytical Technology for monitoring and optimization of the freeze-drying process. In this perspective, the correct estimation of the crystal size distribution, as well as the possibility to infer the mass transfer coefficient important in the simulation of the subsequent primary drying, has a dramatic importance. One single freezing test might provide the information required to draw the whole design space of a specific formulation, if the information on the heat transfer coefficient during the primary drying inside the equipment is provided.

A further validation step was performed simulating the thermal evolution of the product during the whole freezing process. A more general model of the freezing of a 10R vial filled with 5 ml of a 5% b.w. sucrose solution was developed using a modified porous media approach. Fig. 1 presents the schematics of the system. Given the symmetry of the cylindrical vial, a 2D section was simulated. The details of the model are presented in Appendix A.

The model was solved by the finite volume method. A mesh of forty per twenty-five (five for glass and twenty for the product) cells was able to provide grid-independent results. Eleven classes were considered for the solution of the population balance while the time step was set to 0.05 s. Thermodynamic parameters, see Table 2, were taken from [43-45] for water, from [43] for ice and from [46] for sucrose.

6. Results

Fig. 2 reports the squared sum of errors for different values of the exponent of the nucleation kinetics, $b$. The absolute minimum corresponds to $b = 12$, although the difference with the values obtained for $b = 11$ and 13 is minor. Larger sets of observations might make this minimum more evident but, looking at Fig. 2, we could expect $b$ to range from 9 to 14, in agreement with the primary nucleation mechanism. The resulting parity plot obtained from the
comparison of the experimental and simulated induction times, Fig. 3, shows a good agreement between the two set of values. A slight deviation from the diagonal can be observed on the left together with an increased variability in the estimations. In those vials, nucleation occurs earlier and would, for this group of observations only, be better described by a lower exponent. A possible reason for this small variation from the general trend could be that nucleation was enhanced by some other factor, e.g. impurities in the solution. As expected from the stochastic nature of the primary nucleation process, the variability in the induction times is large.

Koop et al. [47] claimed that the nucleation kinetics of water solution is not dependent on the kind of solute dissolved and, thus, whatever the formulation, the parameters that describe the nucleation kinetics should be the same. Following the procedure presented in this work, the accuracy of this claim could be tested by measuring the nucleation exponent for other sugars or more complicated solutions. If the value of the exponent $b$ is the same, also $k_b$ would be the same, that is, the only real difference in the resulting pore size distribution would be due to the crystal growth kinetics.

Much of the literature reports values of the growth order $g$ of 1 or 2 depending on whether the crystal grows according to an adhesive type or a spiral growth mechanism [48]. A very good agreement with the experimental results was obtained for $g$ equal to 1. The group $2\pi\Delta z k_{eg}$ was almost constant, that is $k_{eg}$ was mostly constant for a given value of $g$, in all the cases, and values in the range 5 to 10 are satisfactory. In Fig. 4 the experimental number density function (ndf) obtained from one SEM image taken next to the bottom of the product is compared with the prediction from the proposed 1D-PBM. The two assumptions, that the nuclei are formed according to a beta distribution and that crystal growth is the only mechanism occurring after nucleation, seem to provide a reasonably good description of the physics of the system. Further validation of the assumptions would be useful, since other kinds of phenomena could provide a skewed distribution of the nuclei. For example, a quadratic, cubic, or some other super-linear
dependence of the growth rate on $L$ in Eq. (15) would lead to an acceleration of the growth rate for bigger crystals, thus to the creation of a tail on the right side of the $ndf$. An analytical solution of the resulting 1D-PBM can be derived in many cases. Another option is that, for highly concentrated solutions, the molecular diffusion of the water molecules towards the crystals becomes rate controlling; on the contrary, in deriving the proposed model the implicit assumption that the process rate was controlled by the adhesion of the water molecule to the crystal surface was made. If molecular diffusion were rate limiting, the crystal growth rate would be proportional to $L^{-1}$, which would favor little crystals over the bigger crystals, pushing the original normal distribution to the left to obtain a skewed $ndf$.

Figure 5 compares the average pore diameter measured from the SEM images taken at the edges of the cake, where the product is in contact with the glass, and simulated using the temperature measurements extracted from 9 pixels along the vial height. The procedure presented by Van Bockstal et al. [49] was used to correct the effect of the vial glass on the temperature measured from the infrared camera; the corrected profiles were fed to the population balance presented in Section 3. The simulated values were obtained using $b = 12$; $k_b = 10 \text{ m}^{-3} \text{s}^{-1} \text{K}^{-1}$; $g = 1$, and $2\pi \Delta z k_{cg} = 10 \text{ s}^{-1}$, i.e. $k_{cg}$ equal to 1592 $\text{m}^{-1} \text{s}^{-1}$, and the ratio between the first and the zeroth order moments of the normal distribution function was considered as the average pore diameter. The agreement is acceptable, and, in all cases, the predicted values fall inside the range described by the error bars obtained from the average of the four experimental measurements. Both the pore reduction at the bottom of the vial and the effect of cryoconcentration – a small decrement of the average pore diameter towards the top surface of the product – are well described by the proposed 1D-PBM.

Figure 6 compares the distribution of the average pore diameters, measured from the SEM images using the algorithm of Colucci et al. [21], at the center of the vial, that is, on the axis of the cylindrical product, and in the radial position, that is, where the product is in direct contact
with the glass. Along most of the vial, the average pore diameter measured in the radial position is a few microns greater than the measurement at the product axis. If we consider the variability of the pore distribution, see Fig. 4, this difference will hardly be significant. The effect on the effective mass transfer coefficient can be considered negligible. At the best of the authors’ knowledge, this kind of comparison is here presented for the first time and has a dramatic importance for the development of the PAT. An infrared camera measures the temperature directly on the glass wall. The effect of heat transfer across the glass can be corrected mathematically thus providing a measurement of the temperature of the product in direct contact with the glass. If the difference in the radial crystal size distribution is not significant, that is, the gradients inside the liquid during cooling are negligible, and the freezing front is mostly flat, then the crystal distribution obtained directly from this measurement can be considered representative of the crystal distribution over the whole product. There is no need to further correct the measured temperature in order to account for the radial variability of the pores.

Figure 7A compares the Pirani Baratron ratio of one of the two primary drying cycles performed and the evolution of the position of the interface simulated for the four different kinds of average diameters presented in Section 4. The measured onset of the Pirani-Baratron is 25.4 h, while the offset is 38.9 h. The experimental maximum temperature at the interface was −32°C. Fig. 7B compares the actual average pore diameters resulting from each of the four approaches. Taking the mode of the distribution, blue line in Fig. 7A and blue circles in Fig. 7B, the primary drying is supposed to end in 32.6 h, while the simulated maximum temperature is −30.5°C. Using Eq. (29), the average pores are slightly bigger, resulting in a drying time of 29.8 h and a maximum temperature of exactly −32°C. Approaches i and ii estimated the larger sizes of the pores, thus the shortest drying times, 29.0 h and 28.4 h respectively, and the lowest values of the maximum temperature at the interface: −32.8°C and −32.6°C respectively.
Approach iv appears to provide the best representation of the actual system. Especially remarkable is the accuracy in the estimation of the maximum temperature. Taking the mode of the distribution might be more conservative, while the simple average diameter appears more prone to underestimate the drying time and maximum temperature. All considered, the proposed model appears to correctly predict the pore size distribution which will determine the rate of mass transfer during the primary drying process.

In order to further validate the system, the 2D model described in Appendix A was implemented in Matlab and solved numerically. The same values of $b$, $k_b$, $g$, and $2\pi \Delta \chi_{bg}$ used for the solution of the simple 1D-PBM were used. In Figure 8 the axial pore distribution measured from the SEM images (black triangles) are reported in terms of average of the two measurements and standard deviation between the measurements. The experimental values are compared with the values obtained from the simulation. The agreement is qualitatively correct although not perfect, in particular, the pores diameters at the bottom of the vial appear to be somewhat overestimated. It has to be remarked that the maximum difference between the simulated and experimental profiles is 5μm: 5μm difference in the average computed on histograms ranging, as shown in Figure 4, between 20 and 180/200μm. These minor differences must be evaluated taking into account the uncertainties in both the sample preparation before the SEM analysis and the variability of the parameters of the algorithm for the analysis of this images, for the experimental results, and considering that the hypothesis behind the derivation of the model used for the simulation of the crystal size distribution discussed previously might affect the accuracy of the predictions. All these mild differences in the computed and experimental crystal size distribution will reflect in equivalent differences in their characterization, i.e. calculation of the averages.

Figure 9A compares the temperature measured from a thermocouple stuck inside the vial in close contact with the bottom of the vial and the temperature simulated for a cell in the right
bottom corner of the mesh. In blue is the temperature of the cooling medium. The agreement is outstanding along the whole process. Only a slight difference between the two values might be seen at the end when the material is mostly frozen. Same consideration stands for the temperature measured on the vial glass by the infrared camera. Figures 9B and 9C compare two measurements, obtained at the top and at the bottom of the vial, respectively, with the simulated values at the free side of the glass. The measurements of the IR camera were obtained using a value of glass emissivity of 0.93, measured at 0°C. The emissivity changes with the temperature which could explain, at least partially, the slight differences on the measurement obtained at the very beginning and end. Considering all the uncertainties in the measurements and in the simulation, the agreement is remarkable. One last validation of the presented model is the prediction of the sugar mass fraction in the solution at the end of the freezing. The glass transition temperature is defined to be the temperature at which, due to the increased viscosity of the solution, no further freezing can be observed in real time [50]. For a water-sucrose solution the glass transition is −32°C and corresponds to almost 20% of bound water, that is 20% of the total water remains bounded to the solid structure [50]. This value has a certain importance since this water will not be removed during the primary drying, except for a small fraction, but will need to be desorbed during the secondary drying phase. Since the driving force for crystal growth in our model is provided by the difference between the chemical potentials of ice and solution, this driving force will go to zero exactly when freezing is over. If the UNIQUAC model parameters have been correctly estimated, the freezing will be over when the glass transition temperature has been reached and the solute mass fraction is the one dictated by the thermodynamics of the system.

7. Conclusions
The possibility to monitor in real time the freezing stage of a pharmaceutical formulation enables the prediction of the axial crystal size distribution, which specifies the mass transfer resistance during the drying phase. A good estimation of this parameter, the most challenging one of the two required by simplified one-dimensional models of the process, opens a wide range of possibility and is expected to strongly boost the optimization and control of the whole freeze-drying cycle. A further step towards the implementation of a real quality-by-design approach to the manufacturing of pharmaceuticals and drugs. The possibility to use the thermal characterization of the product provided by an infrared camera was discussed in [21], in which past mathematical models from the literature were used to obtain a PAT for the monitoring of the vacuum freeze-drying process. Those models and the state-of-the-art methodology used to relate the thermal evolution of the process to the crystal diameters presented some issues and limitations. In this work, a new mathematical model that is more physically grounded and detailed was developed and validated, for the case study of a 5% b.w. sucrose solution. The proposed PAT uses the temperature directly measured from the sensor on the vial surface to model the nucleation and crystal growth kinetics. The infrared sensor can provide the evolution of the temperature in different position along the product height. From this profile it is possible to directly measure the nucleation temperature, that is the achieved degree of supercooling of the solution, thus the correct number of nuclei formed. Monitoring the temperature profile, it is also possible to model the crystal growth kinetics thus to infer the resulting crystal size distribution at the end of the freezing step. In fact, the driving force for crystal growth is the difference in the chemical potentials of the ice and of the solution and they can be correctly modelled and computed given a measurement of the product temperature. The results suggest a wider validation in the case of other sugars and more complex formulations should be carried out in future work.
Some authors have claimed that the nucleation kinetics in these systems are independent of the actual kind of solute. This claim should be tested in future work since it would have a dramatic impact in the future development of these kind of models by reducing the number of parameters of the presented 1D-PBM to one. On the other hand, if the solute does affect the nucleation kinetics, which may be probable for solutions of proteins, the actual dependence of these parameters from the characteristics of the solute must be studied.

Even if the nucleation kinetics were independent of the solute, the nucleation kinetics still presents many unknown aspects that the stochastic model here used does not fully explain. The speed at which nuclei formation propagates along the whole vial after the first crystal is observed, and the fact that the number density of crystals is mostly spatially uniform, suggest an unstable dendritic growth of crystals from the point where nucleation first occurs towards the other directions in space. Accurately describing such phenomenon would be a significant contribution to the mathematical modeling of freeze drying. The effects of the glass-solution interface or of the gases dissolved inside the solution to enhance the nucleation have also to be better understood.

Application and validation of this approach to the different kinds of controlled freezing processes, such as ice fog nucleation and vacuum-induced nucleation, is also one of the major future developments of this work since these methodologies are getting more and more important in the industrial practice.

8. Acknowledgements

The contribution of Riccardo Maniaci to the experimental work and that of Roberto Pisano, Sabrina Grassini, and Leonardo Iannucci to sample preparation and SEM analysis is acknowledged by the authors. This research work was partially supported by Compagnia di San
Appendix A

The idea behind the porous media approach is that, although a system might be heterogeneous at the macroscopic level, for a sufficiently small part of the system, we might assume that its effective properties can be described as a linear combination of the properties of the single phases. If effective, averaged properties of the system can be derived, the typical transfer equation can be written and numerically solved in this discretized domain. The main difference with the more usual porous media approach is that $\phi$ does not define the fraction of the total volume occupied by the solid structure, but the volume fraction of the solute dissolved in the solution. The remaining $1 - \phi$ part of every cell can be either water or ice. With the saturation $S_j$ defined as the volume fraction of either water or ice over the volume of everything apart from the solid, we can write

$$\phi + (1-\phi)S_i + (1-\phi)S_l = \phi + (1-\phi)(S_i + S_l) = 1$$  \hspace{1cm} (A.1)

$$S_i + S_l = 1$$  \hspace{1cm} (A.2)

The mass balance for ice and water respectively can then be described by

$$\frac{\partial S_i}{\partial t} = \frac{1}{(1-\phi)\rho_i} i$$  \hspace{1cm} (A.3)

$$\frac{\partial S_l}{\partial t} = \frac{\partial S_i}{\partial t} = -\frac{1}{(1-\phi)\rho_i} i$$  \hspace{1cm} (A.4)

to be solved according to the initial conditions:

$$t = 0, \forall r, z, \quad S_i = 0 \quad \text{(and obviously } S_l = 1)$$  \hspace{1cm} (A.5)

The heat transfer inside the single cells can be described by
\[
\frac{\partial T}{\partial t} = \frac{1}{c_{p,\text{eff}} \rho_{\text{eff}}} \left[ k_{\text{eff}} \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial T}{\partial r} \right) + \frac{\partial^2 T}{\partial z^2} \right) + \lambda \dot{I} \right]
\]

where \( \dot{I} \) is the volumetric freezing rate, i.e., the kilograms per second of water that, in a given volume, turn into ice. This value links the mass balances described by Eqs. (A.3) and (A.4) to the heat balance, and can be measured from the third moment of the number density function, obtained from the 1D-PBM that is solved together with the model:

\[
\dot{I} = \frac{\partial c_i}{\partial t} = \rho_i k_{\text{shape}} \int_0^\infty 3n(L, t)L^2G(L, t) dL = 3 \rho_i k_{\text{shape}} G'(t) \int_0^\infty n(L, t)L^3 dL
\]

In fact, the third moment of the normal distribution function is proportional to the volumetric fraction of crystals in the solution. The derivative of the third moment is thus proportional to the volume of water that in a given \( dt \) turns into ice. Multiplication of this quantity by the ice density gives the freezing rate, the parameter that couples the microscopic 1D-PBM in the space of characteristics to the macroscopic description of the mass and heat transfer inside the vial.

At the time \( t = 0 \), the temperature uniformly assumes a value \( T_0 \).

The set of boundary conditions implemented:

\[
t > 0, \ z = 0, \ 0 < r < R_g, \quad J\big|_{z=0} = K_v (T_{\text{sh}} - T\big|_{z=0})
\]

where \( K_v \) is the overall heat transfer coefficient that considers conduction and radiation within the gap between the vial bottom and the shelf surface and the conduction in the glass wall:

\[
K_v = \left( \frac{s_{\text{g, bottom}}}{k_g} + \frac{1}{K_u} \right)^{-1}, \quad K_u = \frac{k_{\text{air}} (T_{\text{air}})}{l_{\text{air}}} + 4\sigma_b c T_{\text{av}}^3
\]

\[
J\big|_{z=H} = \sigma_b F_{\text{sh,top}} (T_{\text{sh}}^4 - T_{\text{wall}}^4\big|_{z=H}) + \sigma_b F_{\text{wall,top}} (T_{\text{wall}}^4 - T_{\text{wall}}^4\big|_{z=H}), \quad t > 0, 0 < r < R_g, z = H
\]

\[
J\big|_{r=0} = 0, \quad t > 0, \ r = 0, \ \forall z,
\]

At the top surface of the material, both radiation from the upper shelf and from the side wall were considered. The view factors were taken from [39,40].
The glass vial is mostly infrared opaque, having an approximate emissivity of 0.9, variable with temperature. For this reason, an infrared imaging system will read the temperature of the glass and not that of the product. The study of the dynamics of the glass wall is therefore important and was modeled and included in the two-dimensional model used for validation. In the glass, only heat transfer occurs, which is modeled by

\[
\frac{\partial T_g}{\partial t} = \frac{k_g}{c_{p,g} \rho_g} \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial T}{\partial r} \right) + \frac{\partial^2 T}{\partial z^2} \right]
\]  

(A.12)

which is solved with the initial condition:

\[
T_g = T_0 \quad t = 0, \quad \forall r, z
\]  

(A.13)

The boundary conditions that describe conduction and radiation at the vial wall, together with the direct conduction between the glass and the shelf, are

\[
J \big|_{r=R_g+s_g} = h_{\text{side}} (T_{\text{air}} - T_g) \big|_{r=R_g+s_g} + \sigma_b F_{\text{sh,side}} (T_g^4 - T_{\text{air}}^4) \big|_{r=R_g+s_g} + \sigma_b F_{\text{wall,side}} (T_{\text{wall}}^4 - T_g^4) \big|_{r=R_g+s_g},
\]

\[t > 0, \quad r = R_g + s_g, \quad \forall z \]

(A.14)

\[
J \big|_{z=0} = K_c (T_{\text{sh}} - T_g) \big|_{z=0}, \quad t > 0, \quad z = 0, \quad R_g < r < R_g + s_g
\]

(A.15)

where \(h_{\text{side}}\) was taken from [41] and \(K_c\), here considered as an effective heat transfer coefficient modeling also the effects of the heat transfer in the radial direction inside the glass at the bottom of the vial, was taken from [42].

Given the difficulties in estimating the contribution of radiation from the remaining walls of the vial not modeled, this was assumed similar to the radiative terms used to model the top surface of the product, thus

\[
J \big|_{z=H} = \sigma_b F_{\text{sh,top}} (T_{\text{sh}}^4 - T_g^4) \big|_{z=H} + \sigma_b F_{\text{wall,top}} (T_{\text{wall}}^4 - T_g^4) \big|_{z=H}, \quad t > 0, \quad R_g < r < R_g + s_g, \quad z = H
\]

(A.16)

In addition, at any moment, the energy flux transferred through the glass was assumed equal to the heat received by the product:
\[ \frac{k_g}{r_{R_g}} \frac{\partial T_g}{\partial r} |_{r=R_g} = k_{\text{eff}} \frac{\partial T}{\partial r} |_{r=R_g}, \forall t, r = R_g, \forall z \] (A.17)

9. List of Symbols

- \(a_{ijk}\): Interaction coefficients in the UNIQUAC model
- \(a_w\): Activity coefficient
- \(A_{\text{crystal}}\): Crystal surface area
- \(b\): Crystal nucleation order
- \(B\): Beta probability distribution modeling the nuclei’s size
- \(B_0\): Volumetric nucleation rate
- \(c_i\): Ice concentration
- \(c_p\): Specific heat capacity
- \(\bar{D}_{p,i}\): Average pore diameter
- \(f\): Probability distribution function Master Equation
- \(F_{1,2}\): View factor between surface 1 and surface 2
- \(g\): Growth rate order
- \(G(L,t)\): Growth rate
- \(G'(t)\): Growth frequency as defined in Eq. (16)
- \(\Delta H_{\text{fus}}\): Latent heat of fusion
- \(h\): Heat transfer coefficient
- \(H\): Liquid height
- \(\dot{i}\): Freezing rate
- \(J\): Heat flux
- \(k\): Thermal conductivity
- \(k_b\): Kinetic parameter for crystal nucleation
- \(K\): Nucleation rate
- \(K_c\): Heat transfer coefficient for conduction from the shelf to the glass
- \(K_u\): Global heat transfer coefficient from the shelf and the vial bottom
- \(K_v\): Global heat transfer coefficient from the fluid and the product bottom
- \(k_{\text{cg}}\): Kinetic parameter for crystal growth
- \(k_{\text{shape}}\): Particle shape factor
- \(l_{\text{air}}\): Average gap between the vial and the shelf
- \(L\): Particle characteristic dimension
- \(L_{\text{frozen}}\): Thickness of the frozen layer
- \(L\left(k_b | t_i \right)\): Likelihood of \(k_b\) being the exact parameter fitting the distribution given the measurement \(t_i\).
- \(m\): Mass
- \(M_w\): Water molar mass
- \(n\): Number density function

Different units:
- \(m^{-1}\)
- \(\# \text{ m}^{-3} \text{s}^{-1}\)
- \(\text{kg} \text{ m}^{-3}\)
- \(J \text{ K}^{-1} \text{ kg}^{-1}\)
- \(\text{m}\)
- \(\text{s}^{-1}\)
- \(\text{J} \text{ s}^{-1} \text{ m}^{-2} \text{ K}^{-1}\)
- \(\text{kg} \text{ m}^{-3} \text{s}^{-1}\)
- \(\text{J} \text{ s}^{-1} \text{ m}^{-2} \text{ K}^{-1}\)
- \(\text{J} \text{ s}^{-1} \text{ m}^{-2} \text{ K}^{-1}\)
- \(\text{m}^{-1} \text{s}^{-1}\)
- \(\text{kg} \text{ mol}^{-1}\)
- \(\text{m}^{-4}\)
Number of observations for nucleation parameters optimization
Probability of having a pore of diameter $D_{ij}$, that is the j-th bin of the i-th section of the vial
Velocity of the freezing front
Chamber pressure
Molecular surface area parameter
Thermal gradient inside the frozen layer
Radial coordinate
Parameters of the UNIQUAC model
Ideal gas constant
Vial inner radius
Mass transfer resistance during primary drying
Mass transfer resistance during primary drying in the i-th axial slice of the product
Integration variable
Vial wall thickness
Vial bottom thickness
Saturation
Time
Induction time
Temperature
Liquid temperature
Fusion temperature of pure water
Temperature of the product at the bottom of the vial
Freezing temperature
Temperature at the sublimation interface
Liquid volume
Mass fraction
Molar fraction
Axial coordinate

Fitting parameter used to relate the thermal evolution of the process to the average pore diameter in Eq.(1)
Fitting parameter used to relate the thermal evolution of the process to the average pore diameter in Eq.(2)
Fitting parameter Eq. (1)
Parameters of the beta distribution
Activity coefficient
Finite difference
Emissivity
Surface area fraction
Latent heat of crystallization
Parameters of Eq. (2)
Chemical potential
Density
Supersaturation
σ₀ Variance of the initial crystals pore distribution
σ_b Stefan-Boltzmann constant J s⁻¹ m⁻² K⁻⁴
τ² / ξ Parameter of Eq. (26)
τ_ij Boltzmann factor for residual excess Gibbs energy
φ Volume fraction of solute dissolved m³ sol m⁻³ cell
Ψ_b Objective function
ωᵢ Volume fraction of component i UNIQUAC

Subscripts
0 Initial value
air Air in the drying chamber
av Average value
bot Vial bottom
eff Effective value for the mix
frozen Relative to the frozen product
g Vial glass
i Ice
l Liquid
s Solid
sat Saturation
sh Shelf
side Vial side
top Product upper surface
w Water
wall Camber wall
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Table 1. UNIQUAC parameters taken from [32].

Table 2. Thermodynamic parameters used for the simulation of the freezing of a vial filled with a solution of sucrose 5% b.w, taken from [43-46].
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Figure 1. Schematics of the half vial modelled, and rationale of the porous media model used in this work.

Figure 2. Squared sum of errors for the estimation of the nucleation kinetic parameters. The minimum quadratic error is obtained for $b = 12$ (black diamond).

Figure 3. Parity plot of the experimental and simulated induction time for ice nucleation. The error bars in the simulated values represent one standard deviation of the simulate probability function, $f(t)$.

Figure 4. Pore distribution on the vial axis. Histogram: experimental distribution obtained from the segmentation of one SEM image taken at 2 mm from the bottom of the vial; Black squares: simulated distribution obtained assuming the ice nuclei to be distributed as a Beta distribution.

Figure 5. Comparison of the experimental and simulated axial pore distribution for a 5% b.w sucrose solution. Filled diamonds: experimental results obtained from the segmentation of the SEM images; open circles: simulated average pore diameter (ratio between the first and the zeroth moment of the $ndf$ of the pore axial distribution: $\bar{D}_{1/0,1/0}$).

Figure 6. Comparison of the average pore diameters experimentally measured from the SEM images at the product axis (◇) and in direct contact with the vial glass (○).

Figure 7. A) Experimental and simulated ending time. Black noisy line: Pirani-Baratron pressure ratio; dashed area: the time lapse between the onset and the offset of the Pirani-Baratron. Position of the sublimation interface using different characterization of the pore axial distribution: blue line: axial distribution of the mode of the pore size distribution, i.e. $\bar{D}_{p,1/0}$; Gray line: axial distribution of the weighted average of the
pore size distribution, i.e. $D^W_{p,d}$. Red line: axial distribution of the ratio between the first and the zeroth moment of the pore $ndf$: $D^{1/0}_{p,d}$. Green line: axial distribution of the ratio between the second and the first moment of the pore $ndf$: $D^{2/1}_{p,d}$. B) Pore diameter used to measure $R_p$. Blue circles: $D^{m}_{p,d}$; Gray triangles: $D^{W}_{p,d}$; Red squares: $D^{1/0}_{p,d}$; Green diamonds: $D^{2/1}_{p,d}$.

**Figure 8.** Comparison between the experimental and simulated pore distribution at the center of the vial. Black triangles: experimental distribution obtained from the segmentation of the SEM images; Open circles: simulated average (ratio between the first and the zeroth moment of the $ndf$ of the pore axial distribution: $D^{1/0}_{p,d}$) pore diameter obtained from the 2D simulation of the freezing.

**Figure 9.** Comparison of the simulated temperature of the solution at the bottom of the vial (A), red solid line, and the one experimentally measured by a thermocouple (♦). Comparison of the simulated temperature, red solid lines, of the glass at the top (B) and at the bottom (C) of the vial and those measured using the IR camera at the top (▲) and at the bottom (▼) of the vial respectively. Blue solid line: temperature of the cooling fluid.
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Table 1

<table>
<thead>
<tr>
<th></th>
<th>$r_i$</th>
<th>$q_i$</th>
<th>$a_{ij1}$</th>
<th>$a_{ij2}$</th>
<th>$a_{ij3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>0.92</td>
<td>1.40</td>
<td>92.69</td>
<td>-0.55</td>
<td>-0.59</td>
</tr>
<tr>
<td>Sucrose</td>
<td>14.55</td>
<td>14.31</td>
<td>-69.68</td>
<td>-0.56</td>
<td>-0.75</td>
</tr>
</tbody>
</table>
Table 2

<table>
<thead>
<tr>
<th></th>
<th>( k, ) ( \text{Wm}^{-1}\text{K}^{-1} )</th>
<th>( c_p, ) ( \text{Jkg}^{-1}\text{K}^{-1} )</th>
<th>( \rho, ) ( \text{kgm}^{-3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass</td>
<td>1.2</td>
<td>830</td>
<td>2230</td>
</tr>
<tr>
<td>Sucrose</td>
<td>0.29</td>
<td>1240</td>
<td>1587.9</td>
</tr>
<tr>
<td>Ice</td>
<td>2.21 - 0.12 ( \delta ) ( T )</td>
<td>(2.12 + 0.008 ( \delta ) ( T )) ( \times 10^3 )</td>
<td>917 - 0.0137 ( \delta ) ( T )</td>
</tr>
<tr>
<td>Water*</td>
<td>0.75 - 0.019 ( \delta ) ( T )</td>
<td>55.5 ( \delta ) ( T )</td>
<td>1007.9 - \exp(-( T/T_{\text{ref}} )) ( (3.97 \times 10^4 \delta + 1.68 \times 10^4 \delta^2 + 2 \times 10^2 \delta^3) )</td>
</tr>
</tbody>
</table>

\*\( \delta = T/T_{\text{ref}} - 1; T_{\text{ref}} = 228K \)
Mathematical model (1D-PBM)

Nucleation and growth kinetics

Temperature measurement

Pore distribution

Primary drying simulation

Temperature, K

Time, min

f(d), s⁻¹

D_p, μm

Ice front position, mm

Time, h

Ψ, s²

b, -