Mechanistic modeling and parameter-adaptive nonlinear model predictive control of a microbioreactor
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A B S T R A C T

Microbioreactors are a promising technology to accelerate biologic drug development. In aerobic cellular respiration, a potential limit to the productivity of such systems is the transport of oxygen from an external gas to the most oxygen-deficient cells, and the potential for excessive spatially localized dissolved oxygen which can result in cellular damage. This article analytically solves a mechanistic model for the spatiotemporal transport of oxygen through a gas-permeable membrane to the cells within a microbioreactor. An analytical solution to the partial differential equations for oxygen transport is derived using the finite Fourier transform method. A parameter-adaptive extended Kalman filter is shown to produce highly accurate estimates of the oxygen uptake rate of the cells, with some fluctuation in estimates of the specific cell growth rate and the specific oxygen uptake rate. The estimates are fed to a model predictive control formulation that improves the spatial control of dissolved oxygen during cell growth by more than 30% compared to a PID controller.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

Biologic drugs are products derived from biological organisms for treating or preventing diseases. With continued growth of biologic drugs, microscale technologies for high-speed process development is a trend in process development for biopharmaceutical manufacturing (Hong et al., 2018; 2020).

Conventional bench-scale stirred-tank bioreactors are well established for bioprocess development but are expensive in terms of labor and cost, especially when operated in parallel for the optimization of media and determination of optimal operating protocols during startup and transition to perfusion mode. Microbioreactor systems with embedded sensors for control and automation have been proposed as a more efficient alternative (Kim and Lee, 1998; Kostov et al., 2001). The primary fast dynamics that need to be controlled in a bioreactor in general and a microbioreactor in particular are associated with the dissolved oxygen (aka DO) concentration. DO concentration either too high or too low causes cell damage or death (Baez and Shiloach, 2014).

The conventional method of bubble sparging is not feasible for aeration at the small volumes in microbioreactors, where bubbles would cause clogging and flow disruptions. An alternative aeration method that is feasible at small volumes is to select one or more walls of the microbioreactor as a gas-permeable membrane for oxygen to diffuse through from an oxygen source (Zanzotto et al., 2004; Szita et al., 2005; Zhang et al., 2006; Lee et al., 2006). This surface aeration provides oxygen to the cells but creates an oxygen concentration gradient in the microbioreactor. Due to physical limitations with implementing the sensors, the DO concentration is only measured at the bioreactor wall opposite of the gas-permeable membrane. A data-driven model cannot be used to determine the oxygen concentration profile in the bioreactor, since that profile is not measurable in this system. This article employs a mechanistic model, involving conservation equations, kinetics, and diffusion, which is then used to estimate the oxygen concentration gradient from the variables that are measurable. The first main objective of this article is to analytically solve and validate a mechanistic model for DO concentration in the microbioreactor.

In industrial practice, the pH, temperature, and DO concentration within bioreactors are typically controlled using Proportional-Integral-Derivative (PID) controllers. Many academic studies have been published on the open- and closed-loop control of bioreactors, which include gain-scheduled, nonlinear-inverse-based, singular, adaptive, and model predictive control systems (Banga et al., 2005; Rani and Rao, 1999). Nonlinear model predictive control (NMPC) is of interest due to its ability to explicitly address dynamic nonlinearities and constraints. Among NMPC schemes, one of the earlier proposals for bioreactor control employed a nonlinear autoregressive with exogenous input model (Hong et al., 1996). Later, an adaptive NMPC strategy was evaluated in simulations.
for the maximization of productivity of a continuous fermenter (Saha et al., 1999). Numerous later studies considered NMPC with state estimation. For example, one study investigated the potential of using NMPC with an unscented Kalman filter to control starvation-induced cell death in Chinese hamster ovary (CHO) cells in a bioreactor (Simon and Karim, 2002). Another study considered NMPC with an extended Kalman filter (EKF) for control of nitrogen and oxygen concentrations for a biological nitrogen-removal process, to make the effluent organic concentrations below regulatory limits (El Babja et al., 2009). Recently, an NMPC implementation that includes dynamic flux balance models was investigated for fed-batch fermentation (Chang et al., 2016). Also, NMPC has been experimentally implemented in recent years, including a study that demonstrated increased biomass and lipid productivity in a microalgal photobioreactor system (Yoo et al., 2016). The second main objective of this article is to propose and evaluate an NMPC algorithm for the control of DO concentration throughout the cell-containing spatial domain within the microbioreactor. The algorithm employs a parameter-adaptive EKF algorithm for simultaneous parameter and state estimation. The spatial variation of the DO within the microbioreactor results in different considerations than reported in the literature for stirred-tank bioreactors.

This article derives the analytical solution of a distributed parameter model for the oxygen concentration profile within the microbioreactor (Section 3), compares that model with traditional lumped parameter model (Section 4), and proposes a NMPC algorithm for oxygen control within the microbioreactor (Section 5).

2. Theory and methods

2.1. Mechanistic model

The specific microbioreactor system that served as the basis for the mathematical model is the device invented by Lee et al. (2006). The microbioreactor is designed to have a flat form factor, fabricated from polydimethylsiloxane (PDMS, Dow Corning, Sylgard 184). For modeling purposes, the physical system is simplified by approximating the effect of the peristaltic oxygenating mixer with an effective diffusion coefficient (Fig. 1) (Sagues and Horstmekhe, 1986; Rosenbluth et al., 1987). In Fig. 1, the depth L of the growth well is 500 microns and the thickness d of the PDMS membrane is 70 microns. The conservation equation for the DO (Lee et al., 2006) is

\[
\frac{\partial C}{\partial t} = \frac{\partial}{\partial z} \left( D(z) \frac{\partial C}{\partial z} \right) - R_O(z, t), \quad -d < z < L, \quad z \neq 0, \tag{1}
\]

where C is the DO concentration, the first term on the right-hand side is the one-dimensional transport in the z direction characterized by an effective DO diffusion coefficient \(D(z)\), and the second term is the net rate of consumption by the cells, \(R_O(z, t)\). The latter two expressions are given by

\[
D(z) = \begin{cases} 
D_p, & -d < z < 0, \\
\eta D_w, & 0 < z < L.
\end{cases} \tag{2}
\]

\[
R_O(z, t) = \begin{cases} 
0, & -d < z < 0, \\
\text{OUR}(t), & 0 < z < L, \tag{3}
\end{cases}
\]

where the effective diffusion coefficient of DO in PDMS is \(D_p = 2.14 \times 10^{-5} \text{ cm}^2/\text{s} \) (Lee et al., 2006; Lu et al., 2001), the molecular diffusion coefficient of DO in aqueous solution is \(D_w = 2.19 \times 10^{-5} \text{ cm}^2/\text{s} \) (St-Denis and Fell, 1971), an experimentally determined diffusion enhancement factor is \(\eta = 13\), and the oxygen uptake rate (OUR) term is introduced from the cellular metabolism.

The diffusion enhancement factor accounts for the effects of vibrations used by the device to increase the rate of transport of DO in the microbioreactor.

The boundary condition for the PDMS membrane comes from equilibrium with the oxygen source,

\[
C(-d, t) = K_p C^*(t), \tag{4}
\]

where the PDMS/gas partition coefficient is \(K_p = 0.9 \text{ mM}/100\% \text{ Air Sat} \) (Lee et al., 2006; Lu et al., 2001; Merkel et al., 2000) and \(C^*(t)\) is the oxygen concentration of the oxygen source. For convenience, the air saturation is used as the unit for the oxygen concentration of the oxygen source, with 100% Air Sat meaning the oxygen concentration of air with an oxygen partial pressure of 0.21 atm. The boundary condition at the end of the growth well comes from the imperviousness of the oxygen sensor,

\[
\frac{\partial C}{\partial z}(L, t) = 0. \tag{5}
\]

At the interface, the DO concentrations are in equilibrium and the DO flux is continuous,

\[
\frac{1}{K_p} C(0^-, t) = \frac{1}{K_w} C(0^+, t), \tag{6}
\]

\[
D_p \frac{\partial C}{\partial z}(0^-, t) = \eta D_w \frac{\partial C}{\partial z}(0^+, t), \tag{7}
\]

where the water/gas partition coefficient is \(K_w = 0.27 \text{ mM}/100\% \text{ Air Sat} \) (Douglas, 1964). Alternatively, (6) could be written in terms of the water/PDMS partition coefficient, \(K = K_w/K_p = 0.3\).

2.2. Finite Fourier transform analysis

The transient analysis of the mass diffusion through multilayered medium with finite geometry can be solved with method of finite Fourier transform (FFT) (Ramkrishna and Amundson, 1974). The FFT method expands the solution using eigenfunctions obtained from associated self-adjoint operators. Consider the specific Sturm-Liouville operator needed for the problem,

\[
L_x = -\frac{1}{w(x)} \frac{d}{dx} \left( p(x) \frac{d}{dx} \right), \quad x \in (0, 1), \tag{8}
\]

where \(p > 0\) and \(w > 0\) for \(x \in (0, 1)\) and \(p, d/p/dx,\) and \(w\) are continuous for \(x \in [0, 1]\) except at a number of intermediate points \(x_1, x_2, \ldots, x_n\). The inner product can be defined to be

\[
[f, g] = \int_0^1 w(x) f(x) g(x) dx. \tag{9}
\]
When \( f \) and \( g \) satisfy homogeneous boundary conditions at the endpoints, it can be shown that
\[
\langle L, f \rangle = \langle f, Lg \rangle = \sum_{i=1}^{n} \left[ \int_{x_i}^{x_i+1} p \left( \frac{d^2 f}{dx^2} - f \frac{dg}{dx} \right) dx \right] \text{,} \tag{10}
\]
Thus operator \( L \) is self-adjoint when
\[
f(x_i) = f(x_i+1) \tag{11}
\]
\[
p(x_i) \frac{df}{dx} (x_i) = p(x_i+1) \frac{df}{dx} (x_i+1) \tag{12}
\]
are satisfied for both \( f \) and \( g \). In other words, the conditions of continuity of \( f \) and \( p \frac{df}{dx} \) in addition to the homogeneous boundary conditions at the endpoints, are sufficient for the specific Sturm-Liouville operator with finitely discontinuous coefficients to be self-adjoint.

2.3. Mass transfer coefficient derivation

Conventional bioreactors transport oxygen in sparged bubbles into mixed liquid containing the cells. This process is typically modeled with a two-film model that assumes the liquid film controls the overall oxygen transfer rate,
\[
\frac{dC}{dt} = k_i a (K_a C(t) - C) - OUR(t), \tag{13}
\]
where \( C \) is the concentration in the bulk liquid and \( k_i a \) is the volumetric mass transfer coefficient, which is the product of the liquid mass transfer coefficient and specific surface area.

This \( k_i a \) model has been applied to the bioreactors by approximating the bulk concentration with concentration measured at the oxygen sensor (Zanzotto et al., 2004; Lee et al., 2006). By comparison with the model developed from (1), the value of \( k_i a \) can be calculated from
\[
k_i a = \frac{1}{K_a C(t) - C(L, t)} \tag{14}
\]
Using the quasi-steady state assumption, (1) can be directly solved to give a linear concentration profile in the PDMS membrane and quadratic concentration profile in the growth well:
\[
C(z, t) = \begin{cases} K_a C(t) - OUR(t) \left[ 1 + \frac{d^2 z}{dp} \right] \frac{1}{K_a C(t) - OUR(t) \left[ 1 + \frac{z^2}{L_n^2} \right]}. & -d < z < 0, \\ K_a C(t) - OUR(t) \left[ 1 + \frac{z^2}{L_n^2} \right]. & 0 < z < L. \end{cases} \tag{15}
\]
With this result, the quasi-steady state value of \( k_i a \) is
\[
k_i a = \frac{1}{\frac{d^2}{dp} + \frac{z^2}{L_n^2}} = 0.108 \text{ s}^{-1}. \tag{16}
\]

2.4. NMPC formulation

The NMPC algorithm repeatedly solves an online optimization based on a nonlinear process model to determine the control inputs (Henson and Seborg, 1997; Allgöwer and Zheng, 2000; Nagy and Braatz, 2010). At each sampling time, the model is updated with measurements and estimated states and the control inputs are determined over a finite prediction horizon by objective function. After the control inputs are implemented for that sampling time, the same steps are repeated by shifting the prediction horizon.

The discrete-time formulation of the optimal control problem in NMPC is usually
\[
\min_{u(t_1), \ldots, u(t_{k+1})} H(x(t_k), u(t_k), \ldots, u(t_{k+N_p-1}); \theta) \tag{17}
\]
with
\[
x(t_{k+1}) = f(x(t_k), u(t_k); \theta), \tag{18}
\]
\[
y(t_k) = g(x(t_k); \theta), \tag{19}
\]
\[
x(t_k) = \hat{x}(t_k), \tag{20}
\]
\[
h(x(t_k), u(t_k), \ldots, u(t_{k+N_p-1}); \theta) \leq 0, \tag{21}
\]
where \( H \) is the objective function, \( t_k \) is the time at sampling time \( k \), \( N_p \) is the prediction horizon, \( x \) is the vector of states, \( u \) is the vector of inputs, \( \theta \) is the vector of parameters, \( y \) is the vector of measured variables used to compute estimated states \( \hat{x} \), and \( h \) is the vector of functions describing the constraints for the system.

The states can be estimated with parameter-adaptive EKF to increase the robustness in performance of the NMPC algorithm by estimating some parameters together with the states (Maybeck, 1982; Valappil and Georgakis, 2000; Nagy and Braatz, 2010). Let \( \theta' \) be the vector of estimated parameters and \( \theta'' = \theta \Theta' \) be the vector for remaining parameters. Then the vector of augmented states is \( X = \{ x \theta' \}^T \) and the time update for the augmented states is from
\[
\hat{X}(t_k) = \left[ f(\hat{X}(t_{k-1}), u(t_{k-1}); \theta'') \theta' (t_{k-1}) \right]^T. \tag{22}
\]
The time update of the state covariance is from
\[
P^-(t_k) = F(t_{k-1}) P(t_{k-1}) F^T(t_{k-1}) + Q(t_k), \tag{23}
\]
\[
F(t_{k-1}) = \begin{bmatrix} \frac{\partial f(\hat{X}(t_{k-1}), u(t_{k-1}); \theta'')}{\partial \theta''} & \frac{\partial f(\hat{X}(t_{k-1}), u(t_{k-1}); \theta'')}{\partial \theta'} \\ 0 & I \end{bmatrix}, \tag{24}
\]
where \( F \) is the Jacobian given by (24) and \( Q \) is the process noise covariance matrix. Assuming that the process noise is mostly from the parameter uncertainty, \( Q \) is given by
\[
Q(t_k) = \left[ S_{\theta''}(t_k) V_{\theta''} S_{\theta''}(t_k)^T 0 \right] \tag{25}
\]
\[
S_{\theta''}(t_k) = \frac{\partial f(\hat{X}(t_{k-1}), u(t_{k-1}); \theta'')}{\partial \theta''}. \tag{26}
\]

3. Analytical solution of the bioreactor model

For convenience, new variables are introduced for the length and concentration,
\[
x = z + \frac{d}{L + d}, \quad \Theta = \frac{C}{K(x)} \tag{31}
\]
With the location of the interface expressed as \( \gamma = \frac{d}{L + d} \), \( K(x) \) is the partition coefficient for PDMS/gas (0 < x < \gamma) or water/gas
\( \gamma < x < 1 \). The model equations with boundary and interface conditions are rewritten in terms of new variables as

\[
\frac{\partial \Theta}{\partial t} = \frac{1}{K(x)} \frac{\partial}{\partial x} \left( K(x) \frac{\partial \Theta}{\partial x} \right) + \tilde{R}_2(x, t)
\]  
(32)

\[
\tilde{D}(x) = \begin{cases} 
\tilde{D}_p \left( \frac{\partial}{\partial x} \right) & 0 < x < \gamma, \\
\tilde{D}_w \left( \frac{\partial}{\partial x} \right) & \gamma < x < 1,
\end{cases}
\]
(33)

\[
\tilde{R}_2(x, t) = 0, \quad \tau < x < \gamma,
\]
(34)

\[
\Theta(0, t) = C^*(t), \quad \frac{\partial \Theta}{\partial x}(1, t) = 0.
\]
(35)

The analytical solution to this partial differential equation with two spatial domains,

\[
\Theta(x, t) = \sum_{n=1}^{\infty} \Theta_n(t) \Phi_n(x),
\]
(37)

can be derived for this problem by application of the FFT method (Ramkrishna and Amundson, 1974), where

\[
\Phi_n(x) = \left\{ \begin{array}{ll}
A_{n, p} \sin \frac{\lambda_n x}{\sqrt{K_p N_x}} + B_{n, p} \cos \frac{\lambda_n x}{\sqrt{K_p N_x}} & 0 < x < \gamma, \\
A_{n, w} \sin \frac{\lambda_n x}{\sqrt{K_w N_x}} + B_{n, w} \cos \frac{\lambda_n x}{\sqrt{K_w N_x}} & \gamma < x < 1,
\end{array} \right.
\]
(38)

\[
A_{n, p} = \frac{1}{\sqrt{K_p N_x}} B_{n, p} = -\frac{M_{n, 21}}{M_{n, 22}} \frac{1}{K_p N_x} A_{n, p} \frac{\lambda_n}{M_{n, 22}} \frac{1}{K_p N_x},
\]
(39)

\[
\Theta_n(t) = \left( \Theta_n(0) + B_n \int_0^t C^*(\tau) e^{\lambda_n^2 \tau} d\tau - R_n \int_0^t \text{OUR} (\tau) e^{\lambda_n^2 \tau} d\tau \right) e^{-\lambda_n^2 \tau}.
\]
(40)

for \( n = 1, 2, \ldots \). (see Supplementary Material for details).

4. Dissolved oxygen concentration profiles

This section examines the concentration profiles obtained from the FFT model to determine the applicability of the \( k_d \) to the microbireactor. The \( k_d \) value for the model is taken from (16), which matches the dynamic gas measurements from Lee et al. (2006). To determine the concentration profiles from the FFT model and \( k_d \) models, the oxygen concentration in the oxygen source \( C^*(t) \) and the oxygen uptake rate \( \text{OUR} \) must be specified. The oxygen source is from the reservoir that mixes input pure oxygen and air. These input gases are fed to the reservoir with constant overall flow rate but with different ratio determined by the controller. The concentration of the oxygen source can be modeled by

\[
\frac{dC^*}{dt} = \frac{F}{V} (C_{in} - C^*),
\]
(41)

where the flow rate \( F \) is 3.9 L/h, the volume of the reservoir \( V \) is 0.75 mL, and \( C_{in} \) is the concentration of input gas determined by the ratio of pure oxygen and air. Solving (41) while the ratio is fixed at the control actions gives the concentration of oxygen source as

\[
C^*(t) = C_{in} + (C^*(0) - C_{in}) e^{-F/V t}.
\]
(42)

An oxygen uptake rate with constant specific oxygen uptake rate \( (q_0 = 20 \text{ mmol/g/h}) \) (Andersen and von Meyenburg, 1980) and constant specific growth rate \( (\mu = 0.5 \text{ h}^{-1}) \) (Li et al., 1992) is represented as

\[
\text{OUR}(t) = q_0 X(t) = q_0 X(0) e^{\mu t},
\]
(43)

where \( X(t) \) is the cell density as function of time, which has exponential growth. With these conditions, (40) can be written as

\[
\Theta_n(t) = \Theta_n(0) e^{-\lambda_n^2 t} + B_n \left( \frac{C_{in} - C_{m}}{\lambda_n^2} - \frac{C_{in} - C_m}{\lambda_n^2 + \mu} (e^{-\mu t} - e^{-\lambda_n^2 t}) \right),
\]
(44)

This expression suggests a superposition of the form,

\[
\Theta_n(t) = \Theta_n(0) + (C^*(0) - C_{in}) e^{-F/V t} q(x) + \Psi(x, t).
\]
(45)

With this form of the solution, \( \Psi(x, t) \) now satisfies homogeneous boundary conditions, allowing the concentration to be differentiable and the flux to be determined for the \( k_d \) calculation. The newly introduced functions can be evaluated by

\[
\frac{dp}{dx}(1) = 0,
\]
(46)

\[
\frac{d^2 q}{dx^2} + \frac{F}{V} \frac{1}{B_p} q(0) = 0, \quad q(0) = 1, \quad \frac{dq}{dx}(1) = 0,
\]
(47)

\[
q(x) = \left\{ \begin{array}{ll}
A_{p q} \sin \left( x \sqrt{\frac{1}{B_p}} \right) + B_{p q} \cos \left( x \sqrt{\frac{1}{B_p}} \right) & 0 < x < \gamma, \\
A_{w q} \sin \left( x \sqrt{\frac{1}{B_w}} \right) + B_{w q} \cos \left( x \sqrt{\frac{1}{B_w}} \right) & \gamma < x < 1,
\end{array} \right.
\]
(48)

Solving these equations results in

\[
p(x) = 1,
\]
(49)

\[
q(x) = \left\{ \begin{array}{ll}
A_{p q} \sin \left( x \sqrt{\frac{1}{B_p}} \right) + B_{p q} \cos \left( x \sqrt{\frac{1}{B_p}} \right) & 0 < x < \gamma, \\
A_{w q} \sin \left( x \sqrt{\frac{1}{B_w}} \right) + B_{w q} \cos \left( x \sqrt{\frac{1}{B_w}} \right) & \gamma < x < 1,
\end{array} \right.
\]
(50)

where

\[
A_{p q} = M_{p q} \tan \frac{F}{V} \frac{1}{B_p} + M_{p q, 11}, \quad B_{p q} = 1.
\]
(51)

\[
A_{w q} = \frac{M_{w q} \tan \frac{F}{V} \frac{1}{B_w} + M_{w q, 11}}{M_{w q, 21} \tan \frac{F}{V} \frac{1}{B_w} + M_{w q, 22}}, \quad B_{w q} = \frac{1}{M_{w q, 21} \tan \frac{F}{V} \frac{1}{B_w} + M_{w q, 22}}.
\]
(52)

The FFT method can be used to solve for \( \Psi(x, t) \) using the same eigenfunctions given by (38),

\[
\Psi(x, t) = \sum_{n=1}^{\infty} \Psi_n(t) \Phi_n(x),
\]
(54)

\[
\Psi_n(t) = \Psi_n(0) e^{-\lambda_n^2 t} - \frac{R_n q_0 X(0)}{\lambda_n^2} (e^{\mu t} - e^{-\lambda_n^2 t}).
\]
(55)
profile in equilibrium with the oxygen source as the initial condition results in

\[
\Psi(x, 0) = (C^*(0) - C_{in})(1 - q(x)).
\]  \hspace{1cm} (56)

\[
\Psi_t(0) = \left\{ \Psi(x, 0), \Phi_n \right\} = B_n(C^*(0) - C_{in}) \left( \frac{1}{\lambda_n^2} - \frac{1}{\lambda_n^2 - F/V} \right). \hspace{1cm} (57)
\]

The final concentration profile at the previous control action as the initial condition results in

\[
\Psi(x, 0) = C_{in,p} + \left( C_p(0) - C_{in,p} \right) e^{-F/V} q(x) + \sum_{n=1}^{\infty} \Psi_{n,p}(T) \Phi_n(x)
\]
\[
-C_{in} - (C^*(0) - C_{in}) q(x).
\]  \hspace{1cm} (58)

where the subscript \( p \) represents the values from the last control action and \( T \) is the time period of the control action. The concentration profile is then given by (38), (45), (49), (50), (54), (55), (57), and (59).

The \( k_n a \) and FFT models are evaluated by simulating step changes in the input gas concentration. The system is initially at quasi-steady state with 250% Air Sat input gas, then the input gas concentration is alternated between 200 and 250% Air Sat.

Fig. 2a shows the concentrations at the oxygen sensor for each model when the concentration of input gas is alternated every 60 s. The \( k_n a \) and FFT models overlap as quasi-steady state is approached, with difference less than 1% Air Sat after ~15 s (0.2% Air Sat after ~20 s). That is, the models agree when the time after the step change is a factor of about two larger than the characteristic time for the DO transport, on the order of 1/k_n a \( \approx \) 10 s.

The transient behaviors after the step changes, however, are different for the two models. Fig. 2b shows the difference when the input gas concentration is alternated every 10 s. The DO concentration at the oxygen sensor responds more quickly to the step changes for the \( k_n a \) model. Because the \( k_n a \) model is a lumped parameter model with constant quasi-steady state \( k_n a \) value, the change in the concentration of the oxygen source caused by the step change is sensed instantaneously, leading to immediate response of the oxygen transfer rate and the DO concentration at the oxygen sensor in sequence. The \( k_n a \) value calculated from (14) with the FFT model shows that the actual \( k_n a \) value is not constant but varies rapidly after the step change to counteract the change in the concentration gradient due to concentration of oxygen source (Fig. 2c).

In addition to the inaccurate transient behaviors after the step change, the \( k_n a \) model is not able to capture the actual concentration profile in the microreactor, especially in the growth well. The concentration profile varies over time due to the step change in the input gas concentration and the exponentially increasing oxygen uptake rate (Fig. 3). The significant difference in the concentration throughout the growth well is evident for the high oxygen uptake rate occurring at experimental conditions. The DO concentration at the oxygen sensor, which is the only concentration available in the actual experimental setup, can only serve as the minimum concentration in the growth well.
5. Feedback control results

The DO concentration profile provided from the FFT model is important in terms of DO control in the microreactor. Oxygen toxicity is well-known to occur when the DO concentration is excessive (Fridovich, 1998). As such, the classical PID control strategy of controlling the DO concentration at the oxygen sensor is not ideal. A better strategy is to control the DO concentration throughout the growth well using NMPC. NMPC can explicitly take into the effect of DO concentration on the cell metabolism such as growth and production that directly impacts the time and cost for the manufacturing.

The cell type in the microreactor used for the experiments was Escherichia coli, which is one of the most widely used bacteria species in the bioprocess industry. Because E. coli has been widely studied, numerous studies are available that report the effect of the DO concentration on the specific growth rate of the E. coli. Within the oxygen concentration of air saturation, Li et al. (1992) found that the specific growth rate increased with the DO concentration in accordance with the Monod model. Over the oxygen concentration of air saturation, Brunker and Brown (1971) found that the cultivation with pure oxygen at 1 bar decreased the specific growth rate by 25% compared to the air, whereas pure oxygen above 1.5 bar was completely bacteriostatic, inhibiting the cell growth. Here the experimental observations of these regions are described by the specific growth rate decreasing exponentially as the DO concentration increases (Fig. 4).

With this information on the dependence of specific growth rate on the DO concentration, the optimal control problem for each NMPC calculation can be formulated as minimizing the decrease in the maximum specific growth rate throughout the growth well,

\[
\min_{c_{o}(t_{1})...,c_{o}(t_{n_{p}-1})} \sum_{k=1}^{k_{s}N_{S}} \sum_{j=1}^{N_{P}} \left( 1 - \frac{\mu_{\max}(\Theta(z_{j}, t_{j}))}{\mu_{\max}(\Theta_{\max})} \right)^{2},
\]

\[
\frac{\mu_{\max}(\Theta)}{\mu_{\max}(\Theta_{\max})} = \left\{ \begin{array}{ll}
\Theta & \text{if } \Theta < \Theta_{\max}, \\
1 - a(\Theta - \Theta_{\min}) - 1 & \text{if } \Theta > \Theta_{\max},
\end{array} \right.
\]

where \(\mu_{\max}\) is the maximum specific growth rate; \(\Theta_{\max}\) is the oxygen concentration of air saturation; \(z_{j}\) is the length from the interface, which is the length divided with discrete steps \(z_{1} = 0 < z_{2} < \ldots < z_{L} = \bar{L}\); \(t_{j}\) is the sampling time; and \(N_{P}\) is the prediction horizon. The concentration profile is predicted using the FFT model. In the actual microreactor, the specific oxygen uptake rate and the specific growth rate are not constants. For accurate state estimation, a parameter-adaptive EKF was incorporated into the NMPC formulation, including the specific growth rate and specific oxygen uptake rate as the estimated parameters. The process model is

\[
x(t_{k+1}) = A(x(t_{k}), u(t_{k}); \theta) = \begin{bmatrix}
C_{m}(t_{k}) + (C(t_{k}) - C_{m}(t_{k}))e^{-\mu_{\max}(\Theta(z_{j}, t_{j}))T} \\
C_{m}(t_{k}) \\
\vdots \\
C_{m}(t_{k}) \\
\mu_{\max}(\Theta(z_{j}, t_{j})) \\
q_{o}(t_{k})
\end{bmatrix},
\]

\[
y(t_{k}) = g(x(t_{k}); \theta) = [x(t_{k}) \Theta_{j}(t_{k})]^{T},
\]

\[
\theta = [D_{p} \eta D_{w} K_{p} K_{w}]^{T}.
\]

\[
\text{Table 1} \quad \text{Values assumed for the parameter covariances.}
\]

<table>
<thead>
<tr>
<th>(\theta_{i})</th>
<th>(D_{p})</th>
<th>(\eta D_{w})</th>
<th>(K_{p})</th>
<th>(K_{w})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_{1}\varphi_{1}/\hat{r}_{1})</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>(a_{2}\varphi_{2}/\hat{r}_{2})</td>
<td>0</td>
<td>-0.03</td>
<td>0</td>
<td>-0.03</td>
</tr>
<tr>
<td>(\sigma_{\theta_{i}}/\hat{r}_{i})</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
</tbody>
</table>
Air Sat for the DO concentration at each sampling instance. The setpoint for the PID control was set to 50% Air Sat and the sampling period was set to 10 s. The numerical algorithms were implemented in Matlab and are available for download (Hong and Braatz, 2021). The NMPC Matlab code can be experimentally implemented on the physical system by using the Matlab Instrument Control Toolbox to swap the simulation model with the experimental system in the Matlab code.

Fig. 5a and b show the temporal response in the DO concentrations at the sensor and the interface with the input gas concentration set by NMPC and PID control. The NMPC shows an interesting manipulation of input gas concentration compared to PID control. Initially, while the oxygen uptake rate is still low, NMPC chose higher input gas concentration than PID control, to minimize its objective by maintaining the oxygen concentration profile around the air saturation. As the oxygen uptake rate increases, the DO concentration profile through the growth well widens (Fig. 5a) and higher DO concentrations affect the specific growth rate more negatively compared to the lower concentration. As such, the input gas concentration chosen by NMPC becomes lower than that of PID control, allowing the DO concentration at the sensor to be lower than the setpoint of the PID controller.

The NMPC formulation incorporates parameter estimation for the specific growth rate and the specific oxygen uptake rate, which determine the cell density and the oxygen uptake rate. The parameter estimation removes the needs for an accurate model of the cell metabolism, which allows the NMPC to be widely applied to
different cells and operation modes. Fig. 6 plot the estimates of the specific growth rate, specific oxygen uptake rate, and oxygen uptake rate to a linear and step change in the actual value of specific growth rate and specific oxygen uptake rate. The estimated specific growth rate and specific oxygen uptake rate converge to the actual value with some fluctuations, while the estimated oxygen uptake rate tightly tracks the true value over whole time period. For the low cell density and oxygen uptake rate during the initial period, changes in cell density and DO concentration are comparable to the measurement noise. The parameter estimation can be improved to track the actual value faster by increasing the variance of the specific growth rate and the specific oxygen uptake rate fed to the parameter-adaptive EKF, but that tuning would make the parameter estimation more sensitive to the measurement noise and amplify the fluctuations.

Fig. 5c shows the temporal response for the value of the quadratic mean of decrease in the maximum specific growth rate,

\[ H(t) = \sqrt{\frac{1}{N_z} \sum_{j=1}^{N_z} \left( 1 - \frac{\mu_{\text{max}}(\Theta_j(t))}{\mu_{\text{max}}(\Theta_{\text{max}})} \right)^2} \]  

(72)

for both NMPC and PID control. NMPC results in about a 35% decrease in the value of \( H \) at the end of the simulation time compared to PID control. The NMPC formulation provided optimal control of the microbioreactor for the given objective. The objective was growth rate for this study but this can be further extended to other important characteristics such as productivity and viability. NMPC would have greater value for eukaryotes, such as the CHO cells widely used to make monoclonal antibodies and other biopharmaceuticals, because they are more sensitive to the oxygen concentration than the E. coli used in this study.

To investigate the effect of the parameter uncertainty in the model, the value of \( H \) was computed using Monte Carlo simulation with 10,000 random parameter sets obtained from the covariance matrix, and used to construct the probability distribution functions in Fig. 7. The variance of \( H \) obtained by NMPC is smaller than that of PID control, by about 70% at the end of the simulation time. The NMPC formulation is more robust to the parameter uncertainties, including those not explicitly considered in the state estimation.

6. Conclusion

This article derives the analytical solution of a mechanistic model for the transient oxygen concentration profile throughout a microbioreactor using the FFT method. The simulation results show the limitation of the \( k_0a \) model in capturing transient behavior and the concentration profile throughout the growth well. A parameter-adaptive EFK-based NMPC algorithm was proposed to replace PID control for the DO concentration to minimize the effect of the oxygen concentration profile throughout the growth well on the maximum specific cell growth rate. The estimation of specific growth rate and specific oxygen uptake rate with cell density and DO concentration measurement enables the NMPC to be applicable to various microbioreactor systems with different cells and operation modes.
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