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Abstract

In order to significantly expand the BEV market, and to increase the use of lithium-ion batteries in electric grids, there is a need to develop optimal charging strategies to utilize the batteries more efficiently and enable longer life. Advanced battery management systems that can calculate and implement such strategies in real time are expected to play a critical role for this purpose. This article investigates different approaches for determining model-based optimal charging profiles for batteries, and experimentally validates the gain obtained using such profiles. Optimal profiles that maximize the cycle life of the cells are implemented on 16 Ah NMC cells for 30 minutes of charge followed by 5C discharge, and the cycle life is compared to a standard 2C CC-CV charge and 5C discharge. An improvement of more than 100% in cycle life is observed experimentally, for our test conditions on this cell design. This study is the first to experimentally demonstrate that the improved extra knowledge obtained by sophisticated physics-based models results in significant improvements in battery performance when employed in a real time control algorithm.

Introduction

With the increase in global warming, societal pressure is increasing emphasis on renewable and clean energy. Alternative energy sources are aggressively being investigated and developed. Norway has become the first country to ban fuel-based cars by 2025, pushing the development of electric vehicles (EVs). With programs such as ARPA-E sponsored by the U.S.
Department of Energy and the recent announcement of a $50M grant for the Battery500 initiative, the U.S. government is also encouraging the commercialization of EVs. Apart from the automobile industry, the economics of distributed energy resources for power generation are also becoming increasingly favorable. The efficient use of these systems composed of intermittent renewable sources, such as wind and solar energy, depends critically on the efficiency of energy storage technologies. Because of its high power and energy density compared to other battery chemistries, the lithium-ion battery is one of the front-runners for energy storage alternatives. With the prices of the batteries reducing each year, the market for Li-ion batteries is bigger than ever.

The performance of a Li-ion battery depends on the conditions of use, along with the state of internal variables. Thermal runaway, capacity fade, underutilization, and loss in power density are some of the main concerns with Li-ion batteries. Active research is being pursued to mitigate these issues. Various system-level strategies are being investigated to increase the efficiency of the existing and emerging systems. At the system level, battery management systems (BMS) play a critical role in managing the battery.

Most of the currently available BMS use empirical or lookup table-based models to predict the internal states of the battery. While computationally easy to solve, these models are not always accurate. The inaccuracy increases as the battery degrades and as it cycles. Use of continuum-level physics-based battery models is an alternative to empirical models. Physically meaningful models could be used to derive charging profiles that use the battery with higher efficiency. Most physics-based battery models are computationally expensive to solve, which limits their direct use in real time control applications. Many past efforts have proposed reduced-order or simplified models that are only valid at low rates due to neglecting some physics that are significant at high rates. Several reviews of different battery models are available.

Most model-based control approaches for battery operations use empirical or single-particle models (SPM). The energy maximization problem with constraints on voltage has been solved over fixed time periods, and the optimal charging current has been determined for a Li-ion battery experiencing capacity fade using the SPM. More recently, models with more detailed descriptions of physicochemical phenomena have been used to predict optimal charging profiles for minimizing the intercalation-induced stresses inside the particle. Optimal profiles
have been determined for storing a given amount of charge while avoiding lithium plating, using a combination of time-scale separation and pseudo-spectral optimization. Optimal current profiles with constraints on solid- and electrolyte-phase concentration and temperature has been calculated. The minimum-time charging problem with constraints on the voltage and temperature has been solved. A method has been proposed to minimize the cost of vehicle battery charging also accounting for the battery degradation with variable electricity costs using the single-particle model.

However, none of the past papers have validated optimal model-based control strategies in a detailed experimental study. One of the main reasons for the lack of validation is that, for the coin cells typically tested in university laboratories, the cycle lives are bad because of precision issues. For long-life cycle testing, large-format cells are needed. Large-format cells need large currents, which are difficult to provide in small laboratory settings. In this work, model-based control algorithms were derived in a university environment, and laboratory testing was performed at the National Renewables Energy Laboratory (NREL). This study is the first to experimentally demonstrate that the improved extra knowledge obtained by sophisticated physics-based models results in significant improvements in battery performance when employed in a real time control algorithm. Of course, the closed-loop performance is positively related to the accuracy of the model used in the control algorithm. This work employs the Pseudo 2-Dimensional (P2D) model which captures spatial variations within particles and across the electrode, while modeling the electrochemical transport and kinetics within a cell. Using an SPM or lower level model would result in a reduction in the performance improvement obtained from model-based control. The identification of parameters for the P2D model that fits the experimental data is a separate research topic, and has been investigated in detail for different parameters in the past from various research groups, and so is not explored in this study.

This article presents experimental results obtained using optimal control strategies derived using a reformulated P2D model developed earlier, for minimizing the capacity fade caused by Solid Electrolyte Interface (SEI) layer formation in graphite anodes. The derived profiles are tested at NREL on 16 Ah NMC based pouch cells. The capacity vs. cycle life data are compared with a baseline case of 2C CC-CV charge for 30 min/5C discharge at the same temperature, which shows an improvement in battery life of more than 100% for this particular
charge/discharge/battery chemistry. The mathematical model for the battery, model-based
control profiles, the experimental procedures, and the results are detailed in the next sections.

Model Description

As mentioned earlier, the reformulated P2D model is used in this work. The model
accounts for the electrochemical, transport, and thermodynamic processes in a battery to predict
its internal states. The model and approach are general enough to be integrated with any capacity
fade mechanism including plating side reactions and intercalation-induced particle stress
fracture, as discussed below.

Capacity Fade: SEI layer formation is considered as one of the important side reactions
responsible for capacity loss of Li-ion batteries with repeated cycles. This study uses the model
of Ramadass et al.\textsuperscript{29} integrated with a reformulated model to predict the battery performance and
to derive the optimal control profile. The model is based on the assumption of a continuous and
very slow solvent diffusion followed by reduction side reaction at the surface of the anode while
charging the cell. The loss of active material is assumed to be due to this side reaction, which is
also responsible for the SEI layer formation, on the surface of the anode, during continuous
cycling of the cell. SEI layer formation is assumed to occur only while charging the cell. Since
the ratio of charging capacity remains almost equal to the discharged capacity across every cycle,
the capacity fade or any other side reaction is neglected during discharge, as in Ramadass et al.\textsuperscript{29}

Butler-Volmer (BV) kinetics are assumed to describe the Li-ion intercalation reaction in
the anode, as well as the formation of SEI layer side reaction. The local volumetric charge
transfer current density is given by

\[ J = J_a + J_{SEI} \] 

where the volumetric current density for the anodic intercalation reaction is

\[ J_a = a_n i_{0,a} \left[ \exp \left( \frac{\alpha a \eta_a}{RT} \right) - \exp \left( \frac{-\alpha c \eta_c}{RT} \right) \right], \] 

the equilibrium exchange current density of the anodic intercalation reaction is

\[ i_{0,a} = k_e \left( c_{1,a}^{\text{max}} - c_{1,a}^x \right)^{\alpha a} \left( c_{1,a}^x \right)^{-\alpha c} \left( c_2 \right)^{\alpha c}, \] 

the overpotential is
\[ \eta_n = \phi_1 - \phi_2 - U_{n,\text{ref}} - \frac{J_a}{a_n} R_{\text{film}}, \]  

(4)

the reference \( U_{n,\text{ref}} \) is a function of the state of charge (\( \theta \)) of the electrode, the volumetric current density for the SEI layer side reaction is

\[ J_{\text{SEI}} = -i_{0,\text{SEI}} a_n \exp\left( -\frac{\alpha_n F}{RT} \eta_{\text{SEI}} \right), \]  

(5)

the SEI overpotential is

\[ \eta_{\text{SEI}} = \phi_1 - \phi_2 - U_{\text{ref,SEI}} - \frac{J}{a_n} R_{\text{film}}, \]  

(6)

the SEI reference \( U_{\text{ref,SEI}} \) is assumed to be 0.4 V vs. Li/Li\(^+\), the film resistance for the first cycle is

\[ R_{\text{film}} = R_{\text{SEI}} + R_p(t), \]  

(7)

and

\[ R_p(t) = \frac{\delta_{\text{film}}}{\kappa_p}, \]  

(8)

\[ \frac{\partial \delta_{\text{film}}}{\partial t} = -\frac{J_{\text{SEI}} M_p}{\alpha_p \rho_p F}. \]  

(9)

The film resistance for subsequent cycles is given by

\[ R_{\text{film}}\big|_N = R_{\text{film}}\big|_{N-1} + R_p(t)\big|_N. \]  

(10)

The capacity lost due to the side reaction is given by

\[ Q_{\text{SEI}} = -\int_0^{t_f} i_{\text{SEI}} dt \]  

(11)

where

\[ i_{\text{SEI}} = \int_0^L J_{\text{SEI}} dx. \]  

(12)

Representative values for the parameter set obtained from the literature are given in the Appendix. Model equations for the P2D model are listed in Table 1.

**Optimal Model-based Control Formulations**
Since the growth of the SEI layer is a function of the applied current and overpotential, optimal charging profiles can be developed that minimize the SEI layer growth, while ensuring the same capacity in a given time. Minimizing the SEI layer growth reduces the lost capacity, which in turn increases the cycle life. Various control strategies ranging from indirect methods to simultaneous discretization can be used to obtain the optimal profiles for Li-ion battery models. We implemented model-based optimal control to minimize the capacity fade for Li-ion batteries. To obtain the control profiles, a modified version of Control Vector Parameterization (CVP) was implemented and verified with simultaneous optimization strategies which are straightforward to apply for path-constrained problems. The mathematical formulation for minimizing the capacity fade due to SEI layer growth is

\[
\min_{i_{\text{app}}(t)} Q_{\text{SEI}} = -A \left[ \int_{0}^{t_f} \int_{0}^{L_y} J_{\text{SEI}} \, dx \right] \, dt
\]

subject to the model equations in Table 1.

This optimal control formulation and calculation is the exactly same as one step of model predictive control (MPC), which is the most commonly implemented advanced process control method implemented in industry and has been explored for application to lithium-ion battery operations.\(^\text{20,22,30-32}\) In MPC, the optimal control problem is solved at multiple sampling instances, based on the most recent measurements (for batteries, the measurements are voltage and temperature). The main advantage of MPC is that the online calculations account for the effects of model uncertainties and disturbances on the computed optimal control profiles; the main disadvantage is the online computational cost. A drawback of MPC is that the online computations expend energy, which reduces the amount of energy from the battery available for the use. As such, the appropriateness of online optimal control calculations for a particular battery application depends on the quantity of energy incurred by online calculations compared to the energy and battery lifetime savings that would be incurred by the online calculations and the total energy used for intended purpose of the battery. For example, the extra cost of online optimal control calculations would not be justifiable for an implantable cardiac pacemaker application,
in which online calculations would cause the battery to drain too quickly. Motivated by such small battery applications, the optimal control profile in this study computed for Cycle 1 was repeated for later cycles, rather than recomputed. For large battery applications, the optimal control profiles can be updated online based on new parameter values during each cycle, or once after each cycle or after many cycles.

The implemented control profile was obtained after trying to implement different profiles experimentally for a given cycle. We performed simultaneous discretization, conventional CVP, and a modified version of CVP to finally arrive at the optimal profile. Each of these approaches for calculating the optimal profiles is described below for the reformulated P2D model.

1) Simultaneous Discretization: In this approach, the governing partial differential equations are discretized in the spatial direction to generate ordinary differential equations (ODEs) in time. The ODEs are further discretized in time using Euler backward discretization to create a system of nonlinear algebraic equations. Although only first-order accurate, Euler backward was chosen due to its unconditional numerical stability and ease of demonstration. In this approach, both the control and state variables are discretized in temporal space. During optimization, this set of nonlinear equations acts as constraints. The objective function to be minimized was then defined as $Q_{SEI}(t_f)$, with the maximum charging current as $54 \text{ A/m}^2$, and the bounds on the voltage to be between $2.8 \text{ V}$ and $4.2 \text{ V}$. The constraint on the total charge stored to be greater than $16 \text{ Ah}$ was also implemented as defined in eq. (13)-(16) above. Note that the bounds on the manipulated variable (applied current in this case) and voltage of the cell were implemented by providing a bound on the resulting discretized variables for current and voltage at each discretized time point. The resulting nonlinear optimization was solved in IPOPT, which is based on an interior-point algorithm implemented in the C programming language, with the optimized current and voltage profiles shown in Figures 1a and 1b.

2) Control Vector Parameterization (CVP): In this approach, the total time horizon is divided into a finite number of time intervals. The manipulated variable (applied current) is assumed to be constant in each time interval, and the resulting optimization is solved for the discrete manipulated variables in each time interval. To explain further for this optimization, the total $1800 \text{ s}$ time interval was divided into six time intervals, and the current was assumed to be
constant in the first four regions, until 1200 s. For example, the currents at the times 0, 300, 600, 900, 1200 s are given by \( i_1, i_2, i_3, i_4, i_5 \), respectively. The current as a function of time is given by

\[
i_{\text{app}}(t) = \begin{cases} 
    i_1, & \text{for } 0 \leq t \leq 300 \\
    i_2, & \text{for } 300 < t \leq 600 \\
    i_3, & \text{for } 600 < t \leq 900 \\
    i_4, & \text{for } 900 < t \leq 1200 \\
    i_5, & \text{for } 1200 < t \leq T_{V=4.2V}
\end{cases}
\]

(17)

For the latter time period, the battery is charged with a constant current \( i_5 \) until the voltage reaches 4.2 V, after which the battery is charged at a constant voltage of 4.2 V for a total time of 30 minutes. For the control implementation, the optimization was solved for maximizing the charge stored in 1800 s, with a penalty on the capacity fade of the battery, that is,

\[
\max_{i_{\text{app}}(t)} Q_{tf} = A \int_0^{t_f} i_{\text{app}}(t) dt
\]

(18)

\[
0 \leq i_{\text{app}}(t) \leq 54 \text{ A/m}^2
\]

(19)

\[
2.8 \text{ V} \leq V(t) \leq 4.2 \text{ V}
\]

(20)

\[
Q_{\text{SEI}} \leq 0.5 Q_{\text{SEI, max}}
\]

(21)

subject to model equations in Table 1, where \( Q_{tf} \) is the total capacity of the battery or the amount of charge stored in the battery, \( t_f \) is 30 minutes, and \( Q_{\text{SEI, max}} \) is the maximum capacity lost to the SEI layer side reaction in a single cycle, which also means the capacity fade of the battery in a single cycle. This value was obtained from the experimental data after repeatedly cycling the battery at C/2 charge/1C discharge (Case A) as explained more in the next section.

The resulting optimization is solved using NLPSolve optimizer in Maple 14, to find the optimal values of \( i_1, i_2, i_3, i_4, i_5 \) in the specified time intervals, with the current and voltage profiles shown in Figures 2a and 2b.

3) Modified CVP: This approach is a slight variation of the above CVP. The total 1800 s time interval was divided again into six time intervals, but in this case, the current was assumed to be varying linearly in the first four regions, until 1200 s. For example, the currents at the times 0, 300, 600, 900, 1200 s are given by \( i_1, i_2, i_3, i_4, i_5 \), respectively. The current in each of the time regions is assumed to vary linearly, and is given by
After time $t = 1200$ s, the current $i_5$ is assumed to be constant until the voltage reaches 4.2 V. Charging is at constant voltage after that until the total time is 1800 s. The optimization formulation is the same as in equations 18 to 21. The optimal control problem is solved in each of the regions using the NLPSolve optimizer in Maple 14, to obtain the optimal values for $i_1, i_2, i_3, i_4,$ and $i_5$, with the optimal current and voltage profiles shown in Figures 3a and 3b.

From Figures 1ab, it can be seen that finally towards the end of charge in the simultaneous approach, the charging profile mimics the constant potential mode. In the implementation of the CVP and modified CVP approaches, assuming constant potential at the end decreased the optimization time and the number of stages, and provided a better objective function value. The total number of stages was chosen as 6, because increasing the number of stages any further did not have significant impact on the optimal value for the cell capacity. Since the current is continuous, there is no jump in potential as in the previous case.

The current and voltage profiles obtained from experiments have good agreement with the model predictions for the simultaneous discretization, CVP, and modified CVP approaches (see Figures 4 to 6). The best agreement was for the modified CVP approach. The implementation of the conventional CVP and the modified CVP approach requires robust solvers to integrate highly stiff nonlinear equations in time. In the modified CVP approach, the assumption of a linear current profile in each time interval results in a continuous profile that avoids initialization issues for DAEs, whereas the conventional CVP approach leads to discontinuities and hence have DAEs that are harder to solve. As such, the modified CVP approach has lower computational cost and preferred for experimental implementation.
Experimental Validation

To quantify the benefits obtained from these control profiles, 16Ahr NMC pouch cells were cycled with the obtained charging profiles. In Case A, the cells were cycled under mild currents to obtain a baseline for the best-case performance of the cells. The cells were charged at a C/2 rate to 4.2 V, followed by a CV charge at 4.2 V until the charge current tapered off to C/10 (1.6 A) or less and then discharged at 1C rate to 2.8 V. In another set of cycling experiments, the cells were charged at the 2C rate until the cutoff voltage of 4.2 V was reached followed by a CV charge such that the total charge time was 30 minutes, followed by a 5C discharge to 2.8 V. This set of experiments is referred to as Case B. A third set of cells were charged with the optimal control profile for the same duration as Case B (i.e., 30 minutes) and discharged under identical conditions (i.e., 5C currents to 2.8 V), which is referred to as Case C. All the cycling experiments were performed in a controlled environmental chamber at 30°C. The optimization was formulated using

1. Life estimates based on the cycling conditions from Case A. This case provides the values for $Q_{SEI,\text{max}}$ as mentioned above.
2. Charge and life behavior from Case B.
3. The Case C objective, minimize fade while charging in 30 minutes (with SEI layer growth at all the points less than 50% of Case B, making sure full charge was stored). This number needs to be as low as possible. If only 10% is indicated, please note that battery might not charge at all. The idea of this approach is to store the same charge while keeping the fade minimal. While strictly speaking, this is a pareto-optimal problem, only the best possible fade minimization with guaranteed charge stored was used.

Results and Discussion

The profile in Figure 3a was used to charge the cells, which is referred to as “MPC” as discussed in the mathematical formulation. Figure 7 shows the experimentally determined reduction in capacity vs. number of cycles for the CC-CV case and the MPC case. While the battery charged with the CC-CV profile reaches end of life after around 900 cycles, the battery with the MPC profile cycles more than 1800 cycles before reaching end of life, which is a gain of more than 100% in cycle life.
Figures 8 to 10 compare the concentration of lithium ions in the electrolyte solution at the cathode-current collector interface, cathode-separator interface, and the anode-separator interface respectively, for the CC-CV and the optimal control cases. As the battery charges, the concentration varies minimally with time in any of the regions. The shape of the concentration profiles mimics that of the current profile in the cathode as the concentration of lithium in the electrolyte decreases with time (compare Figs. 8 and 9 with Fig. 3a), whereas the reverse happens in the anode (compare Fig. 10 with Fig. 3a).

Figure 11 compares the battery capacity (charge stored) with time for the CC-CV and MPC cases. For the MPC case, more charge is stored at short times, compared to longer times when the battery undergoes higher fade. The CV charging phase is also shorter in the MPC case, compared to the CC-CV case. The final capacity in both cases is observed to be the same.

Figure 12 and 13 compare the overpotential vs. time, at the cathode-separator and the separator-anode interface, for the CC-CV and MPC cases. The overpotential at the cathode-separator interface are similar for both cases at most times, with the largest difference occurring between 1200 and 1400 s (Fig. 12). In contrast, the overpotential at the anode-separator interface are quite different for most of the time, with MPC being lower than the CC-CV case at short times and towards the end (Fig. 13). A lower overpotential leads to a decreased rate of the SEI-layer side reaction at the end, which reduces the capacity fade of the battery.

Figure 14 compares the capacity lost \( Q_{\text{SEI}} \) for the CC-CV and the MPC cases based on the profile of the first cycle. While the total capacity of the battery after charging remains same (Fig. 11), the capacity lost during the charging is lower at the end of the charging for MPC than the CC-CV case (Fig. 14). With repeated cycling, the MPC profile continues to do a better job, resulting in a gain as is evident in Figure 7.

The optimal profile based on the first cycle using base parameters was implemented until the battery reached its end of life. The end of life is defined as the number of cycles after which the battery reaches 80% of its initial capacity. This definition of end of life is consistent with many battery applications, including for most EV/PHEV batteries, so this definition was used to be consistent with an industry-prevalent standard practice. Without updating the control profile, we obtained in excess of 100% gain in cycle life of the cells as compared to the 2C CC-CV case (Fig. 7). As the parameters of the battery change with aging, updating the model parameters or
model with use would likely produce an even higher benefit. The relative improvement would be a function of the materials and chemistry of the battery, along with the temperature and the charging/discharging conditions in which the battery is used. Whether this benefit would be worth the extra energy costs of online optimal control calculations would depend on the specifics of the application, as discussed in the section on Optimal Model-based Control Formulations.

**Conclusions**

This article presents strategies for determining optimal charging profiles for lithium-ion batteries, to maximize their cycle life, while storing a given amount of charge in 30 minutes. Although not the main focus of this article, the modified-CVP approach implemented with the reformulated battery model is not computationally prohibitive, and could be used in real-time control. The optimal profile calculated for the first cycle of use was implemented on 16 Ah NMC cells at NREL. The optimal charging profiles were compared to the standard CC-CV charging method used for Li-ion batteries, with the CC charge rate of 2C. A gain of more than 100% in cycle life was observed using the predicted optimal charging profile.

Future work involves the development of an advanced self-learning battery management system (BMS), which would implement the standard MPC charging on a Li-ion battery of unknown chemistry. In this BMS, the parameters will be calculated and updated on the fly, in real time, based on the error in the voltage-time measurement. The optimal charging profiles will be calculated and updated every few cycles to maximize the capacity or cycle life based on the application the battery is being used in. The gain in life or capacity will be quantified after experimental validation at NREL. In our opinion, such a BMS has a potential to be a game-changer in the industry, and could help in faster adoption of Li-ion battery technology.
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<table>
<thead>
<tr>
<th>Governing Equation</th>
<th>Boundary Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive Electrode</strong></td>
<td></td>
</tr>
<tr>
<td>( \varepsilon_p \frac{\partial c_p}{\partial t} = \frac{1}{l_p} \frac{\partial}{\partial X} \left( \frac{D_{\text{eff},p}}{l_p} \frac{\partial c_p}{\partial X} \right) + a_p (1-t_s) j_p )</td>
<td>( \frac{\partial c_p}{\partial X} \bigg</td>
</tr>
<tr>
<td>( -D_{\text{eff},p} \frac{\partial c_p}{\partial X} \bigg</td>
<td><em>{X=0} = -D</em>{\text{eff},s} \frac{\partial c_s}{\partial X} )</td>
</tr>
<tr>
<td>( \frac{-\sigma_{\text{eff},p}}{l_p} \frac{\partial \Phi_{1,p}}{\partial X} - \frac{\kappa_{\text{eff},p}}{l_p} \frac{\partial \Phi_{2,p}}{\partial X} + \frac{2\kappa_{\text{eff},p} RT (1-t_s)}{F} \frac{\partial \ln c_p}{\partial X} = I )</td>
<td>( \frac{\partial \Phi_{2,p}}{\partial X} \bigg</td>
</tr>
<tr>
<td>( \frac{\partial \Phi_{1,p}}{\partial X} \bigg</td>
<td>_{X=0} = 0 )</td>
</tr>
<tr>
<td>( \frac{1}{l_p} \frac{\partial}{\partial X} \left( \frac{\sigma_{\text{eff},p} \partial \Phi_{1,p}}{l_p} \right) = a_p F j_p )</td>
<td>( \frac{1}{l_p} \frac{\partial \Phi_{1,p}}{\partial X} \bigg</td>
</tr>
<tr>
<td>( \frac{\partial c_s^{\prime}}{\partial t} = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 D_{\text{p}} \frac{\partial c_s^{\prime}}{\partial r} \right) )</td>
<td>( \frac{\partial c_s^{\prime}}{\partial r} \bigg</td>
</tr>
<tr>
<td>( -D_{\text{p}} \frac{\partial c_s^{\prime}}{\partial r} \bigg</td>
<td>_{r=R_s} = j_p )</td>
</tr>
<tr>
<td>( \rho_p C_{\text{p},p} \frac{dT_p}{dt} = \frac{1}{l_p} \frac{\partial}{\partial X} \left( \frac{\lambda_p}{l_p} \frac{\partial T_p}{\partial X} \right) + Q_{\text{ren},p} + Q_{\text{ev},p} + Q_{\text{ohm},p} )</td>
<td>( -K_{\text{eff},p} \frac{\partial T_p}{\partial X} \bigg</td>
</tr>
<tr>
<td>( \frac{-\lambda_p}{l_p} \frac{\partial T_p}{\partial X} \bigg</td>
<td>_{X=1} = -\lambda_s \frac{\partial T_s}{\partial X} \bigg</td>
</tr>
<tr>
<td><strong>Separator</strong></td>
<td></td>
</tr>
<tr>
<td>( \varepsilon_s \frac{\partial c_s}{\partial t} = \frac{1}{l_s} \frac{\partial}{\partial X} \left( \frac{D_{\text{eff},s}}{l_s} \frac{\partial c_s}{\partial X} \right) )</td>
<td>( c_p \bigg</td>
</tr>
<tr>
<td>( c_s \bigg</td>
<td>_{X=1} = c_s \bigg</td>
</tr>
</tbody>
</table>
\[-\frac{k_{\text{eff}}}{l_s} \frac{\partial \Phi_{2,s}}{\partial X} + \frac{2k_{\text{eff}}RT}{F} \left(1 - t_s\right) \frac{\partial \ln c_s}{\partial X} = I\]

\[\Phi_{2,s} \bigg|_{X=1} = \Phi_{2,s} \bigg|_{X=0}\]

\[\Phi_{2,n} \bigg|_{X=1} = \Phi_{2,n} \bigg|_{X=0}\]

\[\rho_s C_{p,s} \frac{dT}{dt} = \frac{1}{l_s} \frac{\partial}{\partial X} \left( \frac{\lambda_s}{l_s} \frac{\partial T_s}{\partial X} \right) + Q_{\text{ohm},s}\]

\[T_p \bigg|_{X=1} = T_s \bigg|_{X=0}\]

\[T_s \bigg|_{X=0} = T_n \bigg|_{X=1}\]

\[\text{Negative Electrode}\]

\[\varepsilon_{n} \frac{\partial c_{n}}{\partial t} = \frac{1}{l_n} \frac{\partial}{\partial X} \left( \frac{D_{\text{eff},n}}{l_n} \frac{\partial c_{n}}{\partial X} \right) + a_n \left(1 - t_n\right) j_n\]

\[\frac{\partial c_{n}}{\partial X} \bigg|_{X=1} = 0\]

\[\frac{-D_{\text{eff},n}}{l_n} \frac{\partial c_{n}}{\partial X} \bigg|_{X=1} = \frac{-D_{\text{eff},n}}{l_n} \frac{\partial c_{n}}{\partial X} \bigg|_{X=0}\]

\[-\frac{k_{\text{eff}}}{l_n} \frac{\partial \Phi_{1,n}}{\partial X} + \frac{2k_{\text{eff}}RT}{F} \left(1 - t_n\right) \frac{\partial \ln c_n}{\partial X} = I\]

\[\Phi_{2,n} \bigg|_{X=1} = 0\]

\[\frac{-k_{\text{eff}}}{l_n} \frac{\partial \Phi_{2,n}}{\partial X} \bigg|_{X=1} = \frac{-k_{\text{eff}}}{l_n} \frac{\partial \Phi_{2,n}}{\partial X} \bigg|_{X=0}\]

\[\frac{1}{l_n} \frac{\partial}{\partial X} \left( \frac{\sigma_{\text{eff},n}}{l_n} \frac{\partial \Phi_{1,n}}{\partial X} \right) = a_n F \left(j_n + j_{\text{sei}}\right)\]

\[\frac{\partial \Phi_{1,n}}{\partial X} \bigg|_{X=0} = 0\]

\[\frac{1}{l_n} \frac{\partial \Phi_{1,n}}{\partial X} \bigg|_{X=1} = \frac{I}{\sigma_{\text{eff},n}}\]

\[\frac{\partial c_{s}^i}{\partial t} = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 D^i \frac{\partial c_{s}^i}{\partial r} \right)\]

\[\frac{\partial c_{s}^i}{\partial r} \bigg|_{r=0} = 0\]

\[\frac{-D^i}{r_s} \frac{\partial c_{s}^i}{\partial r} \bigg|_{r=r_s} = j_n\]

\[\rho_n c_{p,n} \frac{dT_n}{dt} = \frac{1}{l_n} \frac{\partial}{\partial X} \left( \frac{\lambda_n}{l_n} \frac{\partial T_n}{\partial X} \right) + Q_{\text{rxn},n} + Q_{\text{rev},n} + Q_{\text{ohm},n}\]

\[-\frac{\lambda_n}{l_n} \frac{\partial T_n}{\partial X} \bigg|_{X=1} = \frac{\lambda_n}{l_n} \frac{\partial T_n}{\partial X} \bigg|_{X=0}\]

\[-\frac{K_{\text{eff},n}}{l_n} \frac{\partial \Phi_{2,n}}{\partial X} \bigg|_{X=1} = h_{\text{env}} \left(T_{\text{air}} - T_n \bigg|_{X=1}\right)\]

**Table 2: Additional equations**

\[Q_{\text{rxn},i} = Fa_i j_i \left(\Phi_{1,i} - \Phi_{2,i} - U_i\right), i = p, n\]

\[Q_{\text{rev},i} = Fa_i T_i \frac{\partial U_i}{\partial T}, i = p, n\]
\[ Q_{\text{ohm},i} = \sigma_{\text{eff},i} \left( \frac{1}{l_i} \frac{\partial \Phi_{1,i}}{\partial X} \right)^2 + \kappa_{\text{eff},i} \left( \frac{1}{l_i} \frac{\partial \Phi_{2,i}}{\partial X} \right)^2 + \frac{2\kappa_{\text{eff},RT_i}}{F} \left( 1 - I_0^\theta \right) \frac{1}{l_i} \frac{1}{c_i} \frac{\partial \Phi_{2,i}}{\partial X}, i = p, n \]

\[ Q_{\text{ohm},s} = \kappa_{\text{eff},s} \left( \frac{1}{l_s} \frac{\partial \Phi_{2,s}}{\partial X} \right)^2 + \frac{2\kappa_{\text{eff},RT_s}}{F} \left( 1 - I_0^\theta \right) \frac{1}{l_s} \frac{1}{c_s} \frac{\partial \Phi_{2,s}}{\partial X} \]

\[ U_i(T, \theta) = U_{i,\text{ref}}(T_{\text{ref}}, \theta) + (T - T_{\text{ref}}) \left[ \frac{dU_i}{dT} \right]_{T_{\text{ref}}}, i = p, n \]

\[ D_{i,\text{eff}} = D_i^+ \exp \left( - \frac{E_a}{R} \left[ \frac{1}{T} - \frac{1}{T_{\text{ref}}} \right] \right), i = p, n \]

\[ k_{i,\text{eff}} = k_i \exp \left( - \frac{E_k}{R} \left[ \frac{1}{T} - \frac{1}{T_{\text{ref}}} \right] \right), i = p, n \]

### Table 3: List of parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter</th>
<th>Positive Electrode</th>
<th>Separator</th>
<th>Negative Electrode</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sigma_i)</td>
<td>Solid-phase conductivity</td>
<td>100</td>
<td></td>
<td>100</td>
<td>S/m</td>
</tr>
<tr>
<td>(\varepsilon_{f,i})</td>
<td>Filler fraction</td>
<td>0.025</td>
<td></td>
<td>0.0326</td>
<td></td>
</tr>
<tr>
<td>(\varepsilon_i)</td>
<td>Porosity</td>
<td>0.385</td>
<td>0.724</td>
<td>0.485</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bruggman coefficient</td>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>(D)</td>
<td>Electrolyte diffusivity</td>
<td>(7.5 \times 10^{-10})</td>
<td>(7.5 \times 10^{-10})</td>
<td>(7.5 \times 10^{-10})</td>
<td>(m^2/s)</td>
</tr>
<tr>
<td>(D_i^+)</td>
<td>Solid-phase diffusivity</td>
<td>(1.0 \times 10^{-14})</td>
<td></td>
<td>(3.9 \times 10^{-14})</td>
<td>(m^2/s)</td>
</tr>
<tr>
<td>(k_i)</td>
<td>Reaction rate constant</td>
<td>(2.334 \times 10^{-11})</td>
<td></td>
<td>(5.031 \times 10^{-11})</td>
<td>(\text{mol/(s m}^2)/(\text{mol/m}^3)_{1-\alpha_i})</td>
</tr>
<tr>
<td>(c_{i,\text{max}}^s)</td>
<td>Maximum solid-phase concentration</td>
<td>51554</td>
<td></td>
<td>30555</td>
<td>(\text{mol/m}^3)</td>
</tr>
<tr>
<td>(c_{i,0}^s)</td>
<td>Initial solid-phase concentration</td>
<td>25751</td>
<td></td>
<td>26128</td>
<td>(\text{mol/m}^3)</td>
</tr>
<tr>
<td>(c_0)</td>
<td>Initial electrolyte concentration</td>
<td>1000</td>
<td></td>
<td></td>
<td>(\text{mol/m}^3)</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Value 1</td>
<td>Value 2</td>
<td>Units</td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>--------------------------------------------------</td>
<td>---------------</td>
<td>---------------</td>
<td>----------------</td>
<td></td>
</tr>
<tr>
<td>$R_{p,i}$</td>
<td>Particle radius</td>
<td>$2.0 \times 10^{-6}$</td>
<td>$2.0 \times 10^{-6}$</td>
<td>m</td>
<td></td>
</tr>
<tr>
<td>$a_i$</td>
<td>Particle surface area to volume</td>
<td>885000</td>
<td>723600</td>
<td>m²/m³</td>
<td></td>
</tr>
<tr>
<td>$l_i$</td>
<td>Region thickness</td>
<td>$80 \times 10^{-6}$</td>
<td>$25 \times 10^{-6}$</td>
<td>M</td>
<td></td>
</tr>
<tr>
<td>$t_+$</td>
<td>Transference number</td>
<td>0.364</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F$</td>
<td>Faraday’s constant</td>
<td>96487</td>
<td></td>
<td>C/mol</td>
<td></td>
</tr>
<tr>
<td>$R$</td>
<td>Gas constant</td>
<td>8.314</td>
<td></td>
<td>J/(mol K)</td>
<td></td>
</tr>
<tr>
<td>$T_{ref}$</td>
<td>Temperature</td>
<td>298.15</td>
<td></td>
<td>K</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
<td>2500</td>
<td>1100</td>
<td>2500</td>
<td>kg/m³</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Specific heat</td>
<td>700</td>
<td>700</td>
<td>700</td>
<td>J/(kg K)</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>Thermal conductivity</td>
<td>2.1</td>
<td>0.16</td>
<td>1.7</td>
<td>J/(m K)</td>
</tr>
<tr>
<td>$E^{D_{a}}_{a}$</td>
<td>Activation energy for temperature-dependent solid-phase diffusion</td>
<td>5000</td>
<td></td>
<td>5000</td>
<td>J/mol</td>
</tr>
<tr>
<td>$E^{k_{a}}_{a}$</td>
<td>Activation energy for temperature-dependent reaction constant</td>
<td>5000</td>
<td></td>
<td>5000</td>
<td>J/mol</td>
</tr>
</tbody>
</table>
Figures

Figure 1: (a) Current vs. time and (b) voltage vs. time profiles computed for the simultaneous discretization approach.

Figure 2: (a) Current vs. time and (b) voltage vs. time profiles computed for the CVP approach.
Figure 3: (a) Current vs. time and (b) voltage vs. time profiles computed for the modified CVP approach.

Figure 4: Comparison of experimental and predicted (a) current vs. time and (b) voltage vs. time profiles obtained using simultaneous discretization.
Figure 5: Comparison of experimental and predicted (a) current vs. time and (b) voltage vs. time profiles for CVP approach.

Figure 6: Comparison of experimental and predicted (a) current vs. time and (b) voltage vs. time profiles for the modified CVP approach.
Figure 7: Capacity vs. number of cycles for 2C CC-CV and the MPC profiles, where “MPC” refers to the optimal charging profile obtained by the modified CVP approach.

Figure 8: Lithium-ion concentration at the cathode-current collector interface.
Figure 9: Lithium-ion concentration at the cathode-separator interface.

Figure 10: Lithium-ion concentration at the anode-separator interface.
Figure 11: Capacity of the battery vs. time for the CC-CV and MPC profiles.

Figure 12: Overpotential at the cathode-separator interface for the CC-CV and MPC profiles.
Figure 13: Overpotential at the anode-separator interface for the CC-CV and MPC profiles.

Figure 14: Capacity fade of the battery vs time for the first cycle for the CC-CV and MPC profiles.
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