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ABSTRACT
This article investigates model predictive control (MPC) of linear systems subject to arbitrary (possibly unbounded) stochastic disturbances. An MPC approach is presented to account for hard input constraints and joint state chance constraints in the presence of unbounded additive disturbances. The Cantelli–Chebyshev inequality is used in combination with risk allocation to obtain computationally tractable but accurate surrogates for the joint state chance constraints when only the mean and variance of the arbitrary disturbance distributions are known. An algorithm is presented for determining the optimal feedback gain and optimal risk allocation by iteratively solving a series of convex programs. The proposed stochastic MPC approach is demonstrated on a continuous acetone–butanol–ethanol fermentation process, which is used in the production of biofuels.

1. Introduction
Recent years have witnessed significant developments in the area of robust model predictive control (MPC) with the aim to devise optimal control approaches that enable systematic handling of system uncertainties (Mayne, 2014). In general, robust MPC approaches consider bounded, deterministic descriptions of uncertainties. The deterministic approaches to robust MPC commonly use a min–max optimal control formulation in which the control policy is designed with respect to the worst-case performance and system constraints are satisfied for all possible uncertainty realisations (Bemporad & Morari, 1999). These approaches can lead to overly conservative or possibly infeasible control designs.

In practice, system uncertainties are often considered to be of stochastic nature. When a stochastic description of uncertainties is available, a natural approach to robust MPC involves explicitly accounting for the likelihood of occurrence of these uncertainties in designing the robust control policy. This consideration has led to the emergence of stochastic MPC (SMPC). A core component of SMPC is (state) chance constraints that allow for constraint satisfaction in a probabilistic sense. Chance constraints enable SMPC to trade off robustness to uncertainties (in terms of constraint satisfaction) with control performance in a systematic manner, possibly resulting in less conservative control performance.

A recent review on different SMPC approaches and their applications is given in Mesbah (2016). Stochastic tube approaches to SMPC (e.g. Kouvaritakis & Cannon, 2015) use probabilistic tubes with fixed or variable cross sections to replace chance constraints with linear constraints on the nominal state predictions as well as to construct terminal sets for guaranteeing recursive feasibility. These approaches use a prestabilising feedback controller to ensure closed-loop stability. However, stochastic tube approaches cannot handle hard input constraints as the prestabilising state feedback controller is determined offline. SMPC approaches based on an affine parametrisation of the feedback control law have been extensively investigated (e.g. Hokayem, Cinquemani, Chatterjee, Ramponi, & Lygeros, 2012; Oldewurtel, Jones, & Morari, 2008; Paulson, Streif, & Mesbah, 2015). Such control law parametrisations allow for obtaining convex SMPC algorithms while solving the stochastic optimal control problem over the feedback gains as well as the open-loop control actions. The notion of the affine disturbance parametrisation of the feedback control laws originates from the fact that the disturbance realisations can be reconstructed from state measurements that will be available to the controller in the future (Goulart, Kerrigan, & Maciejowski, 2006). Therefore, the controller can use this information when determining the future control inputs over the horizon. A key challenge in using such parametrisations, however, arises from handling hard input constraints in the presence of unbounded stochastic uncertainties (e.g. Gaussian noise), as unbounded uncertainties almost surely lead to excursions of states from any bounded set. To address this...
challenge, the inclusion of saturation functions into the affine feedback control policy has been proposed (Hokayem et al., 2012). Saturation functions render the feedback control policy nonlinear to enable direct handling of hard input constraints without relaxing the hard input constraints to probabilistic input constraints.

Extensive work has also been reported on SMPC methods that use the so-called sample-based approaches (also known as scenario-based approaches). These algorithms represent the stochastic system using a finite set of realisations of the uncertainties sampled from the continuous distribution, which are used to solve the optimal control problem in one shot (e.g. Blackmore, Ono, Bektassov, & Williams, 2010; Calafiore and Fagiano, 2013). This class of SMPC approaches typically does not rely on any convexity requirements; however, establishing the recursive feasibility and closed-loop stability of these algorithms is generally challenging, particularly for the case of unbounded uncertainties.

This paper considers the MPC problem for stochastic linear systems with arbitrary (possibly unbounded) disturbances. An SMPC approach is presented that handles both joint state chance constraints and hard input constraints with feedback accounted for in the predictions. The key contribution of this work lies in using risk allocation (Ma, Vichik, & Borrelli, 2012; Vitus & Tomlin, 2011) in combination with the Cantelli–Chebyshev inequality (Marshall & Olkin, 1979) to obtain computationally tractable surrogates for the joint state chance constraints when only the first two moments of an arbitrary disturbance distribution are known (i.e. the full distribution is unknown). An algorithm is presented for solving the SMPC problem to determine the optimal feedback gain and optimal risk allocation iteratively. The problem setup is similar to that in Hokayem et al. (2012) and Farina, Giuliani, Magni, and Scattolini (2015). In contrast to Hokayem et al. (2012), the proposed SMPC approach accounts for both hard input constraints and state chance constraints. What distinguishes this work from Farina et al. (2015) is the direct handling of hard input constraints without relaxation as well as the convexity of the optimisation problem. The proposed SMPC approach is demonstrated on a continuous acetone–butanol–ethanol (ABE) fermentation process (Haus et al., 2011), which is used in the production of high value-added drop-in biofuels from lignocellulosic biomass. The performance of the proposed approach is evaluated with respect to that of a certainty equivalence MPC algorithm and an MPC algorithm with fixed uniform risk allocation.

Notation: Hereafter, \( \mathbb{R} \) and \( \mathbb{N} = \{1, 2, \ldots \} \) are the sets of real and natural numbers, respectively; \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \). \( \mathbb{S}^n_+ \) and \( \mathbb{S}^n_{++} \) are the sets of positive semidefinite and definite matrices, respectively. \( I_N \) denotes the \( N \) by \( N \) identity matrix and \( I_N \) denotes a column vector of ones of length \( N \). \( \text{tr}() \) denotes the trace of a square matrix. \( \|\cdot\|_p \) denotes the standard \( p \)-norms. \( \otimes \) denotes the Kronecker product. For given random vectors \( X \) and \( Y \), \( E[X] \) denotes the expected value, \( \sigma[X, Y] = E[(X − E[X])(Y − E[Y])^\top] \) denotes the cross covariance matrix, and \( \Sigma[X] = \sigma[X, X] \) denotes the covariance matrix. \( \mathbb{P}(A) \) denotes the probability of event \( A \).

2. Problem statement

Consider a discrete-time stochastic linear system

\[
x^+ = Ax + Bu + Gw, \tag{1}
\]

where \( x \in \mathbb{R}^n, u \in \mathbb{R}^m, \) and \( w \in \mathbb{R}^p \) are the system states, inputs, and disturbances at the current time, respectively; \( x^+ \) denotes the system states at the next time; and \( A, B, \) and \( G \) are the known system matrices. It is assumed that the states \( x \) are observed exactly at all times, and the disturbances are mutually independent such that system (1) is a Markov process. The disturbances \( w \) can have an arbitrary (unbounded) distribution that is unknown to the controller; the mean \( E[w] \) and covariance \( \Sigma[w] \in \mathbb{S}^p_+ \) are, however, assumed to be known.

Let \( N \in \mathbb{N} \) denote the prediction horizon of the predictive control problem. The states, inputs, and disturbances over the prediction horizon are defined, respectively, by

\[
\begin{align*}
x &= [x_N^\top, x_{N-1}^\top, \ldots, x_0^\top]^\top \\
u &= [u_N^\top, u_{N-1}^\top, \ldots, u_0^\top]^\top \\
w &= [w_N^\top, w_{N-1}^\top, \ldots, w_0^\top]^\top,
\end{align*}
\]

where \( x_k = Ax_{k-1} + Bu_{k-1} + Gw_{k-1} \) is the predicted states \( k \) steps ahead from the known current states \( x_0 = x \); and \( u_k \) and \( w_k \) are the inputs and disturbances \( k \) time steps into the future, respectively. Using this compact notation, the system model is written as

\[
x = Ax_0 + Bu + DGw, \tag{2}
\]

where the matrices \( A, B, D, \) and \( G \) can be straightforwardly derived, e.g. see Hokayem, Chatterjee, and Lygeros (2009) for details on the explicit construction of these matrices.

The control inputs are assumed to be constrained to a convex feasible region \( F_U \) described by a finite set of \( N_U \) linear inequalities

\[
F_U = \{u \mid Hu \leq h\}, \tag{3}
\]
where $H \in \mathbb{R}^{N_0 \times N_m}$ and $h \in \mathbb{R}^{N_0}$. The system states are also restricted to lie in a convex region $F_X$, which is defined by a collection of $N_X$ linear inequality constraints

$$F_X = \bigcap_{i=1}^{N_X} \{ x \mid a_i^T x \leq b_i \},$$

(4)

with $a_i \in \mathbb{R}^{(N+1)m}$ and $b_i \in \mathbb{R}$. For linear systems, the cost function is typically chosen to be quadratic, i.e.

$$V_N(x_0, u, w) = x^T Q x + u^T R u,$$

(5)

where $Q \in \mathbb{S}_+^{(N+1)n}$ and $R \in \mathbb{S}_+^{N_m}$ are specified weight matrices. As the distribution of the disturbances is unknown and could be unbounded, it cannot be guaranteed that there always exists a control action such that hard state constraints $x \in F_X$ are satisfied. Therefore, $x \in F_X$ is replaced with a joint state chance constraint of the form

$$\mathbb{P}(x \not\in F_X) \leq \delta,$$

(6)

where $\delta \in (0, 1)$ is the maximum probability of constraint violation. The SMPC problem is now stated as

**SMPC Problem (P1)**

\[
\begin{align*}
\min_{u} & \quad \mathbb{E}[V_N(x, u, w)] \\
\text{subject to:} & \quad x = Ax_0 + Bu + DGw \\
& \quad u \in F_U, \quad \mathbb{P}(x \not\in F_X) \leq \delta, \quad x_0 = x
\end{align*}
\]

Problem P1 is solved online, given the most recently observed states $x$. Let $u^*(x)$ be the optimal feedback control policy that solves P1 as a function of the initial states. The receding-horizon implementation of P1 indicates that only the first element of this policy, $u_0^*$, is applied to system (1). Note that $V_N(x_0, u, w)$ is a random variable with an unknown distribution (as it is a function of $w$). Here, the expected value of the value function is optimised to obtain a convex program.

There are two main difficulties that prevent the direct solution of P1. First, the control input $u$ should be a causal feedback policy that is some function of the current and past states. In general, solving P1 over arbitrary functions of states is impractical using available optimal control approaches. Second, the distribution of the disturbances is unknown and possibly unbounded, which makes handling the hard input constraints and joint state chance constraints challenging.

To address these challenges, a certain class of causal feedback policies is adopted to define the control policy $u$. The adopted feedback policy allows for building feedback into the prediction to reduce uncertainty in the state predictions as well as directly handling the input constraints in the face of unbounded disturbances. In addition, the joint state chance constraints are approximated for arbitrary disturbance distributions using distributionally robust bounds that are only a function of the mean and variance of the stochastic disturbance (i.e. bounds do not depend on the full distribution of the disturbance, which is usually not known in practical applications).

### 3. Feedback parametrisation

A natural approach to obtaining a computationally tractable surrogate for P1 is to adopt an affine state feedback parametrisation for the control policy $u$. Affine state feedback is in fact the solution to the linear-quadratic-Gaussian (LQG) problem, which minimises (5) in the absence of the input and state constraints. Solving P1 over an affine state feedback control policy, however, results in a nonconvex optimisation due to the product of the gains over time. An alternative parametrisation is an affine function of the sequence of past disturbances (Goulart et al., 2006)

$$u_i = \sum_{j=0}^{i-1} M_{i,j} G w_j + v_i, \quad \forall i = 0, \ldots, N - 1,$$

(7)

where $M_{i,j} \in \mathbb{R}^{m \times n}$ and $v_i \in \mathbb{R}^{m}$. This parametrisation yields convex optimisations, and is shown to be equivalent to the class of feedback control policies that are affine in the states (Goulart et al., 2006, Theorem 9). Using (7), the control policy $u$ can be written as

$$u = MGw + v,$$

(8)

where the block lower triangular matrix $M \in \mathbb{R}^{mN \times nN}$ and stacked vector $v \in \mathbb{R}^{mN}$ are given by

$$M = \begin{bmatrix}
0 & \cdots & \cdots & 0 \\
M_{1,0} & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
M_{N-1,0} & \cdots & M_{N-1,N-2} & 0
\end{bmatrix},$$

(9)

$$v = (v_0, v_1, \ldots, v_{N-1}).$$

(10)

The pair $(M, v)$ then comprises the decision variables in P1.

A key challenge in using the feedback control policy (8) arises from guaranteeing the hard input constraints (3) in the presence of unbounded disturbances.
SMPC algorithms commonly overcome this difficulty by relaxing the hard input constraints to expectation-type constraints (Primbs & Hwang Sung, 2009) or probabilistic/chance constraints (Farina et al., 2015). These approaches, however, suffer from the fact that the computed inputs may not be feasible in practice, which will cause the inputs to saturate unknowingly to the controller. In this work, a saturated disturbance affine parametrisation of the form (Hokayem et al., 2009)

\[ u = MG\varphi(w) + v, \quad (11) \]

is used, where, for any vector \( z = [z_1, \ldots, z_n]^\top \), \( \varphi(z) = [\varphi(z_1), \ldots, \varphi(z_n)]^\top \) with \( \varphi : \mathbb{R} \to \mathbb{R} \) denoting any function with the property \( \sup_{a \in \mathbb{R}} |\varphi(a)| \leq \varphi_{\text{max}} \) for some \( \varphi_{\text{max}} > 0 \). The functions \( \varphi(\cdot) \) are known as saturation functions (Hokayem et al., 2009). This definition implies that \( \|\varphi(w)\|_{\infty} \leq \varphi_{\text{max}} \), which can be written as a polytope of the form

\[ F_W = \{w | Sw \leq s\}, \]

with \( S \in \mathbb{R}^{N_u \times N_p} \) and \( s \in \mathbb{R}^{N_u} \), and allows the hard input constraints \( u \in F_U \) to be rewritten as

\[ Hv + \max_{\varphi(w) \in F_W} (HMG\varphi(w)) \leq h, \quad (12) \]

where the maximisation is row-wise (i.e. maximum of each element in the vector). The following lemma, which is inspired by the work of Ben-Tal and Goryashko (2004) and Goulart et al. (2006), indicates that (12) can be defined by a set of linear inequalities.

**Lemma 3.1 (Robust linear constraints with polytopic disturbance sets):** The input constraint (12) is represented exactly by linear inequalities \( Hv + Z^s \leq h \) and \( Z \geq 0 \) (element-wise) for any \( Z \) satisfying \( Z^\top S = HMG \).

**Proof:** The proof follows from the concept of the dual norm as shown in, e.g. Bertsimas and Sim (2006). Let the \( i \)-th row of the maximisation in (12) be the primal linear program. The corresponding dual linear program is

\[ \min s^\top z_i, \quad \text{subject to:} \quad S^\top z_i = (HMG)_{(i)}^\top, \quad z_i \geq 0, \]

where \( (HMG)_{(i)} \) denotes the \( i \)-th row of \( HMG \) and \( z_i \in \mathbb{R}^{N_u} \) denotes the dual variables. By the strong duality theorem, it is known that

\[ \max_{\varphi(w) \in F_W} (HMG)_{(i)} \varphi(w) \leq s^\top z_i \]

holds for any \( z_i \) satisfying the dual linear program constraints. Stacking the dual variables into a matrix \( Z \triangleq \begin{bmatrix} z_1, \ldots, z_{N_u} \end{bmatrix} \) yields the inequality

\[ \max_{\varphi(w) \in F_W} (HMG\varphi(w)) \leq Z^\top s \]

for any \( Z \geq 0 \) satisfying \( Z^\top S = HMG \). Hence, the assertion of the lemma directly follows.

**Remark 3.1:** The saturation functions \( \varphi \) can be chosen in any way that ensures \( |\varphi(z)| \leq \varphi_{\text{max}} \) for all \( z \in \mathbb{R} \). Common examples include sigmoid functions such as \( \frac{z}{1+|z|} \), \( \tanh(z) \), and \( \frac{z}{\sqrt{1+z^2}} \) as well as the standard saturation function \( \text{sat}(z) \triangleq \text{sign}(z) \min(\|z\|, 1) \). An interesting route for future research could involve developing a method (based on theory or heuristics) for choosing \( \varphi \) based on the system characteristics. In addition, exploring the tradeoff between control performance and optimisation cost for different saturation functions \( \varphi \) may be of interest.

**Remark 3.2:** The value of \( \varphi_{\text{max}} \) is selected offline, and can be chosen as any value greater than zero. The larger the value of \( \varphi_{\text{max}} \), the closer the saturated control law (11) is to the unsaturated control law (8); however, the size of the saturated disturbance set \( F_W \) will become larger. In other words, there is a tradeoff between selecting a large \( \varphi_{\text{max}} \) to mimic (8) and selecting a small \( \varphi_{\text{max}} \) to reduce the uncertainty in predicted satisfaction of the input constraints. A rule-of-thumb is to select \( \varphi_{\text{max}} \) to cover two or three standard deviations of the disturbances away from the mean.

### 4. Joint state chance constraints

It is generally impractical to ensure that the system states lie in the feasible region \( x \in F_X \) when the disturbances \( w \) are unbounded. Hence, the hard state constraints (4) must be replaced with the joint chance constraint (6) in P1. However, joint chance constraints are generally intractable and nonconvex (Ben-Tal, El Ghaoui, & Nemirovski, 2009; Bertsimas, Brown, & Caramanis, 2011). This is because evaluating joint chance constraints requires solving a multivariate integrations over a known distribution of the uncertainty.

To obtain a tractable deterministic surrogate for (6), this work uses Boole’s inequality to bound the probability of violation of the joint chance constraint

\[ P(x \notin F_X) = P\left( x \in \bigcup_{i=1}^{N_x} \{x | a_i^\top x > b_i\} \right) \leq \sum_{i=1}^{N_x} P(a_i^\top x > b_i). \]

This expression implies that the joint chance constraint (6) can be replaced with \( N_x \) individual chance constraints.
of the form
\[ P(a_i^T x > b_i) \leq \epsilon_i, \quad i = 1, \ldots, N_x, \quad (14) \]

where \( \epsilon_i \in [0, \delta] \) denotes the violation probability for the \( i \)th individual chance constraint. When the so-called risk allocation \( \epsilon_i \) is chosen such that
\[ \sum_{i=1}^{N_x} \epsilon_i \leq \delta, \]
is satisfied, then the joint chance constraint (6) will be satisfied according to (13). Two main approaches exist for defining the risk allocation. The first assumes a fixed risk allocation in which the values of \( \epsilon_i \) are fixed a priori, usually using a uniform allocation \( \epsilon_i = \delta/N_x \) (Nemirovski & Shapiro, 2006). Although this approach simplifies the optimisation problem, it may lead to significant conservatism in many situations as the prespecified risk may be better allocated to near-active constraints. To address this shortcoming, the second approach optimises the risk allocation by treating \( \epsilon_i \) as decision variables in the optimisation (Blackmore & Ono, 2009).

The knowledge of the cumulative distribution function (cdf) of the disturbances \( w \) is required to exactly evaluate the individual chance constraints (14). Once this knowledge is available, the cdf of \( x \) can be straightforwardly determined using the linear relationship (2). Then, the probability of violating an individual chance constraint is given by
\[ P(a_i^T x > b_i) = 1 - \text{cdf}_{a_i \cdot x}(b_i). \]

This expression is, however, difficult to evaluate for general disturbances as their cdfs do not necessarily have a convex form. More importantly, the distribution of disturbances is not known in many practical applications. Hence, the Cantelli–Chebyshev inequality is used in this work to evaluate the individual chance constraints (14) for arbitrary distributions of disturbances when only their first two moments are known.

**Lemma 4.1 (Cantelli–Chebyshev inequality) (Marshall & Olkin, 1979):** Let \( Z \) be a scalar random variable with finite variance. For every \( c \geq 0 \), it holds that
\[ P(Z \geq \mathbb{E}[Z] + c) \leq \frac{\Sigma[Z]}{\Sigma[Z] + c^2}. \]

To apply the result of Lemma 4.1 to (14), it is assumed that some \( \Delta b_i \geq 0 \) exists such that
\[ a_i^T \mathbb{E}[x] + \Delta b_i \leq b_i, \quad (15) \]

The goal is to derive a lower bound on \( \Delta b_i \). Notice that
\[ P(a_i^T x > b_i) \leq P(a_i^T x \geq a_i^T \mathbb{E}[x] + \Delta b_i), \]
\[ \leq \frac{a_i^T \Sigma[x]a_i}{a_i^T \Sigma[x]a_i + \delta^2}. \]

When this upper bound is less than or equal to \( \epsilon_i \), then the individual chance constraint (14) must be satisfied. This inequality implies that
\[ \sqrt{\frac{1 - \epsilon_i}{\epsilon_i}} \frac{\sqrt{a_i^T \Sigma[x]a_i}}{\sqrt{a_i^T \Sigma[x]a_i \leq b_i}}, \quad (16) \]

**Combining (15) with (16), the individual chance constraint (14) can be (conservatively) approximated by the deterministic constraint
\[ a_i^T \mathbb{E}[x] + \sqrt{\frac{1 - \epsilon_i}{\epsilon_i}} \frac{\sqrt{a_i^T \Sigma[x]a_i}}{\sqrt{a_i^T \Sigma[x]a_i \leq b_i}}, \quad (17) \]

which is guaranteed to hold for any distribution of the states \( x \). This result has been derived previously in Calafiore and El Ghaoui (2006, Theorem 3.1). The key contribution of this work is to combine this result with optimal risk allocation to substantially reduce the conservatism of (17). In the next section, we present an MPC formulation that incorporates these robust constraints while also including feedback in the predictions so that the controller can more effectively shape the state variance.

**5. SMPC algorithm**

This section uses the saturated affine disturbance parametrisation of the control inputs in conjunction with the risk allocation method for bounding the joint state chance constraint to obtain a tractable formulation for the SMPC problem P1. To this end, explicit expressions are first derived for the mean and covariance of the states. Using the system model (2), the dynamics for \( \mathbb{E}[x] \) and \( \Sigma[x] \) are described by
\[ \mathbb{E}[x] = Ax_0 + B\mathbb{E}[u] + DG\mathbb{E}[w], \quad (18a) \]
\[ \Sigma[x] = B \Sigma[u] B^T + D G \Sigma[w] G^T D^T + B \Sigma[u, w] G^T D^T + D G \Sigma[u, w] B^T, \quad (18b) \]

where \( \mathbb{E}[w] = 1_N \otimes \mathbb{E}[w] \) and \( \Sigma[w] = I_N \otimes \Sigma[w] \) are assumed to be known. The statistics of the control inputs \( u \) are derived from (11) as
\[ \mathbb{E}[u] = MG \mathbb{E}[\varphi(w)] + \nu, \quad (19a) \]
\[ \Sigma[u] = M G \Sigma[\varphi(w)] G^T M^T, \quad (19b) \]
\[ \sigma [u, w] = MG\sigma [\varphi (w), w]. \] (19c)

For any chosen saturation function \( \varphi (\cdot) \), the statistics \( E[\varphi (w)], \Sigma [\varphi (w)] \), and \( \sigma [\varphi (w), w] \) can be straightforwardly computed by applying the saturation function to the data used to estimate the mean and covariance of the disturbances \( w \). The mean and variance equations (18) and (19) are used to recast P1 to the following program.

**Deterministic surrogate for SMPC problem (P2)**

\[
\begin{align*}
\min_{M, v, \varepsilon} & \quad E[x]^{\top}Q E[x] + E[u]^{\top} R E[u] + \text{tr}(Q \Sigma[x]) + \text{tr}(R \Sigma[u]) \\
\text{subject to:} & \quad (E[u], \Sigma[u], \sigma[u, w]) \text{ given by (18)} \\
& \quad (E[x], \Sigma[x]) \text{ given by (19)} \\
& \quad M \text{ satisfies (9)} \\
& \quad (M, v) \text{ satisfy Lemma 3.1} \\
& \quad \beta_i = \sqrt{(1 - \epsilon_i)/\epsilon_i} \quad (P2.4) \\
& \quad v_i = \sqrt{a_i^{\top} \Sigma[x]a_i} \quad (P2.5) \\
& \quad a_i^{\top}E[x] + \beta_i v_i \leq b_i \quad (P2.6) \\
& \quad \epsilon_i \geq 0 \quad (P2.7) \\
& \quad \sum_{i=1}^{N_x} \epsilon_i \leq \delta \quad (P2.8) \\
& \quad x_0 = x \quad (P2.9) \\
& \quad \forall i = 1, \ldots, N_x \\
\end{align*}
\]

In P2, the risk allocation is defined in terms of \( \epsilon = (\epsilon_1, \ldots, \epsilon_{N_x}) \).

Let \( (M^*(x), v^*(x)) \) be the optimal control policy (i.e. solution to P2) for any initial condition \( x \). Receding-horizon implementation of the optimal control policy results in a time-invariant control law \( \mu_N : \mathbb{R}^n \rightarrow \mathbb{R}^m \) defined as the first element of the optimal control sequence

\[ \mu_N(x) = v_0^*(x). \] (20)

Hence, the closed-loop response of system (1) is given by

\[ x^+ = Ax + B \mu_N(x) + G w. \] (21)

Note that at every sampling time, the state \( x \) is measured and \( P2 \) is subsequently solved to obtain the control input \( \mu_N(x) \), which defines the recursive SMPC algorithm (i.e. \( M^*(x) \) and \( v^*(x) \) are solved at every sampling time, and are only functions of the initial states).

### 5.1 Convexity analysis

Program P2 is nonconvex due to the multiplication of \( v_i \) and \( \beta_i \) in (P2.7), which makes simultaneous optimisation over the feedback gain \( M \) and risk allocation \( \epsilon \) a nonconvex problem. An iterative strategy can be devised to solve P2 by taking advantage of the fact that the optimisation problem is convex when either \( M \) or \( \epsilon \) is fixed. To prove this, notice that \( E[u] \) and \( E[x] \) are linear functions of the decision variables \( v \) and \( M \), while \( \Sigma[u] \) and \( \Sigma[x] \) are quadratic functions of \( M \). Thus, the objective function is quadratic in \( v \) and \( M \), and is a convex function of the decision variables since \( Q \) and \( R \) are assumed to be positive semidefinite and definite matrices, respectively.

Requiring \( M \) to be lower block triangular can be represented by linear equality constraints so that (P2.3) be convex. The hard input constraints (P2.4) are exactly represented by a set of linear inequalities that are convex in \( v \) and \( M \) (see Lemma 3.1). Clearly, (P2.8)–(P2.10) are linear inequalities or equalities, which are convex.

Now, let us consider the surrogate expressions for the chance constraints (P2.7). When the feedback gain \( M \) is fixed, \( \Sigma[x] \) and \( \Sigma[u] \) must be constant matrices from (18) and (19), respectively. Therefore, \( v_i \) from (P2.6) will be constant for \( i = 1, \ldots, N_x \). Since \( \epsilon \) are still decision variables, (P2.7) reduces to \( a_i^{\top} E[x] + v_i \sqrt{(1 - \epsilon_i)/\epsilon_i} \leq b_i \). The first term is an affine function of \( v \). The second term is convex for any \( \epsilon_i \in [0, 0.75] \), which can be verified by observing that the second derivative of \( \sqrt{(1 - \epsilon_i)/\epsilon_i} \) is positive on this range. Since the sum of convex functions is a convex function, (P2.7) will be convex for any fixed \( M \) and any choice of \( \delta \leq 0.75 \).

On the other hand, when the risk allocation \( \epsilon \) is fixed, \( \beta_i \) from (P2.5) will be constant for \( i = 1, \ldots, N_x \). In this case, (P2.7) reduces to \( a_i^{\top} E[x] + \beta_i v_i \leq b_i \) where the first term is linear in \( v \) and the second term is linear in \( v_i \). By substituting the expression for \( \Sigma[x] \) in (P2.6), this constraint can be rewritten as a second-order cone constraint

\[

v_i = \left\| \begin{bmatrix}
\Sigma[\varphi(w)] & \sigma[\varphi(w), w]
\end{bmatrix}
\right\|^{1/2}
\left\| \begin{bmatrix}
G^\top M^\top B^\top a_i
\end{bmatrix}
\right\|_2.

\]
Substituting this expression into (P2.7) then renders P2 a convex second-order cone program for fixed $\epsilon$.

### 5.2 Iterative optimisation strategy

The optimal control problem in P2 can be solved by optimising both the risk allocation $\epsilon$ and the control feedback gain $M$. An iterative two-stage optimisation strategy is presented in Vitus and Tomlin (2011) to bisect the uniform risk allocation in the upper stage and to optimise the feedback gain with fixed uniform risk allocation in the lower stage. On the other hand, Ma et al. (2012) proposed optimising the risk allocation and feedback gain simultaneously using a tailored interior point method that exploits the sparse multistage structure of the nonconvex optimisation. Although these approaches were developed under different disturbance assumptions and control law parametrisations, they can be applied for solving P2 owing to the similar structure of the optimisation problems.

In this work, a simple iterative approach is proposed for solving P2, as summarised in Algorithm 1. The primary notion of Algorithm 1 is to solve for the optimal risk allocation given a fixed feedback gain and then solve for the optimal feedback gain given a fixed risk allocation. This approach is similar to the well-known DK iteration used in $\mu$-synthesis problems (Balas, Doyle, Glover, Packard, & Smith, 1994). This technique is known as a (block-)coordinate descent algorithm and has been applied more broadly to optimisation problems subject to bilinear matrix inequality (BMI) constraints (Simon, R-Ayerbe, Stoica, Dumur, & Wertz, 2011). Although this algorithm is not guaranteed to converge to a local optimum (as each iteration provides a solution that is optimal in the ‘directions’ of one subset of variables, but not in all directions), it is a commonly applied heuristic that performs well in practice.

**Algorithm 1:** Coordinate descent for SMPC

**Require:** Initial feedback gain $M^{(0)}$ and maximum number of iterations $I_{\text{max}}$.

1. for $i = 0$ to $I_{\text{max}} - 1$ do
2. solve convex optimisation P2 with fixed $M \leftarrow M^{(i)}$ for the optimal risk allocation $\epsilon^*$
3. set $\epsilon^{(i+1)} \leftarrow \epsilon^*$
4. solve convex optimisation P2 with fixed $\epsilon \leftarrow \epsilon^{(i+1)}$ for the optimal feedback gain $M^*$
5. set $M^{(i+1)} \leftarrow M^*$
6. end for

Two choices have been made in Algorithm 1: (1) initialising the algorithm with a fixed feedback gain $M^{(0)}$ (instead of a fixed risk allocation $\epsilon^{(0)}$ and switching the order of the optimisation problems), and (2) running the algorithm for a fixed number of iterations instead of running until a pre-specified tolerance has been met. The initial feedback gain $M^{(0)}$ can be designed optimally without explicitly considering constraints using any of the numerous existing robust control methods (e.g. Kouvaritakis, Rossiter, & Schuurmans, 2000). Since there has been a plethora of work on offline feedback control design, initialising the algorithm based on a nearly optimal feedback gain is likely to yield better performance than initialising the algorithm using a fixed uniform risk allocation, which will rarely be optimal in practice. In addition, since adequate closed-loop performance can often be obtained with just a few iterations from a near-optimal choice of $M^{(0)}$, it is best to run Algorithm 1 for a fixed number of iterations so as to ensure that the control inputs can be computed within a reasonable computation time. This idea has been widely used in the fast MPC literature to significantly reduce the cost of solving MPC problems online (Wang & Boyd, 2010).

### 5.3 Feasibility and stability

Due to the inclusion of input and state constraints, the region of attraction $\mathcal{X}_N$ for P2 (i.e. the set of initial conditions for which there exists a feasible solution to the optimisation problem) will be a subset of $\mathbb{R}^n$. When the disturbances lie in a compact set, recursive feasibility (as well as closed-loop stability) of the MPC problem can be guaranteed by defining terminal constraints and/or terminal penalties (Goulart et al., 2006; Mayne, Rawlings, Rao, & Scokaert, 2000).

The proposed SMPC approach, however, considers arbitrary stochastic disturbances with a (possibly) unbounded support. Hence, it is impractical to ensure that the states remain inside $\mathcal{X}_N$ in the presence of input constraints (Chatterjee & Lygeros, 2015). One approach for guaranteeing recursive feasibility for SMPC problems with unbounded disturbances is to choose between a closed-loop and open-loop initialisation strategy online (Farina et al., 2015). The key idea in this approach is to choose the closed-loop strategy when the problem is feasible and to choose the open-loop strategy (whose feasibility is guaranteed through a proper selection of terminal constraints) when the SMPC problem is infeasible for the most recent observed states. Although this approach guarantees recursively feasibility, it disregards the most recent state measurements, which may degrade closed-loop performance when the states are not in the region of attraction of the controller.

Alternatively, a backup controller can be applied when the system states leave the region of attraction of P2. In this case, a natural choice is to soften the state constraints in P2 since this will enable driving the states back
of the disturbances as given in Cherukuri, Chatterjee, Hokayem, and Lygeros (2011).

**Proof:** The fact that \( \mathcal{X}_N^c = \mathbb{R}^n \) follows directly from softening constraints in P2. In this case, the remaining hard constraints are related to the system dynamics (P2.1)–(P2.2) and the control inputs (P2.3)–(P2.4). These constraints are trivially satisfied with \( M = 0 \) and some \( v \in F_U \neq \emptyset \).

The proof of condition (i) follows from Hokayem et al. (2009), and is summarised here for completeness. When \( A \) is Schur-stable, there exists a positive definite matrix \( P \) that satisfies \( A^TPA - P \leq -I_n \). From the closed-loop system dynamics, we have

\[
\begin{align*}
\mathbb{E}_{x_k}[x_{k+1}^TPx_{k+1}] &= x_k^TA^TPA x_k + 2x_k^TPB\mu_N(x_k) + 2x_k^TA^TPG\mathbb{E}[w_k] \\
&\quad + \mu_N(x_k)B^TPB\mu_N(x_k) + 2\mu_N(x_k)B^TPG[w_k] \\
&\quad + \mathbb{E}[w_k^TG^TPGw_k].
\end{align*}
\]

Since the set \( F_U \) is bounded, there must exist some finite \( U_b > 0 \) for which \( \mu_N(x_k) \in \mathbb{U}_\infty = \{ u \in \mathbb{R}^m : \|u\|_\infty \leq U_b \} \). Taking advantage of Hölder’s inequality and well-known norm properties, we can bound terms involving the control inputs on the right-hand side of the above inequality

\[
2x_k^TPB\mu_N(x_k) \leq 2\|B^TPA x_k\|_\infty \|\mu_N(x_k)\|_1 \\
\leq 2m\|B^TPA\|_\infty U_b\|x_k\|_\infty, \\
\mu_N(x_k)B^TPB\mu_N(x_k) \leq \|B^TPB\mu_N(x_k)\|_\infty \|\mu_N(x_k)\|_1 \\
\leq m\|B^TPB\|_\infty U_b^2.
\]

Therefore, there exist positive constants \( c_1 > 0 \) and \( c_2 > 0 \) such that

\[
\mathbb{E}_{x_k}[x_{k+1}^TPx_{k+1}] \leq x_k^TA^TPA x_k + 2c_1\|x_k\|_\infty^2 + c_2 \\
\leq x_k^TPx_k - \|x_k\|_2^2 + 2c_1\|x_k\|_\infty + c_2,
\]

where the Lyapunov inequality \( A^TPA - P \leq -I_n \) is used to derive the second inequality. Defining the compact set \( \mathcal{D} = \{ x \in \mathbb{R}^n : \|x\|_\infty \leq r \} \) for \( r = \frac{1}{\theta}(c_1 + \sqrt{c_1^2 + c_2}) \), it can be verified that the following inequality must hold for all \( x_k \notin \mathcal{D} \):

\[
\begin{align*}
2c_1\|x_k\|_\infty + c_2 &\leq \theta\|x_k\|_\infty^2 \leq \theta\|x_k\|_2^2 \\
\implies \mathbb{E}_{x_k}[x_{k+1}^TPx_{k+1}] &\leq x_k^TPx_k - (1 - \theta)\|x_k\|_2^2.
\end{align*}
\]
Combining the above expression with $x_k^T P x_k \leq \lambda_{\text{max}}(P) \|x_k\|_2^2$ leads to

$$E_{x_k} [x_{k+1}^T P x_{k+1}] \leq \left( 1 - \frac{1 - \theta}{\lambda_{\text{max}}(P)} \right) \|x_k\|_2^2, \quad \forall x_k \not\in \mathbb{D}.$$  

To ensure the multiplying constant above is positive, we must select some $\theta \in (\max{0, 1 - \lambda_{\text{max}}(P)}, 1)$, which is guaranteed to exist due to the fact that $A$ is Schur-stable. Then, from Hokayem et al. (2009, Lemma 8), the value function $V(x) = x^T P x$ satisfies a geometric drift condition outside of the compact set $\mathbb{D}$ such that $E_{x_k} [x_{k+1}^T P x_k]$ is bounded for all $x_0 \in \mathbb{R}^n$. Since $\lambda_{\text{min}}(P) \|x_k\|_2^2 \leq x_k^T P x_k$, assertion (i) directly follows.

This proof does not hold for (ii) since there will not exist a $\theta$ for which the same geometric drift condition is satisfied. A detailed proof of condition (ii) is provided in Chatterjee et al. (2012), which involves a similar geometric drift condition, but requires a more complex argument based on the reachability and higher order moments of the system. \hfill \blacksquare

6. Case study

6.1 Problem description

The performance of the proposed SMPC approach is evaluated on a continuous clostridial ABE fermentation. The model of Haus et al. (2011) and Buehler and Mesbah (2016) is linearised around a desired steady-state operating point to obtain the system description in the form of (1) consisting of 12 states and 2 inputs. The state vector is defined by

$$ x = \begin{bmatrix} x_{\text{AC}}, x_{\text{A}}, x_{\text{En}}, x_{\text{AcAc}}, x_{\text{Aa}}, x_{\text{BC}}, x_{\text{B}}, x_{\text{An}}, x_{\text{Bu}}, x_{\text{Ad}}, x_{\text{Cf}}, x_{\text{Ah}} \end{bmatrix}^T, $$

where $C$ denotes the concentration (mM) of species acetyl-CoA (AC), acetate (A), ethanol (En), acetoacetate-CoA (AcAc), acetoacetate (Aa), butyryl-CoA (BC), butyrate (B), acetone (An), butanol (Bn), enzyme adc (Ad), enzyme ctfA/B (Cf), and enzyme adhE (Ah). The inputs are

$$ u = \begin{bmatrix} D, G_0 \end{bmatrix}^T, $$

where $D$ is the dilution rate (h$^{-1}$) and $G_0$ is the inlet glucose concentration (mM). The system matrices $A$, $B$, and $G$ are given in the Appendix.

The control problem is defined in terms of setpoint tracking for the ABE products (ethanol, acetone, and butanol) concentrations. Hard input constraints

$$0.005 \text{ h}^{-1} \leq D \leq 0.145 \text{ h}^{-1}$$

$$0 \text{ mM} \leq G_0 \leq 80 \text{ mM}$$

as well as joint chance constraints on acetate and butyrate (which are two key intermediate species in the metabolic pathway) with a maximum allowed violation of 20%

$$P(13.83 \text{ mM} \leq C_A \leq 15.68 \text{ mM}, 10.55 \text{ mM} \leq C_B \leq 12.30 \text{ mM}) \geq 0.8$$

are enforced. The control problem is converted into a regularisation problem by defining the states/inputs in terms of deviation variables with respect to the setpoint

$$x_{ss} = \begin{bmatrix} 1.04, 14.83, 7.35, 1.66, 0, 2.95e-7, 11.55, 43.51, 56.94, 1.46, 14.14, 37.98 \end{bmatrix}^T$$

$$u_{ss} = \begin{bmatrix} 0.075, 40.0 \end{bmatrix}^T. $$

The initial conditions (in deviation variables) are then given by

$$x_0 - x_{ss} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & -5.16 & 0 & 0 & 0 \end{bmatrix}^T.$$

Since butanol is the main product of interest, the weight matrix in the cost function of MPC is selected such that butanol has a weight that is 1000 times higher than that for ethanol and acetone

$$Q = \text{diag}(0, 0, 0.01, 0, 0, 0, 0, 0.01, 10, 0, 0, 0),$$

while the input penalty weight is chosen to be $R = \text{diag}(0.1, 0.1)$. The sampling time for this process is 1 h, and a horizon of $N = 10$ is chosen for subsequent simulations (unless otherwise noted).

6.2 Closed-loop performance

The control problem is solved using Algorithm 1, which iteratively solves the deterministic surrogate SMPC problem P2 for the optimal feedback control policy and risk allocation. The performance of the proposed approach is compared to that of a certainty equivalence MPC algorithm (in which the disturbance is set equal to its expected value for the purposes of prediction) and an SMPC algorithm with fixed uniform risk allocation. The fixed gain optimisation problem is solved using IPOPT, whereas the CVX package with the Mosek solver is utilised to solve the fixed risk allocation optimisation problem (Grant & Boyd, 2014).

Figure 1 shows the closed-loop response of butanol, under 300 realisations of the disturbances, obtained
Figure 1. Comparison of closed-loop response of butanol concentration (controlled state) under 300 disturbance realisations for (a) the proposed SMPC approach, (b) certainty equivalence MPC, and (c) SMPC with fixed uniform risk allocation. The setpoint is shown with a black dashed line.

using the three control algorithms. The proposed SMPC approach shows comparable setpoint tracking performance to certainty equivalence MPC wherein both algorithms keep the butanol concentration around its setpoint with minimal variation. On the other hand, SMPC with fixed uniform risk allocation yields the worst performance due to the relatively large variation in butanol concentration. The poor setpoint tracking performance can be attributed to conservative constraint handling since the SMPC algorithm with fixed uniform risk allocation attempts to fulfil each individual chance constraint (decomposed from the joint chance constraint) with equal risk regardless of how close the states are to any particular constraint.

Figure 2 shows the closed-loop response of acetate and butyrate concentrations, under 300 realisations of the disturbances, obtained using the three control algorithms. The proposed SMPC algorithm results in a maximum constraint violation of 14%, which is below the allowed violation of 20%. This result is expected as the proposed algorithm guarantees satisfaction of the joint chance constraint, regardless of the distribution of the disturbance, while not being overly conservative since the risk allocation is optimised online. On the other hand, certainty equivalence MPC yields 79% constraint violation, which is much larger than the allowed 20%, since it does not explicitly account for uncertainty. The improved setpoint tracking performance observed in Figure 1 for certainty equivalence MPC is due to this large constraint violation. SMPC with fixed uniform risk allocation exhibits 0% constraint violation at all times, indicating very conservative handling of the joint chance constraint leading to the poor setpoint tracking performance. Overall, the proposed SMPC approach provides the best control performance, while effectively satisfying the hard input and joint chance constraints.

6.3 Convergence and optimality

As discussed in Section 5, the convergence of Algorithm 1 has not been established. However, the convergence properties of the proposed SMPC algorithm are evaluated for the case study at hand in order to illustrate possible advantages of Algorithm 1 in practice. For multiple
Figure 2. Comparison of the closed-loop response of acetate and butyrate concentrations (joint-constrained states) under 300 disturbance realisations for (a) the proposed SMPC approach, (b) certainty equivalence MPC, and (c) SMPC with fixed uniform risk allocation. The four state constraints are shown with black dashed lines. The chance constraints are enforced jointly with a maximum allowed violation of 20%.

Figure 3. Value of the cost function as a function of number of iterations of Algorithm 1. Iteration 0 corresponds to the initial condition. The cost function converges within two iterations. At all time points, the cost function converges to its minimum value within at most two iterations (most points require only one iteration). This indicates that, for this case study, only two iterations of Algorithm 1 are sufficient for convergence. Note that, based on this analysis, the results of the proposed SMPC algorithm shown in Section 6.2 utilised two iterations of Algorithm 1.

Now that (practical) convergence of Algorithm 1 has been demonstrated, we look to investigate the optimality of the converged solutions by comparing the results to a nonlinear gradient-based optimisation method. To this end, the general nonlinear Matlab solver fmincon is used for comparison. The horizon is decreased from $N = 10$ to $N = 2$ for these simulations due to the large computational cost of fmincon since there are more than 2400 decision variables when $N = 10$ and only 36 decision variables when $N = 2$. Note that variants of the gradient-based algorithms utilised by fmincon provide guaranteed convergence to a local minimum.

Figure 4 shows the value of the ‘optimal’ cost function over a closed-loop simulation using the proposed SMPC algorithm (with two iterations) and the
nonlinear optimisation solver fmincon. For consistency, both optimisation methods were supplied the same initial conditions derived from the unconstrained LQR solution. Figure 4 indicates that the value of the ‘optimal’ cost function in the proposed algorithm is always less than or equal to that of fmincon. The proposed algorithm results in cost function values that are almost an order of magnitude lower than fmincon (note that the y-axis is displayed in logarithmic scale). Similar results were observed for different initial conditions, including a cold-start of all zeros. These results are likely due to the nonlinear optimiser being trapped near a local solution. This was verified by solving the nonlinear program for different initial conditions wherein the optimiser converged to different solutions (not shown here).

The results indicate that the proposed SMPC approach in Algorithm 1 (that dynamically allocates risk to the constraints) is robust to the initialisation strategy, which makes intuitive sense due to the properties of P2. When the states are far away from their constraints (acetate and butyrate in this case), the problem is insensitive to the chosen risk allocation. In this case, P2 is convex and both the proposed algorithm and fmincon reach the global optimum, as seen in Figure 4 where the curves overlap. However, when constraints become active, the proposed algorithm optimises in the directions of $\epsilon$ and $(M, v)$ separately as opposed to a general nonlinear solver that optimises in all directions simultaneously. Hence, the directions in which the decision variables can be updated will be effectively constrained in the proposed algorithm, likely reducing the chance of getting stuck in local solutions (defined as zero gradient with respect to all decision variables). This is supported by Figure 4, wherein fmincon yields a higher ‘optimal’ cost than the proposed algorithm at the sampling times where the constraints are (nearly) active at the beginning and at the end of the simulation.

Finally, the computational cost of the proposed SMPC algorithm (with two iterations) is compared to the nonlinear optimisation solver fmincon in Table 1, which shows the mean CPU time per MPC iteration (± standard deviation) and the total CPU time for one closed-loop simulation. The proposed algorithm takes significantly less time than fmincon (over 400 times faster) due to the fact that only a small number of convex optimisation problems need to be solved in comparison with a general nonlinear optimisation problem. Note that tailored interior point methods such as that proposed by Ma et al. (2012) can provide improved performance over fmincon; however, the same applies to the convex optimisation problems in Algorithm 1.

### 7. Conclusions

This paper presents an MPC approach for linear systems subject to arbitrary (possibly unbounded) stochastic disturbances with known mean and variance. The approach enables: (1) accounting for hard input constraints and joint state chance constraints under a feedback prediction, (2) efficient handling of joint chance constraints by using the Cantelli–Chebyshev inequality in conjunction with risk allocation, and (3) determining the optimal feedback gain and risk allocation by iteratively solving convex optimisations. The proposed SMPC approach is demonstrated on a continuous ABE fermentation process with 12 states, and its performance is compared to certainty equivalence MPC and SMPC with fixed risk allocation. Convergence and optimality properties of the proposed iterative optimisation strategy are demonstrated in the context of this case study.
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<table>
<thead>
<tr>
<th>Optimisation method</th>
<th>Mean CPU time per MPC iteration (s)</th>
<th>Total CPU time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1</td>
<td>$2 \pm 2$</td>
<td>1589</td>
</tr>
<tr>
<td>Nonlinear solver</td>
<td>$807 \pm 316$</td>
<td>32,278</td>
</tr>
</tbody>
</table>

Figure 4. Value of the ‘optimal’ cost function obtained with the proposed SMPC algorithm and with a general nonlinear solver over an entire closed-loop simulation. Both optimisation algorithms were initialised with the unconstrained LQR solution at all times for consistency.
### Appendix. ABE fermentation system model

The system matrices are given by

\[
A = 10^{-2} \times \begin{bmatrix}
51 & 5.3 & 0 & 29 & 0 & 0 & -2.7 & 0 & 0 & 0 & 3.4 & -10 \\
-2.5 & 85 & 0 & -43 & 0 & 0 & 3.4 & 0 & 0 & 0 & -5.1 & -0.014 \\
37 & 1.8 & 93 & 12 & 0 & 0 & -0.59 & 0 & 0 & 0 & 1.4 & 1.1 \\
3.3 & -4.5 & 0 & 18 & 0 & 0 & -5.0 & 0 & 0 & 0 & -8.8 & -0.036 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.030 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-2.1 & 2.6 & 0 & -35 & 0 & 0 & 85 & 0 & 0 & 0 & -4.1 & 0.012 \\
4.6 & 4.9 & 0 & 78 & 93 & 0 & 4.9 & 93 & 0 & 0.030 & 9.1 & -0.027 \\
2.1 & -2.6 & 0 & 35 & 0 & 93 & 8.3 & 0 & 93 & 0 & 4.1 & -0.012 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 93 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 93 & 0 \\
\end{bmatrix},
\]

\[
B = \begin{bmatrix}
-1.7 & -13 & -7.8 & 0.94 & -1.4e-4 & 0 & -10 & -45 & -51 & -1.4 & -14 & -37 \\
57e-6 & 0 & 16e-6 & 2e-6 & 0 & 0 & 0 & 1.5e-6 & 0 & 0 & 0 & 0 \\
\end{bmatrix}^T,
\]

and

\[
G = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\end{bmatrix}^T.
\]