Robust Bayesian Estimation of Kinetics for the Polymorphic Transformation of L-Glutamic Acid Crystals
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Polymorphism, in which there exist different crystal forms for the same chemical compound, is an important phenomenon in pharmaceutical manufacturing. In this article, a kinetic model for the crystallization of L-glutamic acid polymorphs is developed from experimental data. This model appears to be the first to include all of the transformation kinetic parameters including dependence on the temperature. The kinetic parameters are estimated by Bayesian inference from batch data collected from two in situ measurements: ATR-FTIR spectroscopy is used to infer the solute concentration, and FBRM that provides crystal size information. Probability distributions of the estimated parameters in addition to their point estimates are obtained by Markov Chain Monte Carlo simulation. The kinetic model can be used to better understand the effects of operating conditions on crystal quality, and the probability distributions can be used to assess the accuracy of model predictions and incorporated into robust control strategies for polymorphic crystallization. © 2008 American Institute of Chemical Engineers AIChe J, 54: 3248–3259, 2008
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Introduction
Polymorphism, in which multiple crystal forms exist for the same chemical compound, is of significant interest to industry.1–5 The variation in physical properties such as crystal shape, solubility, hardness, color, melting point, and chemical reactivity makes polymorphism an important issue for the food, specialty chemical, and pharmaceutical industries, where products are specified not only by chemical composition but also by their performance.2 Controlling polymorphism to ensure consistent production of the desired polymorph is important in those industries, including in drug manufacturing where safety is paramount. With the ultimate goal being to better understand the effects of process conditions on crystal quality and to control the formation of the desired polymorph, this article considers the estimation...
of kinetic parameters in a model for polymorphic crystallization. Such a process model can accelerate the determination of optimal operating conditions and to speed process development, when compared with time-consuming and expensive trial-and-error methods for determining the operating conditions.

In this article, a kinetic model of L-glutamic acid polymorphic crystallization is developed from batch experiments with in situ measurements including ATR-FTIR spectroscopy to infer the solute concentration and FBRM to provide crystal size information. Kinetics of polymorphic transformation have been estimated by various procedures.6–9 A commonly used method to estimate model parameters in nonlinear process models is weighted least squares,10–12 which has been applied to polymorphic crystallization.13–16 Although weighted least squares methods are adequate for many problems, Bayesian inference is able to include prior knowledge in the statistical analysis, which can produce models with higher predictive capability. Although Bayesian inference is not within the standard toolkit for chemical engineers, there have been many applications to chemical engineering problems over the years including the estimation of parameters in chemical reaction,17 heat transfer in packed beds,18 microbial systems,19–21 and microelectronics processes.22

Quantifying uncertainties in the parameter estimates is required for assessing the accuracy of model predictions.23,24 When weighted least squares methods are used for parameter estimation, the widely used approaches to quantify uncertainties in parameter estimates are the linearized statistics and likelihood ratio approaches.25 In the linearized statistics approach, the model is linearized around the optimal parameter estimates and the parameter uncertainty is represented by a \( \chi^2 \) distribution. This model linearization can result in highly inaccurate uncertainty estimates for highly nonlinear models,25 and this approach ignores physical constraints on the model parameters. The likelihood ratio approach, which is the nonlinear analogue to the well-known F statistic, takes nonlinearity into account but approximates the distribution25 and ignores constraints on the model parameters. This article applies a Bayesian inference approach that not only avoids making these approximations but also includes prior information during the estimation of parameter uncertainties.

In this article, the parameters in a kinetic model for L-glutamic acid polymorphic crystallization process are determined by Bayesian estimation. The probability distribution over process model parameters is defined through the Bayesian posterior density, from which all parameter estimates of interest (e.g., means, modes, and credible intervals) are calculated. However, the conventional approach to calculate these estimates often involves complicated integrals of the Bayesian posterior density, which are analytically intractable. To overcome this drawback, Markov Chain Monte Carlo (MCMC) integration26–28 was applied to compute these integrals in an efficient manner. MCMC does not require approximation of the posterior distribution by a Gaussian distribution.20,29,30 This posterior distribution for the estimated parameters can be used to accurately quantify the accuracy of model predictions and can be incorporated into robust control strategies for crystallization process.24

This article is organized as follows. The next section describes the experimental procedure to obtain measurement data for parameter estimation. A short review of Bayesian theory and MCMC integration is discussed next. This is followed by the description of the L-glutamic acid crystallization model and the results of the parameter estimation. Finally, conclusions are given.

**Experimental Methods**

The crystallization instrument setup used was similar to that described previously.31 A Dipper-210 ATR immersion probe (Axiom Analytical) with ZnSe as the internal reflectance element attached to a Nicolet Protege 460 FTIR spectrophotometer was used to obtain L-glutamic acid spectra in aqueous solution, with a spectral resolution of 4 cm\(^{-1}\). The chord length distribution (CLD) for L-glutamic crystals in solution were measured using Lasentec FBRM connected to a Pentium III running version 6.0b12 of the FBRM Control Interface software.

**Calibration for solution concentration**

Different solution concentrations of L-glutamic acid (99%, Sigma Aldrich) and degassed deionized water were placed in a 500-ml jacketed round-bottom flask and heated until complete dissolution. The solution was then cooled at 0.5 °C/min while the IR spectra were being collected, with continuous stirring in the flask using an overhead mixer at 250 rpm. Table 1 lists the five different solution concentrations used to build the calibration model.

The IR spectra of aqueous L-glutamic acid in the range 1100–1450 cm\(^{-1}\) and the temperature were used to construct the calibration model based on various chemometrics methods such as principal component regression (PCR) and partial least square regression (PLS).32 The calculations were carried out using inhouse MATLAB 5.3 (The Mathworks) code except for PLS, which was from the PLS Toolbox 2.0. The mean width of the prediction interval was used as the criterion to select the most accurate calibration model. The noise level was selected based on the compatibility of the prediction intervals with the accuracy of the solubility data. The chemometrics method forward selection PCR 2 (FPCR 2)33 was selected because it gave the smallest prediction interval; using a noise level of 0.001, the prediction interval (0.73 g/kg) was compatible within the accuracy of this model with respect to solubility data reported in the literature.13

| Table 1. Glutamic Acid Aqueous Solutions Used for Calibration |
|-----------------|-----------------|
| Concentration (g/g of water) | Temperature Range (°C) |
| 0.00837       | 35–21           |
| 0.01301       | 48–13           |
| 0.01800       | 57–32           |
| 0.02300       | 64–34           |
| 0.02800       | 64–45           |

**Solubility determination and feedback concentration control experiments**

The commercially available L-glutamic acid crystals were verified to be pure \( \beta \)-form using powder X-ray diffraction (XRD) and were used for the determination of the \( \beta \)-form solubility curve. Pure \( \alpha \)-form crystals obtained using a rapid
cooling method outlined previously\textsuperscript{13} were used to determine the α-form solubility curve in similar fashion as the β-form in a separate experiment. For each polymorph, the IR spectra of L-glutamic acid slurries (saturated, and with excess crystals) were collected at different temperatures ranging from 25 to 60 °C. The slurry was equilibrated for 45 min to 1 h at a specified temperature before recording the IR spectra. The solution concentration was then calculated using the aforementioned calibration model. The resulting solubility measurements for L-glutamic acid polymorphs are tabulated in Table 2, and Figure 1 compares the measurements to their quadratic polynomial fitting.

In the seeded batch crystallization experiments, appropriate amounts of L-glutamic acid (99%, Sigma Aldrich) in 400 g of water was heated to about 5 °C above the β-form saturation temperature in a 500-mL jacketed round-bottom flask with an overhead mixer at 250 rpm to create an undersaturated solution. The crystallizer was then cooled and seed crystals (either pure α- or β-form) were added when the solution was supersaturated with respect to the seeded form. Different supersaturation set-point profiles were followed during crystallization based on in situ solution concentration measurement as described previously.\textsuperscript{31} The control algorithm was started shortly after seeding.

### Table 2. Solubility Data for L-Glutamic Acid Polymorphs

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Solubility of α-Form (g/kg)</th>
<th>Solubility of β-Form (g/kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>10.5971</td>
<td>8.5434</td>
</tr>
<tr>
<td>30</td>
<td>13.1599</td>
<td>9.7362</td>
</tr>
<tr>
<td>35</td>
<td>15.8004</td>
<td>12.6595</td>
</tr>
<tr>
<td>40</td>
<td>19.1689</td>
<td>13.7163</td>
</tr>
<tr>
<td>45</td>
<td>23.1385</td>
<td>17.0729</td>
</tr>
<tr>
<td>50</td>
<td>27.0364</td>
<td>19.8722</td>
</tr>
<tr>
<td>55</td>
<td>31.7768</td>
<td>23.3904</td>
</tr>
<tr>
<td>60</td>
<td>36.8028</td>
<td>27.7567</td>
</tr>
</tbody>
</table>

The main substance of Bayesian inference is Bayes’ rule:

\[
Pr(\theta | y) = \frac{Pr(y | \theta) Pr(\theta)}{Pr(y)} ,
\]

where \( \theta \) is a vector of unknown parameters of interest and \( y \) represents the collected data which is used to infer \( \theta \). These data usually consist of observed state variables (e.g., concentration) at different time points. \( Pr(\theta) \) is the prior distribution of \( \theta \), \( Pr(y | \theta) \) is referred as the sampling distribution (or data distribution) for fixed parameters \( \theta \). When the data \( y \) are known and the parameters \( \theta \) are unknown (i.e., as in parameter estimation), the term \( Pr(y | \theta) \) is referred as the likelihood function and denoted as \( L(\theta | y) \). \( Pr(y) \) is referred as the Bayesian posterior distribution of \( \theta \), and \( Pr(y | \theta) = \int L(\theta | y) Pr(\theta) d\theta \) acts as a normalizing constant to ensure that the Bayesian posterior integrates to unity. This constant is also called marginal likelihood or Bayes factor. For the inference of \( \theta \), the Bayes factor can be omitted since it does not affect the resulting posterior distribution of \( \theta \), which yields the unnormalized posterior distribution:

\[
Pr(\theta | y) \propto L(\theta | y) Pr(\theta) .
\]

In this article, it is assumed that the model structure is correct, and the measurement noise is distributed normally with zero mean and unknown variance. Then, the likelihood is of the form

\[
L(\theta | y) = L(\theta_{\text{sys}}, \sigma | y) = \prod_{j=1}^{N_y} \prod_{k=1}^{N_y} \text{Pr}(y_j | \theta_{\text{sys}}, \sigma) = \prod_{j=1}^{N_y} \prod_{k=1}^{N_y} \frac{1}{\sqrt{2\pi\sigma_j}} \exp\left( -\frac{(y_j - \bar{y}_j(\theta_{\text{sys}}))^2}{2\sigma_j^2} \right) = \prod_{j=1}^{N_y} \exp\left( -\sum_{k=1}^{N_y} \frac{(y_j - \bar{y}_j(\theta_{\text{sys}}))^2}{2\sigma_j^2} \right).
\]

**Figure 1.** Solubility curves of L-glutamic acid polymorphs.
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where \( \theta = [\theta_{\text{sys}}, \sigma]^T \) is the vector of parameters of interest, which consist of the system/model (\( \theta_{\text{sys}} \)) and noise (\( \sigma \)) parameters, \( y_k \) and \( y_k^\prime \) are the measurement and predicted value of \( j \)th variable at sampling instance \( k \), respectively, \( N_p \) is the number of measured variables, \( N_q \) is the number of time samples of \( j \)th variable, and \( \sigma_j \) is the standard deviation of the measurement noise in the \( j \)th variable.

The prior distribution \( \Pr(\theta) \) can be informative or noninformative depending on the prior knowledge of \( \theta \). The most commonly used noninformative prior is \( \Pr(\theta) \propto 1 \). However, this is an improper prior distribution, since its integral is infinity, and may lead to an improper posterior distribution. The use of an informative prior distribution is preferred, for example, a prior distribution which specifies the minimum and maximum possible values of \( \theta \) is

\[
\Pr(\theta) \propto \begin{cases} 
1 & \text{if } \theta_{\text{min}} \leq \theta \leq \theta_{\text{max}} \\
0 & \text{otherwise},
\end{cases}
\]

which means that all values of \( \theta \) between \( \theta_{\text{min}} \) and \( \theta_{\text{max}} \) have equal probability. In cases where the prior distribution is available from past parameter estimation studies, the distribution is not uniform. A detailed discussion regarding informative and noninformative priors can be found in the literature.

The product of the likelihood and prior distribution defines the Bayesian posterior, which is the joint probability distribution. In this case, the target distribution must be constructed so that the Markov chain converges to the target posterior distribution. The jumping probability distributions must be constructed so that the Markov chain converges to the target posterior distribution.

The Metropolis algorithm is a simple algorithm to construct a Markov chain, which converges to the posterior distribution. The algorithm is an adaptation of a random walk that uses an acceptance/rejection rule to converge to the specified target distribution. In the Metropolis algorithm, the widely used approach to create the next step of the chain \( c, \theta^{s-\delta} \), is to perturb the current step of the chain \( \theta^{s-\delta} \) by adding some amount of noise \( (\theta^{s-\delta} = \theta^{s-\delta} + \epsilon) \), where \( \epsilon \) is distributed normally with zero mean and covariance matrix \( \Sigma \). However, specifying the covariance matrix can be challenging. This covariance matrix needs to be chosen in such a way so as to balance progress in each step and a reasonable acceptance rate. A poorly chosen covariance matrix may cause slow convergence. Traditionally, the covariance matrix is estimated from a trial run and much recent research is devoted to ways of doing that efficiently and/or adaptively. If parameters \( \theta \) are highly correlated, special precautions must be taken to avoid singularity of the estimated covariance matrix.

Recently, there has been a development in combining evolutionary algorithms with MCMC. Among others, the combination of differential evolution (DE) with MCMC is particularly interesting. DE is an evolutionary algorithm for numerical optimization; its combination with MCMC (shortened as DE-MC) solves an important problem in MCMC, namely that of choosing an appropriate scale and orientation for the jumping distribution (i.e., related to the covariance matrix \( \Sigma \) in the Metropolis algorithm). In DE-MC, the jumps are simply a fixed multiple of two random parameter vectors that are currently in the population, and the selection process of DE-MC works via the usual Metropolis ratio that defines the probability with which a proposal is accepted. Motivated by its efficiency and effectiveness, DE-MC is utilized to construct the Markov chains of \( \theta \) in this article.

Constructing the Markov chains is one step. Next is to monitor the convergence of the chains to decide how many samples need to be collected or when to stop the MCMC simulation. Too few samples will result in an inaccurate distribution of the parameters \( \theta \). Here, potential scale reduction factors \( R_i \) were adopted to monitor the convergence of the Markov chains, which estimate the potential improvement in the Markov chain estimation of the respective \( i \)th parameter \( \theta_i \) if the Markov chain simulation were continued. This potential scale reduction factor is calculated from the following equations:

\[
\hat{R}_i = \sqrt{\frac{\text{var}[\theta_i | y]}{W_i}},
\]

\[
\text{var}[\theta_i | y] = \frac{n - 1}{n} W_i + \frac{1}{n} B_i,
\]

\[
B_i = \frac{n}{m - 1} \sum_{s=1}^{m} (\bar{\theta}_i^s - \bar{\theta}_i)^2,
\]

\[
W_i = \frac{1}{m} \sum_{s=1}^{m} (d_i^s)^2,
\]

\[
\bar{\theta}_i = \frac{1}{n} \sum_{c=1}^{n} \bar{\theta}_i^c,
\]

\[
\bar{\theta}_i = \frac{1}{m} \sum_{s=1}^{m} \bar{\theta}_i^s,
\]

\[
(d_i^s)^2 = \frac{1}{n - 1} \sum_{c=1}^{n} (\theta_i^c - \bar{\theta}_i)^2.
\]

For further information on Markov chains, readers are referred to other literature.
where $\theta_i^{c,s}$ is the simulation draws of parameter $i$ from step chain $c$ at step $s$, $B_i$ and $W_i$ are the between- and within-sequence variances of parameter $i$, respectively, $m$ is the number of parallel chains, with each chain of length $n$. The potential scale reduction factor decreases asymptotically to 1 as $n \to \infty$. Once $R_i$ is near 1 for all $i$, it is safe to stop the simulation.

To summarize, the following is the procedure for constructing Markov chains using DE-MC with the potential scale reduction factor as the stopping criterion:

(1) Draw starting parameters for all chains, $\theta^{c,0}$ ($c = 1, \ldots, m$), from a starting distribution or choose starting parameters from dispersed values around a crude approximation $e$ support (e.g., the second halves for all the chains).

(2) At each step, create a proposed value $\theta^{c,s'}$ according to the jumping rule

$$
\theta^{c,s'} = \theta^{c,s} + \gamma (\theta^{R_i,s} - \theta^{R_2,s}) + \epsilon,
$$

where $\epsilon$ is drawn from a symmetric distribution with a small variance compared to that of the target, but with unbounded support (e.g., $\epsilon \sim N(0, b)\delta$) with $b$ small, $b = 10^{-4}$ is utilized in this article), $N_0$ is the number of parameters in $\theta$, $\theta^{R_1,s}$ and $\theta^{R_2,s}$ are randomly selected without replacement from all chains at step $s$, and $\gamma$ is a scaling constant with typical values between 0.4 and 1. From the guidelines in the literature, the optimal choice of $\gamma$ is $2.38/\sqrt{2N_0}$. This choice of $\gamma$ is expected to give an acceptance probability of 0.44 for $N_0 = 1$, 0.28 for $N_0 = 5$, and 0.23 for large $N_0$.

(3) Calculate the ratio of the posterior densities,

$$
\frac{r}{\Pr(\theta^{c,s+1}|y)} = \frac{\Pr(\theta^{c,s'}|y)}{\Pr(\theta^{c,s}|y)},
$$

and obtain $\theta^{c,s+1}$ from

$$
\theta^{c,s+1} = \begin{cases} 
\theta^{c,s'} & \text{with probability } \min\{r, 1\} \\
\theta^{c,s} & \text{otherwise} 
\end{cases}
$$

(4) For each parameter $i$, calculate the potential scale reduction factor $R_i$ by (5) to (11). If $R_i \leq 1.1$ for all $i = 1, 2, \ldots, N_0$, stop the iteration and construct the matrix

$$
\Theta = \begin{bmatrix}
\theta_1^1 & \cdots & \theta_1^{N_0} \\
\vdots & \ddots & \vdots \\
\theta_i^1 & \cdots & \theta_i^{N_0} \\
\vdots & \ddots & \vdots \\
\theta_1^1 & \cdots & \theta_1^{N_0}
\end{bmatrix},
$$

where $\Theta$ contains the approximated samples from the target distribution and $N_s$ is the total number of values drawn from the second halves for all the chains.

Otherwise, if $R_i > 1.1$ for any $i$, set $s = s + 1$ and go to Step 2.

**Monte Carlo integration**

In the previous sections, the Bayes posterior was defined and a method for drawing samples from it was described, from which a matrix $\Theta$ was generated. Here, the significance of this matrix is described through its use for calculating the desired properties of the Bayes posterior.

To calculate any properties of the Bayes posterior, it is necessary to evaluate integral

$$
E[f(\theta)] = \int_{\theta^{\text{min}}}^{\theta^{\text{max}}} f(\theta) \Pr(\theta|y)d\theta,
$$

where $E[\cdot]$ is the expected value and, $f(\theta)$ is a function for which the expected value is to be estimated. Conventionally, this integration can be performed analytically if the resulting function inside the integral operator is simple. However, the Bayesian posteriors most often have irregular forms such that analytical integrations become infeasible. In such situations, it is suitable to perform Monte Carlo integration, which utilizes the matrix $\Theta$ obtained in the previous section:

$$
E[f(\theta)] = \lim_{N_s \to \infty} \frac{1}{N_s} \sum_{j=1}^{N_s} f(\theta^j) \text{for large } N_s,
$$

where $\theta^j = [\theta^1_j, \theta^2_j, \ldots, \theta^m_j]$ is a random sample drawn from the Bayesian posterior, which is obtained from the $jth$ row of matrix $\Theta$. For example, the mean of each parameter $\theta_i$ is obtained by setting $f(\theta^j) = \theta_i^j$ in (17).

It is also desirable to obtain the marginal mode and credible interval for each parameter. Conventionally, this is done by drawing samples from the marginal posterior for each parameter and analyzing their histograms, where the marginal posterior is calculated by integrating the Bayes posterior with respect to all parameters except the desired parameter as follows

$$
\Pr(\theta_i|y) = \int_{\theta_{i,\text{min}}}^{\theta_{i,\text{max}}} \cdots \int_{\theta_{i,\text{min}}}^{\theta_{i,\text{max}}} \int_{\theta_{j,\text{min}}}^{\theta_{j,\text{max}}} \Pr(\theta_1, \ldots, \theta_i, \ldots, \theta_j|y) \, d\theta_1 \ldots d\theta_i \ldots d\theta_j,
$$

where $j \neq i$ and $\Pr(\theta_i|y)$ is the marginal posterior of $\theta_i$. By taking advantage of the MCMC approach, this integration is not required since the samples from the marginal posterior of $\theta_i$ are given by the $ith$ column of the matrix $\Theta$. The marginal mode of $\theta_i$ was estimated by determining the highest peak in the histograms of the marginal posterior. Finally, the 95% credible interval of $\theta_i$ was estimated by determining the range of $\theta_i$, which have cumulative marginal distribution between 2.5 and 97.5%.

**L-Glutamic Acid Crystallization Model**

A kinetic model for the crystallization of metastable $\alpha$-form and stable $\beta$-form crystals of L-Glutamic acid is developed. This appears to be the first model for polymorphic crystallization that includes all of the kinetic processes and also includes their dependence on the temperature. An earlier model for this system did not include the nucleation and growth kinetics of $\alpha$-form crystals. An improved model that includes those kinetics only considered primary hetero-

---

1 According to Gelman et al., a value below 1.1 is acceptable.
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eation, which only applies when the crystallization is either starved with nuclei or overwhelmed by a burst of new crystals, and hence not applicable to industrial practice. To develop a model amenable for industrial application, secondary nucleation is considered in this article.

**Kinetic model**

The mass balance on the crystals is described by a population balance equation

\[
\frac{\partial f_i}{\partial t} + \frac{\partial (G_i f_i)}{\partial L_i} = B_i \delta(L - L_0), i = \alpha, \beta
\]

where \( f_i \) is the crystal size distribution of the \( i \)-form crystals (\#/m³) (i.e., \( \alpha \)- or \( \beta \)-form crystals), \( B_i \) and \( G_i \) are the nucleation (\#/m³s) and growth rate (m/s) of the \( i \)-form crystals, respectively, \( L \) and \( L_0 \) are the characteristic size of crystals (m) and nuclei (m), respectively, and \( \delta(\cdot) \) is a Dirac delta function.

For parameter estimation, the method of moments was applied to (19) to give

\[
\frac{d \mu_{i,n}}{d t} = B_i,
\]

where the \( n \)-th moment of the \( i \)-form crystals (\#/m³⁻³) is given by

\[
\mu_{i,n} = \int_0^\infty L^n f_i dL.
\]

These equations are augmented by the solute mass balance:

\[
\frac{d C}{d t} = -3 \frac{10^3}{\rho_{solv}} (\rho_s v_s G_s \mu_{s,2} + \rho_{b} k_b G_{b} \mu_{b,2}),
\]

where \( C \) is the solute concentration (g/kg), \( \rho_{solv} \) is the density of the solvent (kg/m³), \( \rho_s \) is the density of the \( i \)-form crystals (kg/m³), \( v_i \) is the volumetric shape factor of the \( i \)-form crystals (dimensionless) as defined by \( v_i = k_i L_3 \), where \( v_i \) is the volume of the \( i \)-form crystal (m³), and \( 10^3 \) is a constant (g/kg) to ensure unit consistency. The kinetic expressions are

\[
B_\alpha = k_{b,1} (S_\beta - 1) \mu_{\alpha,3}
\]

(\( \alpha \)-form crystal nucleation rate),

\[
G_\alpha = \begin{cases} 
  G_{\alpha}(S_\alpha - 1)^{v_\alpha} & \text{if } S_\alpha \geq 1 \\
  G_{\alpha}(S_\alpha - 1) & \text{otherwise}
\end{cases}
\]

(\( \alpha \)-form crystal growth/dissolution rate),

\[
G_\beta = k_{b,2} (S_\beta - 1)^{v_\beta} \exp\left(\frac{-k_g}{S_\beta - 1}\right)
\]

(\( \beta \)-form crystal nucleation rate),

\[
G_{\beta} = k_{b,1} (S_\beta - 1)^{v_\beta} \exp\left(\frac{-E_g}{8.314(T + 273)}\right)
\]

(\( \beta \)-form crystal growth rate),

where \( S_i = C/C_{\text{sat},i} \) and \( C_{\text{sat},i} = a_{i,0} T^2 + a_{i,2} T + a_{i,3} \) are the supersaturation and the saturation concentration (g/kg) of the \( i \)-form crystals, respectively, and \( T \) is the solution temperature (°C). The kinetic parameters \( k_{b,1} \), \( k_{g,1} \), and \( k_{d,1} \) correspond to the nucleation (\#/m³s), growth (m/s), and dissolution (m/s) rates of \( \alpha \)-form crystals, respectively, whereas \( k_{b,1} \) and \( k_{g,1} \) correspond to the \( j \)-th nucleation (\#/m³s) and growth (m/s) for \( j = 1 \) and dimensionless for \( j = 2 \) rates of \( \beta \)-form crystals, respectively, and \( g_i \) is the growth exponent of the \( i \)-form crystals, which may have a value between 1 (for diffusion-limited growth) and 2 (for surface integration-limited growth).

The Arrhenius equation was used to account for the variability of crystal growth rate with temperature:

\[
k_{g,0} = \exp\left(\frac{-E_g}{8.314(T + 273)}\right),
\]

where \( k_{g,0} \) and \( E_g \) are the pre-exponential factor (m/s) and activation energy (J/mol) for the growth rate of \( i \)-form crystals, respectively. The values for densities, volumetric shape factors, and parameters for the saturation concentration are given in Table 3.

Secondary nucleation is assumed for both \( \alpha \) and \( \beta \)-form crystals, since it is the dominant nucleation process in seeded crystallization. Primary nucleation is not included in the model since it is negligible compared to the secondary nucleation. The nucleation rate expression (24) and the second term in (26) were adapted from that reported in the literature for \( \beta \) crystals for L-glutamic acid. We have introduced the first term in (26) to model the nucleation of \( \beta \)-form crystals from the surface of \( \alpha \)-form crystals. The growth rate expression for the \( \alpha \)-form crystals includes both growth (positive supersaturation) and dissolution (undersaturation). Dissolution occurs during the polymorphic transformation of \( \alpha \)- to \( \beta \)-form crystals, where \( \alpha \)-form crystals dissolve and \( \beta \)-
form crystals nucleate and grow. As reported in the literature,\textsuperscript{13,14} the dissolution kinetics cannot be estimated accurately from polymorphic transformation experiments, as the growth rate of \(\beta\)-form crystals is limiting. Thus the simple form of dissolution rate with exponential factor of 1 was used with \(k_{d}\) determined by a correlation equation based on mass transfer-limited dissolution, as reported in the literature.\textsuperscript{14} The growth rate expressions for both \(\alpha\)- and \(\beta\)-form crystals are also adopted from the literature,\textsuperscript{46} except that the exponential term for the \(\alpha\)-form crystals is omitted in this article as it had a negligible effect on the model fitness to the data.

**Parameter estimation**

Before parameter estimation is carried out, the measured variables are discussed first. The various in situ sensors that

### Table 4. Seed Crystal Size Distribution Data and \(\alpha\)-Form Crystal Purity at the End of Batch (\(x_a\))

<table>
<thead>
<tr>
<th>No.</th>
<th>Seed</th>
<th>Seed Size ((\mu\m))</th>
<th>Mass (g/kg)</th>
<th>(N_a)</th>
<th>(d_{seed,a} (\times 10^3\m))</th>
<th>(\rho_{seed,a} (\times 10^3\m))</th>
<th>(x_a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\alpha)</td>
<td>180–250</td>
<td>0.613</td>
<td>8.273</td>
<td>(8.608)</td>
<td>(214.977)</td>
<td>(\approx 1.000)</td>
</tr>
<tr>
<td>2</td>
<td>(\alpha)</td>
<td>75–180</td>
<td>0.613</td>
<td>3.877</td>
<td>(12.127)</td>
<td>(127.269)</td>
<td>(\approx 1.000)</td>
</tr>
<tr>
<td>3</td>
<td>(\alpha)</td>
<td>75–180</td>
<td>0.592</td>
<td>2.483</td>
<td>(12.115)</td>
<td>(127.427)</td>
<td>0.924</td>
</tr>
<tr>
<td>4</td>
<td>(\beta)</td>
<td>40–270</td>
<td>4.900</td>
<td>1.630</td>
<td>(27.289)</td>
<td>(155.069)</td>
<td>(\approx 0.000)</td>
</tr>
<tr>
<td>5</td>
<td>(\beta)</td>
<td>40–270</td>
<td>3.225</td>
<td>1.501</td>
<td>(28.131)</td>
<td>(155.044)</td>
<td>(\approx 0.000)</td>
</tr>
<tr>
<td>6</td>
<td>(\beta)</td>
<td>40–270</td>
<td>2.972</td>
<td>(\approx 0.3)</td>
<td>(28.131)</td>
<td>(155.044)</td>
<td>(\approx 0.000)</td>
</tr>
</tbody>
</table>

Figure 2. Experimental and model trajectories for (a) temperature, (b) the first-order moment of the \(\alpha\)-form crystals, and (c) solute concentration for Experiment 1 of Table 4.

The vertical line in plot (a) shows the seeding time.

Figure 3. Experimental and model trajectories for (a) temperature, (b) the first-order moment of the \(\beta\)-form crystals, and (c) solute concentration for Experiment 4 of Table 4.

The vertical line in plot (a) shows the seeding time.
have become available for crystallization processes have removed or reduced sampling of the crystal slurry during crystallization and reduced the amount of pharmaceutical needed for each batch experiment. The two in situ measurements utilized in this study were ATR-FTIR spectroscopy, which infers the solute concentration and FBRM that provides crystal size information throughout the batch. Inferential modeling was used to construct a calibration curve to relate the FTIR spectra to the solute concentration, using procedures described elsewhere.\textsuperscript{47,48} FBRM measures the chord length distribution (CLD), which is not the same as the crystal size distribution (CSD) that appears in the models in the previous section.

The CSD can be computed from the CLD under certain assumptions.\textsuperscript{49–52} For some systems, the square-weighted chord length was found to be comparable to laser diffraction, sieving, and electrical sensing zone analysis over the range of 50–400 μm.\textsuperscript{53} Although the aforementioned methods are able to estimate the CSD from CLD successfully for some systems, the theory behind these methods require many assumptions, including that the particles perfectly backscatter light at all angles and that shape of the crystals is known. Although these assumptions are true for many particulate systems (such as round polymer beads with a rough surface in water at low-to-moderate solids densities\textsuperscript{52}), the assumptions are not accurate for other particulate systems including the system studied here which has crystals with a similar refractive index as the solution (and hence poor backscattering properties). Because of the limited time and pharmaceutical quantity available in the early stage of batch crystallization design, it is typically not possible to carry out the extensive studies to verify the assumptions and to determine the effects of nonideality of the assumptions on the accuracy of the estimates of the CSD from the CLD. Furthermore, computing the CSD from the CLD when assumptions such as perfect laser backscattering do not hold is still an open problem.\textsuperscript{51,54}

<table>
<thead>
<tr>
<th>Seed</th>
<th>$\theta^f$</th>
<th>$y^f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$[\ln(k_{ba}), \ln(k_{pa}), \ln(E_{ga}), \ln(k_{ba}, 1), \ln(\sigma_{ba}), \ln(\sigma_{pa}, 1), \ln(\sigma_{wa}, 1)]$</td>
<td>$[C, \mu_{\alpha, 1}, x_{\alpha}]$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$[\ln(k_{ba}, 2), \ln(k_{pa}, 0), \ln(k_{ba}, 2), \ln(\sigma_{ba}), \ln(\sigma_{pa}), \ln(\sigma_{wa}, 1), \ln(\sigma_{bw}, 1), \ln(\sigma_{wb}, 1)]$</td>
<td>$[C, \mu_{\beta, 1}]$</td>
</tr>
</tbody>
</table>

Table 5. Definition of Measured Variables $y$ and Interested Parameters $\theta$ for $\alpha$- and $\beta$-Seeded Experiments

Figure 4. The marginal distributions of parameters $\theta$ obtained from $\alpha$-seeded experiments (Table 5).
An alternative approach is to use the low-order moments of the CLD directly, without first estimating the CSD from the CLD. This approach replaces the first-principles model for the CSD with a gray-box model for the CLD, in which the structure of the first-principles model for the low-order moments of the CSD is used to parametrize the low-order moments for the CLD. The reasoning behind this particular gray-box model is that the mapping between the CLD and the CSD is static (most of the aforementioned mapping methods assume that the mapping is actually linear), so the low-order moments of the CLD should follow the same dynamic trends as the low-order moments of the CSD. Because of the limitation of the FBRM precision, the zeroth moment was not used because FBRM would undercount the very small crystals. On the other hand, it is not advisable to use moments with order higher than two because higher order moments are sensitive to low-sampling statistics of the large crystals. In this study, the first-order moment was used. As with any model, this article assesses the applicability of this gray-box modeling by quantifying the accuracy of the kinetic parameters and the model’s predictions.

The experiments are categorized into two sets, namely, α-seeded and β-seeded experiments. The seed crystal size distribution was approximated as a normal distribution

\[ f_1(L, 0) = f_\text{seed,0}(L) = \frac{\lambda_i}{\sqrt{2\pi}\sigma_\text{seed,0}} \exp\left(-\frac{(L - \mu_\text{seed,0})^2}{2\sigma_\text{seed,0}^2}\right), \]

with the parameters \((\lambda_i, \sigma_\text{seed,0}, \mu_\text{seed,0})\) in Table 4. The time series for the temperature, first-order moment of the i-
form crystals, and solute concentration for Experiments 1 and 4 are shown by the solid lines in Figures 2 and 3. For all the β-seeded experiments, there is no apparent formation of α-form crystals at the end of all batches (Table 4). As a result, the kinetic parameters for β-form crystals were independently obtained from the β-seeded experiments, except for \( k_{g,1} \), which accounts for the nucleation of β-form α-form crystals. One α-seeded experiment was operated at a high enough temperature that a measurable quantity of β-form crystals nucleated and grew (Experiment 3 in Table 4), so there would be enough information content in the data for \( k_{g,1} \) to be estimated. This experimental design enabled the kinetic parameters for β-form crystals to be obtained before determining the kinetic parameters for α-form crystals.

The nucleation and growth kinetics of α and β-form crystals have 10 parameters to be estimated, four \((k_{g,0}, k_{g,0}, g_\alpha, E_{g,0})\) corresponding to the kinetics of α-form crystals and six \((k_{g,1}, k_{g,2}, k_{g,1}, k_{g,2}, g_\beta, E_{g,0})\) corresponding to the kinetics of β-form crystals. In relation to the notation defined in the Review of Bayesian Inference section, the measured variables \( y \) and parameters of interest \( \theta \) for each set of experiments are defined in Table 5, where \( \sigma_{i,0}, \sigma_{g,0}, \sigma_{\theta} \) are the noise parameters for the \( i \)-form crystals. The prior distribution \( \Pr(\theta) \) came from a preliminary parameter estimation that was carried out using maximum likelihood techniques as described in Miller and Rawlings,23 which resulted in a normal distribution for each parameter. These were modified for \( g_\alpha \) and \( g_\beta \) according to (4) to limit their values between 1 and 2. The resulting marginal probability distributions of \( \Theta \) from α- and β-seeded experiments are in Figures 4 and 5, respectively. While some of the marginal probability distributions could be approximated by a normal distribution, others are not. These distributions can be directly inserted into those model predictive control and other control algorithms that have been designed to ensure robustness to stochastic parameter uncertainties.24 The means, modes, and 95% credible intervals for the model parameters based on their marginal probability distributions are in Table 6. Figures 2 and 3 compare the temperature, first-order moment of the α-form crystals, and solute concentration trajectories obtained from experimental data and those predicted through simulation using the aforementioned mean values as the model parameters.

It is well known that concentration data alone are not sufficient to characterize nucleation.23 The small uncertainties in the nucleation kinetic parameters indicate that the first-order moment of the FBRM provided enough information to characterize the nucleation kinetics. The small range in the uncertainties for the activation energies indicates that the temperature range from 24 to 55°C in the experiments was large enough to enable activation energies to be estimated. The rather large uncertainty in \( k_{g,0} \) is mainly due to the large correlation coefficient of 0.993 between \( k_{g,0} \) and \( E_{g,0} \), where a small change in \( E_{g,0} \) necessitates a larger change in \( k_{g,0} \), to ensure the resulting \( k_{g,0} \) in (28) is of the same order of magnitude. Similar reasoning explains the large uncertainty in \( k_{g,0} \), with the correlation coefficient between \( k_{g,0} \) and \( E_{g,0} \) equal to 0.997. The growth exponent for the α-form is near 2, which indicates that the α-form growth rate is surface integration-limited, whereas that for the β-form is near 1, suggesting that the β-form growth rate is diffusion-limited. Unlike past studies that quantified uncertainties in the kinetic

---

Table 7. Seed Crystal Size Distribution Data and α-Form Crystals Purity at the End of Batch (\( x_a \)) for Model Validation

<table>
<thead>
<tr>
<th>No.</th>
<th>Seed</th>
<th>Size (μm)</th>
<th>Mass (g/kg)</th>
<th>( r_i )</th>
<th>( \sigma_{seed,i} ) (×10⁶m)</th>
<th>( \mu_{seed,i} ) (×10⁶m)</th>
<th>( x_a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>a</td>
<td>75–180</td>
<td>0.613</td>
<td>3.877 × 10⁸</td>
<td>12.127</td>
<td>127.269</td>
<td>1.000</td>
</tr>
<tr>
<td>V2</td>
<td>b</td>
<td>40–270</td>
<td>3.060</td>
<td>1.547 × 10²</td>
<td>28.081</td>
<td>154.978</td>
<td>0.000</td>
</tr>
</tbody>
</table>

---

\( a \)The time series for the other moments and other experiments are in Supporting Information.
\( b \)Samples were taken at the end of all batches and XRD was used to determine the crystal form purity.

Figure 6. Experimental and predictive trajectories of (a) temperature, (b) the first-order moment of the α-form crystals, and (c) solute concentration for Experiment V1 of Table 7.

The vertical line in plot (a) shows the seeding time.
parameters for crystallization processes, the analysis in this article explicitly takes into account hard theoretical bounds on the values for the parameters. In particular, the application of the linearized analyses used in past papers would have resulted in a confidence interval that included values of $g_b < 1$, whereas the Markov Chain simulation approach takes the lower bound of 1 into account during the statistical analysis (see Figure 5d).

To assess the predictive capability of the resulting model, another pair of experiments (i.e., one $\alpha$- and one $\beta$-seeded experiment) were carried out with the seed distributions in Table 7. The trajectories of the temperature, first-order moment of the $\beta$-form crystals, and solute concentration trajectories obtained from experimental data and those predicted through simulation are plotted in Figures 6 and 7. As can be seen from these figures, the predictive capability of the model is sufficiently accurate for use in process design and control. The solute concentration predicted by the model are quite close to the measured solute concentration in both validation experiments, with the differences between the predicted and experimental first-order moment being comparable to or smaller than the differences in the model and experimental first-order moments in the experiments used for parameter estimation (compare Figures 6 and 7 with Figures 2 and 3). The biases observed in the model predictions for the first-order moment of the $\beta$-form crystals could be due to the FBRM undercounting very small and large crystals, which would cause a different time-varying bias in different experiments.

**Conclusions**

A model of polymorphic crystallization of L-glutamic acid, which consist of $\alpha$- and $\beta$-form crystallization, has been developed. The detailed kinetics model takes into account the temperature dependence of the crystals growth kinetic parameters when compared with the past studies on the modeling of L-glutamic acid crystallization. In addition to providing point estimates of the kinetic parameters, a Bayesian inference approach is used to determine a detailed marginal probability distribution for each parameter. The marginal probability distributions of the parameters can give practitioners insight regarding the parameter uncertainties and are of significant value to develop robust control strategies for the crystallization process.

Although this article considers a specific polymorphic crystallization, the same parameter estimation method can be applied for crystallizations in which many nucleation and growth rates occur simultaneously, or when there are no prior literature data or estimates for the model parameters. The details of the nucleation and growth rate expressions may be different, depending on the particular solute–solvent system. With multiple polymorphs in the crystallizer, improved parameter estimates would be obtained by including polymorph ratio measurements obtained from in situ Raman spectroscopy.
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Figure 7. Experimental and predictive trajectories of (a) temperature, (b) the first-order moment of the $\beta$-form crystals, and (c) solute concentration for Experiment V2 of Table 7.

The vertical line in plot (a) shows the seeding time.