Model-Based Design of a Plant-Wide Control Strategy for a Continuous Pharmaceutical Plant

Richard Lakerveld, Brahim Benyahia, Richard D. Braatz, and Paul I. Barton

Dept. of Chemical Engineering, Process Systems Engineering Laboratory, Massachusetts Institute of Technology, Cambridge, MA 02139

DOI 10.1002/aic.14107
Published online April 25, 2013 in Wiley Online Library (wileyonlinelibrary.com)

The design of an effective plant-wide control strategy is a key challenge for the development of future continuous pharmaceutical processes. This article presents a case study for the design of a plant-wide control structure for a system inspired by an end-to-end continuous pharmaceutical pilot plant. A hierarchical decomposition strategy is used to classify control objectives. A plant-wide dynamic model of the process is used to generate parametric sensitivities, which provide a basis for the synthesis of control loops. Simulations for selected disturbances illustrate that the critical quality attributes (CQAs) of the final product can be kept close to specification in the presence of significant and persistent disturbances. Furthermore, it is illustrated how selected CQAs of the final product can be brought simultaneously to a new setpoint while maintaining the remaining CQAs at a constant value during this transition. The latter result shows flexibility to control CQAs independently of each other. © 2013 American Institute of Chemical Engineers AIChE J, 59: 3671–3685, 2013
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Introduction

The pharmaceutical industry is historically dominated by batchwise processing. However, the industry is challenged by demands for faster time-to-market, tighter control over product quality, and a smaller ecological footprint. Continuous manufacturing could potentially improve the performance of pharmaceutical processes, as continuous processes are preferred for certain types of chemistry (e.g., see Refs 1–4), increased efficiency through material and energy recycling, and increased predictability when combined with real-time monitoring of process and product quality. Cases have been reported where significant cost savings can be achieved for continuous manufacturing compared to batchwise manufacturing.5–13 Consequently, there is a strong interest from industry to investigate the potential benefits of new continuous pharmaceutical processes.5,8 For example, Roberge et al.7 estimated that about 50% of the reactions they analyzed that were running at Lonza would benefit from continuous processes. However, the transition toward continuous pharmaceutical processing poses new challenges that need to be addressed. A key challenge is the design of an effective control strategy for continuous pharmaceutical manufacturing, which has to optimize the performance of the plant as a whole instead of isolated unit operations.
split the control task into an optimizing and a regulating component. Topological classification of the process reduces the complexity of the overall control problem. Larsson and Skogestad\textsuperscript{17} proposed a top-down analysis to select controlled variables followed by a bottom-up synthesis of the control loops. Stephanopoulos and Ng\textsuperscript{18} proposed to use a hierarchical view of a plant, such as developed by Douglas\textsuperscript{19} for process synthesis, to facilitate decision making for the design of plant-wide control structures. A hierarchical view decomposes the complexity of the plant-wide control design problem and naturally distributes design tasks over different hierarchical views based on the time scales involved. The separation of time scales has been demonstrated to be beneficial for the design of plant-wide control structures.\textsuperscript{20} The decomposition of a process into different hierarchical views is particularly of interest for continuous pharmaceutical processes as a result of the complexity and various sections for production and purification of intermediates, and formulation of the final drug product.

Control strategies for continuous pharmaceutical processes have to be aligned with quality-by-design (QbD) concepts to make the continuous pharmaceutical processes robust to disturbances, uncertainties, and implementation errors. QbD for pharmaceutical processes involves the identification of critical quality attributes (CQAs) and critical process parameters (CPPs).\textsuperscript{21} CQAs are properties of material in the process that need to be controlled within given bounds to ensure a final product quality that is within specification. CPPs are process inputs that have a strong influence on CQAs. Typically, the so-called design space is defined, which is the range of values of all critical process inputs (i.e., input variables and process parameters) for which the process is known to give a product of sufficient quality.\textsuperscript{22} Challenges for the proper use of a design space involve the cost of defining the design space and limited applicability during scale-up.\textsuperscript{23} A high dimension of the design space often prohibits an exhaustive exploration of the design space, which can result in reduced flexibility for operation, that is, certain combinations of parameters would give a product of sufficient quality, but are not part of the design space because the favorable outcome has not been proven \textit{a priori}. Therefore, active control of product properties via feedback and process analytical tools instead of an exhaustive documentation of a design space may well be a more efficient way to develop pharmaceutical processes.\textsuperscript{23} Such active control is likely to be more relevant for continuous pharmaceutical manufacturing because dynamics play a more profound role for integrated continuous processes compared to the dynamics of a chain of individual batch processes. Recently, it was demonstrated, for example, that active feedback control is efficient for a continuous pharmaceutical tablet manufacturing process via roller compaction.\textsuperscript{24}

The aim of this article is to demonstrate the model-based design of a plant-wide control strategy for an end-to-end continuous pharmaceutical pilot plant using active feedback control. The system is inspired by a pilot plant that has been built within the Novartis-MIT Center for Continuous Manufacturing and produces a pharmaceutical product from start (synthesis of intermediates) to finish (coating of drug product) in a fully continuous fashion. However, the system does not mimic the real plant exactly. For example, some features such as recycling were not implemented in the real plant. The control strategy aims to exploit hierarchical decomposition to reduce the complexity of the problem and to minimize disturbance propagation between various sections of the plant. A model-based systems approach is of key importance for the development of future continuous pharmaceutical processes.\textsuperscript{25–27} Therefore, a plant-wide dynamic model of the pilot plant\textsuperscript{28} was used to evaluate systematically the influence of CPPs on selected CQAs at each level of the hierarchical decomposition by evaluating parametric sensitivities, which forms the basis for selecting control loops. The resulting control strategy ensures that both plant-wide and local control objectives are effectively addressed with minimum interference due to the hierarchical nature of the control strategy.

The article is organized as follows. First, the continuous pharmaceutical pilot plant used as a case study in this work is described. The hierarchical decomposition of the process is discussed in the subsequent section including the selection of the control loops at each level of the decomposition. The control strategy is implemented in a dynamic model, which is used in the Model-Based Implementation of the Control Structure section to study the performance of the control strategy for selected disturbances and setpoint changes.

**Approach**

**Process description**

A schematic representation of the pilot plant is given in Figure 1. The process consists of several reactions and separations for synthesis and purification of intermediates and the final active pharmaceutical ingredient (API) followed by a sequence of downstream units that produce a pharmaceutical product in tablet form. The calibrated volumetric pumps can be used directly as actuator and as flow indicator. Two reactants ($C_1, C_2$) are mixed at the beginning of the process in a static mixer (M1) with a catalyst and recycled material. The mixture is fed to a tubular reactor (R1) operated at elevated temperature where the chemical reactions

$$C_1 + C_2 \xrightarrow{\text{Cat1}} C_3$$  
$$C_1 \rightarrow I_1$$  
$$C_3 \rightarrow I_2$$  
$$\frac{1}{2}C_1 + \frac{3}{2}C_2 + \frac{1}{2}C_3 \rightarrow I_3$$

occur with $C_3$ being the desired intermediate compound for production of the final API and compounds $I_1, I_2,$ and $I_3$ being undesired byproducts. Reactions 1–4 are relatively slow. An in-line instrument is available at the outlet of the reactor to measure the concentration of both reactants and the intermediate using infrared spectroscopy. Two solvents ($S_1, S_2$) are added in a mixer (M2) at the outlet of the reactor to extract reactant $C_2$ and the catalyst from the mixture. The two phases are subsequently separated by a membrane separator (S1). Two flow meters are installed at the outlet of the membrane. The stream with reactant $C_2$ and the catalyst is sent to waste and the stream with the remaining compounds is introduced into a crystallizer (Cr1) operating at low-temperature to crystallize the desired intermediate compound $C_3$. An antisolvent ($S_3$) is added to the first crystallizer (Cr1) to lower the solubility of compound $C_3$. A second crystallizer (Cr2) operated at lower-temperature is used to increase yield. Both crystallizers are equipped with a level sensor and a local temperature controller, which maintains the temperature.
tightly at a fixed value. The crystals are separated from the mother liquor by a combined wash and filtration stage (W1). The permeate of the filtration contains a significant amount of reactant $C_1$, which is recycled. A flash evaporator (S2) removes solvent $S_1$ from the recycled material. A fraction of the material in the recycle loop is purged (PU1) to prevent excessive buildup of impurities $I_{1-3}$ in the process. A flow meter is installed directly after the purge, and the recycled material is fed to the mixer at the beginning of the process (M1).

The purified crystals of intermediate compound $C_3$ are partially dissolved in a dilution tank (D1) where solvent $S_1$ is added to adjust the concentration of $C_3$ for the second reaction. A level indicator and density meter are installed to correlate the density of the slurry to the solid fraction of the slurry. An on-line concentration measurement is available to measure the concentration of unconverted reactants, solvent $S_1$, and intermediate compound $C_3$. A catalyst ($Cat_2$) is mixed with the outlet stream of the dilution tank (Stream 26) in a static mixer (M3) and the mixture is fed into a tubular reactor (R2) where the relatively fast chemical reactions

\begin{align}
C_3 &\xrightarrow{Cat_2} C_4 + I_4 + G_1 \\
C_4 &\xrightarrow{} I_5 + C_2 \\
C_3 &\xrightarrow{Cat_2} I_4 + I_6 + G_1
\end{align}

(5) (6) (7)

take place, where $C_4$ is the second intermediate compound for production of the final API and compounds $I_4, I_5,$ and $I_6$ are undesired byproducts. The outlet stream of the reactor R2 is mixed in a static mixer (M4) with compound $C_5$ to neutralize the catalyst according to

\begin{equation}
Cat_2 + C_5 \rightarrow C_6
\end{equation}

(8)

The mixture at the outlet of static mixer M4 consists of two phases, which are separated in a decanter (S3). Two level indicators are installed to measure the level of each phase. The phase created by solvent $S_2$ contains mainly reactants $Cat_2, C_5,$ and byproduct $C_6$ and is completely purged (PU3). The phase created by solvent $S_1$ contains the intermediate compound $C_4$ and byproducts $I_{1-6}$ and is introduced into an adsorption column (S4) to remove traces of solvent $S_2$ to lower the solubility of the API in the subsequent crystallization step. An in-line ultraviolet meter is used at the inlet and the outlet of the adsorption column to measure the concentration of the intermediate compound $C_4$. The outlet of the adsorption column is mixed with reactant $C_7$ to form the final API in a reactive crystallization (Cr3) according to

\begin{equation}
C_4 + \frac{1}{2}C_7 \rightarrow API
\end{equation}

(9)

The speed of the API synthesis reaction is very fast compared to the crystallization kinetics. Two crystallizers in series are used with level indicators in both crystallizers. The API crystals are separated from the mother liquor in a combined filtration and washing step (W2) and are subsequently introduced into a dilution tank (D2). A level indicator and
density curve is available to correlate the density of the slurry to the solid content of the slurry and an on-line concentration measurement is available to measure the concentration of unconverted reactants, solvent S1, and API. The slurry with API crystals is mixed (M5) with an excipient (EX1) to improve flowability of the powder. Drying consists of two steps. First, the bulk of the solvent is removed in a double drum dryer (S5). Subsequently, the solvent content of the powder is brought to a lower value in a screw dryer (S6). The solvent content is measured at the outlet of the screw dryer by a near-infrared (NIR) probe. The dried powder is mixed with a second excipient (EX2) to improve the stability of the final tablet. The excipient is dosed with a gravimetric feeder (P24). The mixture is fed to an extruder with a mold (E1) to shape the mixture into a tablet form. A decomposition reaction of the final API occurs within the extruder according to

\[ \text{API} \rightarrow I_1 + C_2 \]  

(10)

The production of the tablet is finalized by adding a layer of coating material in a continuous coating station. A NIR probe is installed at the end of the process to measure the solvent content, total impurity content, and API dosage of the final tablets. Finally, the production rate of the final product is measured.

**Model**

A dynamic model of the pilot plant has been developed to systematically evaluate sensitivities between CPPs and CQAs and to test the performance of various control structures for selected disturbances. The model has been described in detail elsewhere.28 A summary of the model including physical properties of the system studied, and nominal operating conditions are given in Supporting Information for completeness. The values of the parameters are either obtained from experimental data or typical values are assumed. The precise values of model parameters are typically not critical to the performance of a certain control structure.29 The core structure of the model is based on mass, energy, and moment balances that aim for at least qualitatively correct behavior, which supports the synthesis and testing of a plant-wide control structure.

**Hierarchical Decomposition and Control Objectives**

A combination of a bottom-up and hierarchical top-down approach18,30 was used to structure and prioritize the control objectives as shown in Figure 2. First, a bottom-up approach was used to ensure that the underlying process during synthesis of the higher-level control structures is stabilized. Second, a top-down hierarchical decomposition was used to structure and prioritize the control objectives that optimize the performance of the control strategy. The importance of selected CPPs at each level of the hierarchical decomposition was evaluated by computing the parametric sensitivities of the CQAs with respect to the CPPs31 as given by

\[ S = \frac{\partial y}{\partial P} \]  

(11)

where \( y \) represents a CQA and \( P \) a CPP. Equation 11 can be normalized by introducing the steady-state value for \( y \) and nominal value for \( P \)

\[ \frac{\partial y}{\partial P} \frac{y_{\text{nom}}}{y_{\text{ss}}} \]

(12)

Normalized sensitivities can be beneficial when comparing the influence of several CPPs with different units on a single CQA. The dynamic model including the stabilizing control structure presented in this section has been implemented in a dynamic simulator (JACOBIAN27, RES Group, Inc.), which is equipped with efficient methods to compute parametric sensitivities.32,33

The decomposition strategy is derived from the approach from Douglas.19 At the highest level, only the inputs and outputs of the process are considered. The influences of the CPPs on the CQAs that are visible at the input-output level are evaluated to establish constraints that will propagate to lower levels. The process is further decomposed in the second step of the top-down approach where the sections involving synthesis and purification of the first intermediate and API and formulation steps are visualized separately. The influence of the properties of the intermediate streams on the final CQAs are evaluated using parametric sensitivities. Furthermore, strategies are developed to control the identified key properties by using the CPPs available at this level as manipulated variables. The section involving the synthesis and purification of the first intermediate contains a recycle, which is visualized in the third level of the decomposition. The influences of the properties of the streams that become

Figure 2. Schematic representation of the procedure used to develop a plant-wide control strategy for the continuous pharmaceutical pilot plant.

The procedure starts with a bottom-up approach to stabilize the process followed by a top-down hierarchical approach to develop control strategies at different representations of the process. Level 1 focuses on the input and output streams of the plant, which is decomposed in Level 2 into separate sections for the synthesis and purification of intermediates and the formulation of the API. Recycle structures are revealed during Level 3 of the decomposition. Finally, control strategies at the most detailed level are developed during Level 4 of the approach. The control strategies developed at higher levels constrain the control strategies at lower levels. The hierarchical nature of the approach aims to satisfy both plant-wide and local control objectives with minimum interference. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
The results from Figure 3 can be used to rank the CPPs that have a steady-state effect on the CQAs of the final product, which preferentially are used in subsequent levels to satisfy long-term control objectives. The CPPs that do not have a significant effect on the long-term behavior of the process are preferentially used to satisfy local control objectives at more detailed levels of representation of the process. The solvent content and the API dosage of the final tablets and the production rate are mainly influenced by the flow rate of reactant \( C_1 \), flow rate of solvent \( S_1 \) for the first extraction, flow rate of the second excipient, heat input to the flash evaporator, and purity of the feed stream. The CPPs that have a strong influence on solvent content, API dosage, and production rate also have a strong influence on the total level of impurities of the final tablets. In addition, the purity of the final tablets is significantly influenced by most of the other CPPs that are visible at Level 1 of the decomposition, which likely makes the control of the purity of the final tablets most challenging in subsequent levels. Finally, the analysis confirms that the solvent content of the final tablets is strongly and selectively influenced by the flow rate of solvent \( S_1 \) of Stream 46. Note that the CPPs evaluated in Figure 3 can be used as manipulated variables within their design space to control the CQAs of the final product with exception of the purity of the feeding materials, which is not a practical manipulated variable. This analysis does, however, stress the importance of monitoring changes in the composition of the feed materials, which are quite common, for example, due to variations in feed material lots or due to variations between suppliers of feed materials. At Level 1 of the decomposition, no direct control loops are established between inputs and outputs as there can potentially be large time delays between controlled and manipulated variables, which will result in sluggish behavior. Instead, control loops involving the important CPPs for long-term behavior are established at the next level to ensure sufficiently fast control loops to manipulate the CQAs of the final product as discussed in the next section.

Level 2: Intermediates and the formulation of the API

Figure 4 illustrates the process representation at Level 2 of the decomposition. The first block (2A) contains all unit operations that accomplish the synthesis and purification of the first intermediate compound (\( C_3 \)). The second block (2B) is connected to Block 2A via Stream 26 and consists of all unit operations that transform the slurry with crystals of intermediate compound \( C_3 \) into a slurry with crystals of the final API (Stream 40). The final block (2C) represents all unit operations involved in the formulation of the API. Figure 4 also contains the control loops that are established at this level, which are the result of the analysis of parametric sensitivities with respect to the CPPs and CQAs that is performed at Level 2. Figure 5 depicts the normalized sensitivities of the CQAs of the final product stream with respect to the properties of the intermediate streams that become

<table>
<thead>
<tr>
<th>Table 1. Control Loops of the Stabilizing Control Layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controlled Variable</td>
</tr>
<tr>
<td>( V_{C1} )</td>
</tr>
<tr>
<td>( V_{C2} )</td>
</tr>
<tr>
<td>( V_{D1} )</td>
</tr>
<tr>
<td>( V_{S3,OR} )</td>
</tr>
<tr>
<td>( V_{S3,AQ} )</td>
</tr>
<tr>
<td>( V_{D3} )</td>
</tr>
<tr>
<td>( V_{C4} )</td>
</tr>
<tr>
<td>( V_{D2} )</td>
</tr>
<tr>
<td>( V ) refers to volume and ( F ) refers to flow rate. The abbreviations for unit operations and stream numbers are indicated in Figure 1.</td>
</tr>
</tbody>
</table>

available in this level on the control objectives of this section are analyzed and suitable control strategies are developed. For this study, the control objective is to minimize the propagation of disturbances that are acting on the recycle to CQAs at a higher level of the decomposition. Finally, the process is fully represented in the fourth level of the decomposition where remaining degrees of freedom can be used to satisfy local control objectives. The time constants of the relevant processes at higher levels are slow and steady-state information can be used, whereas dynamic modeling has to be used at the lowest level to evaluate rejection of faster disturbances. The final control structure of the continuous pharmaceutical pilot plant is obtained by combining each synthesized control layer in a single control structure. A general description of all the steps involved during the application of the design procedure as illustrated in Figure 2 is provided as Supporting Information. The application of the proposed strategy to the described pilot plant is discussed in more detail in the subsequent sections.

Stabilizing control structure

The stabilizing control layer is obtained by identifying all integrating processes and subsequently by synthesizing control loops that stabilize these integrating processes, which involves all of the tanks with an attached pump. The outlet flow rates are used to control the levels of the tanks, as the inlet flow rate is difficult to manipulate for several of the tanks. As a result, the feed flow rates of the process are degrees of freedom for the synthesis of the plant-wide control strategy. Table 1 gives an overview of all control loops that are part of the stabilizing control layer. All level controllers use proportional-control only. The tuning of the control loops will be discussed in the section involving the synthesis of the most detailed control layer (Level 4). For the first three levels of the decomposition strategy, only steady-state sensitivities are analyzed to synthesize the higher-level control loops. The tuning of the level controllers of the stabilizing control layer has little influence on the steady-state behavior of the system.

Level 1: Input/output

The CQAs that are visible at the input-output level are given in Table 2 and contain the requirements for the tablets. The CPPs that can influence the CQAs at this level are the composition and flow rates of all the remaining streams. Figure 3 depicts the computed sensitivities of the CQAs at steady state with respect to the CPPs that are visible at Level 1. The large time constant of the process representation at Level 1 warrants the use of sensitivities at steady state only. The results from Figure 3 can be used to rank the CPPs that

<table>
<thead>
<tr>
<th>Table 2. Critical Quality Attributes of the Final Tablets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Critical Quality Attribute</td>
</tr>
<tr>
<td>Primary CQAs</td>
</tr>
<tr>
<td>Solvent content</td>
</tr>
<tr>
<td>Total level of impurities</td>
</tr>
<tr>
<td>Dosage of API</td>
</tr>
<tr>
<td>Secondary CQA</td>
</tr>
<tr>
<td>Production rate</td>
</tr>
</tbody>
</table>
visible at Level 2, that is, the outlet streams of Blocks 2A and 2B (Stream 26 and 40, respectively). The aim is to select those properties that have the strongest influence on the CQAs of the final product stream (plant-wide CQAs), which will become the local CQAs of Level 2. Subsequently, control loops are established around each block to control these CQAs at Level 2, which eventually enables the control of the CQAs of the final product stream at a higher level. Figure 5 shows that there is a clear distinction in the order of magnitude between the sensitivities of the CQAs of the final product with respect to the properties of the intermediate streams that are visible at Level 2. Therefore, it can be concluded that the CQAs at Level 2 are the weight fraction of solvent S1, liquid fraction, and flow rate of the slurry.
with crystals of intermediate compound C₃ (Stream 26) and equivalently the weight fraction of solvent S₁, liquid fraction, and flow rate of the slurry with crystals of API (Stream 40).

The three critical properties of Stream 26 must be controlled by using CPPs that are available around Block 2A (Figure 4). Figure 6 shows the sensitivities of these local CQAs with respect to the available CPPs. There are several candidate manipulated variables to control the flow rate of Stream 26. The flow rates of Streams 2 and 4, heat input, and purity of Stream 2 all show a sufficiently large and selective sensitivity. The flow rate of Stream 2 was chosen as the manipulated variable to control the flow rate of Stream 26 because purity is not suitable as a manipulated variable and the sensitivity with respect to the flow rate of Stream 2 is the strongest of the remaining CPPs. The liquid fraction of Stream 26 is less sensitive to the CPPs at this level. The selected manipulated variable for the liquid fraction of Stream 26 is the flow rate of Stream 21 as the absolute value of the associated sensitivity is the largest that remains. In addition, the sensitivity of the liquid fraction of Stream 26 with respect to the flow rate of Stream 21 is an order of magnitude larger compared to the sensitivity of the remaining CQA at this level (mass fraction of solvent S₁ in the liquid phase) with respect to the flow rate of Stream 21.

There are three candidate manipulated variables left to control the remaining CQA for Block 2A, which are the flow rates of Streams 4 and 7 and the heat input. The use of the heat input is discarded because this CPP has a large influence on all CQAs and it was decided to hold its value constant at Level 2. The flow rate of Stream 7 was chosen as the manipulated variable for the mass fraction of solvent S₁.

Figure 5. Steady-state values of the normalized sensitivities of the CQAs with respect to the CPPs at Level 2.

The stream numbers that are used to explain the CPPs refer to Figure 1. The fraction of the various compounds in the table with CPPs refers to the mass-based fraction of the liquid phase. The liquid fraction (CPP #11 and #33) is the volume-based liquid fraction of the slurry. The numerical values of the sensitivities are available as Supporting Information. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Figure 6. Steady-state values of the normalized sensitivities of CPPs of Stream 26 that have the largest impact on the CQAs of the final product with respect to the available manipulated variables for Block 2A of the decomposition (see Figure 4).

The liquid fraction is the volume-based liquid fraction of the slurry. The numerical values of the sensitivities are available as Supporting Information. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
in the liquid phase of Stream 26, which yields a slightly better sensitivity compared to using the flow rate of Stream 4. Often several different choices can be made that lead to different control structures. In general, the aim of plant-wide control is not to deliver a single optimized control structure, as there is always sufficient model uncertainty that it is impossible to know for certain which control structure would be optimal for the true plant. Different users can come to different control structures that can also be viable choices. At the very least, a good plant-wide control methodology should avoid generating control structures that will result in bad closed-loop performance due to poor pairings of variables or conflicting local and plant-wide control objectives.

The qualitative results in Figure 6 are similar to the results in Figure 3 for the CPPs that are evaluated in both graphs. The reason for this similarity is that a variation in a CPP depicted in both figures has to influence the CQAs of Stream 26 first before this variation propagates to the CQAs of the final product. This observation can be generalized to any disturbance that occurs in the first section of the process (i.e., in Block 2A), and the general strategy is to attenuate disturbances such that the influence of the disturbances on local CQAs that have the most effect on the final product is minimized, which prevents upstream disturbances propagating through the whole process. This strategy will be repeated in the next level of the decomposition, which will create

![Diagram]

**Figure 7. Steady-state values of the normalized sensitivities of CPPs of Stream 40 that have the largest impact on the CQAs of the final product with respect to the available manipulated variables for Block 2B of the decomposition (see Figure 4).**

In the legend, “Fraction \( S_1 \)” refers to the mass-based fraction of solvent \( S_1 \) in the liquid phase and “Liquid fraction” refers to the volume-based liquid fraction of the slurry. The CPPs with ID 6, 7, and 8 can be manipulated by changing the setpoints of control loops that are established around Block 2A (see Figure 4). The numerical values of the sensitivities are available as Supporting Information. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

![Diagram]

**Figure 8. Steady-state values of the normalized sensitivities of the CQAs of the final product with respect to the available manipulated variables for Block 2C of the decomposition (see Figure 4).**

In the legend, “Fraction \( S_1 \)” refers to the mass-based fraction of solvent \( S_1 \) in the liquid phase and “Liquid fraction” refers to the volume-based liquid fraction of the slurry. The CPPs with ID 3, 4, and 5 can be manipulated by changing the setpoints of control loops that are established around Block 2B (see Figure 4). The numerical values of the sensitivities are available as Supporting Information. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
Another layer of protection against prolonged propagation of disturbances around Block 2A.

The sensitivities of the three CQAs that have to be controlled around Block 2B (see Figure 4) with respect to the available CPPs are illustrated in Figure 7. The CPPs that are available to control these CQAs are the flow rates of all input streams into Block 2B that were already visible in Level 1 of the decomposition supplemented with the three CQAs of Stream 26 that are input for Block 2B. Using any of these CQAs from Block 2A as a manipulated variable to control the CQAs out of Block 2B would involve changing the setpoints of the control loops that are previously established around Block 2A. Figure 7 shows that several CPPs are suitable, that is, sufficiently large and selective, to control the flow rate of Stream 40. The flow rate of Stream 26 has been chosen as the manipulated variable to control the flow rate of Stream 40. The use of the liquid fraction or mass fraction of solvent \( S_1 \) in Stream 26 as the manipulated variable to control the flow rate of Stream 40 would be feasible, but the control loops around Block 2A that control these two properties of Stream 26 are expected to saturate easily, which makes the flow rate of Stream 26 a more suitable choice. The flow rate of Stream 37 has been chosen to control the liquid fraction of Stream 40 as the sensitivity of this pair of CQA-CPP is an order of magnitude larger than the sensitivity of the mass fraction of solvent \( S_1 \) in the liquid phase of Stream 40 (remaining CQA) with respect to the flow rate of Stream 37. A similar argument is the basis for selecting the flow rate of Stream 25 as the manipulated variable to control the mass fraction of solvent \( S_1 \) in the liquid phase of Stream 40 as this sensitivity is at least an order of magnitude larger than the sensitivity of the other CQAs with respect to the same CPP.

Finally, suitable manipulated variables for the CQAs of Block 2C (see Figure 4) have to be identified. The sensitivities of these CQAs with respect to the CPPs that are available around Block 2C are given in Figure 8. Note that the CQAs of Block 2B are inputs for Block 2C and the setpoints of the control loops that are established as discussed in the previous section can potentially be used to manipulate the CQAs of Block 2C. The level of total impurities of the final product shows a large sensitivity with respect to the mass-based fraction of solvent \( S_1 \) in the liquid phase of Stream 40, which makes this CPP a suitable choice to establish a control loop around Block 2C to control the level of total impurities in the final product. Note that the sensitivity of the remaining CQAs with respect to this CPP is low. Similarly, the flow rate of Stream 46 is selective to control the solvent content of the final product. The associated control law involving the solvent content and the flow rate of Stream 46 cannot be finalized at this level of the decomposition as suitable actuators are not yet visible, but the control objective that is established at Level 2 will constrain the choices for control loops that can be made at the most detailed level of the decomposition. The two remaining CQAs around Block 2C, that is, the final API dosage and production rate, show a similar order of magnitude of the sensitivities with respect to the remaining CQAs. Therefore, two CPPs are selected to control those two CQAs, and the different priorities between them are used to establish the control laws. The sensitivities of these two remaining CQAs with respect to both the flow rate of Stream 39 and Stream 40 have a reasonably high value. The API dosage of the final tablets is considered to be of a higher priority (see Table 2) compared to maintaining the production rate. The flow rate of Stream 39 is expected to be a better manipulated variable compared to the flow rate of Stream 40 as the time delay between a change in flow rate of Stream 39 and the time at which a change in one of the CQAs is observed is expected to be shorter and is, therefore, selected as the manipulated variable to control the final API dosage of the tablets around Block 2C. Consequently, the flow rate of Stream 40 is selected as the manipulated variable for controlling the production flow rate, which completes the design of the control structure at Level 2 of the decomposition. The control loops that are established at this level are shown in Figure 4.

**Level 3: Recycle structure**

A control strategy around recycles is developed in Level 3 of the decomposition procedure, which for this application involves expanding Block 2A from Level 2 of the decomposition to reveal the flows that constitute the recycle (see Figure 9). The chosen control strategy aims to reject disturbances within the recycle so as to prevent the propagation of these disturbances to the CQAs of a higher level. The first step is to determine the properties of the streams that are visible at Level 3 and have the largest impact on the CQAs related to Stream 26 as determined at Level 2 of the decomposition. Figure 10 shows the sensitivities of the CQAs of Stream 26 with respect to the weight fractions of the compounds and flow rates of Streams 9 and 11. Note that the properties of Streams 9 and 11 cannot be treated as
parameters in the simulation. To generate meaningful sensitivities, parameters are introduced in the model that represent streams of equal composition that can be mixed with Streams 9 and 11. The illustrated sensitivities in Figure 10 represent the sensitivities of the CQAs with respect to an infinitesimal addition of such streams, which mimics perturbations in the composition and flow rate of Streams 9 and 11. Note that Streams 8 and 16 have a similar composition compared to Stream 9 with the exception of the amount of solvent and are excluded from the analysis presented in Figure 10. A clear separation in the order of magnitude of the presented sensitivities can be distinguished. The sensitivity analysis indicates that the fractions of Compounds $C_1$ and $C_3$ in Streams 9 and 11 and the flow rates of Streams 9 and 11 are expected to have a significant impact on the CQAs of Stream 26. To a lesser extent, the fraction of Compound $C_2$ in Stream 11 is expected to have an impact on the CQAs of Stream 26. The fractions of the remaining compounds in Streams 9 and 11 are expected to have a negligible impact on the CQAs of Stream 26. Therefore, the former seven properties of Streams 9 and 11 are designated as the CQAs for Level 3, which must be controlled by a suitable control strategy at Level 3.

The second step is to evaluate the sensitivities of the CQAs at Level 3 with respect to the available process parameters at Level 3 of the decomposition, which is presented in Figure 11. The order of magnitude of the

![Figure 11](image-url)
sensitivities with respect to several CPPs is very large, which can make the control of the CQAs at this level impractical. The large sensitivities are a result of the so-called snowball effect, in which a small change in the input parameters of a recycle structure can lead to drastic changes in the state variables of the system as a result of a positive feedback mechanism. In our case, an increase in the amount of solvent that is being recycled will dilute the contents of the reactor, which will lead to a decreased production of intermediate compound C3 and consequently more material will be recycled due to dilution of the crystallizers. This mechanism will create a positive feedback in the system because the purge ratio is fixed in the stabilizing control structure that is being analyzed. Figure 12 shows the sensitivities when control of the flow rate of Stream 8 via manipulation of the purge ratio is added to the stabilizing control structure. A stabilizing proportional-integral (PI) controller was used, which will eliminate any steady-state offset. Consequently, the precise tuning of the flow-rate controller does not influence the presented analysis of the sensitivities at steady state. It can be seen that the values of the sensitivities are reduced by an order of magnitude after adding the flow-rate controller to the stabilizing control structure, which allows for synthesis of the control loops at Level 3 of the decomposition. Note that the position of the control valve cannot be used as a manipulated variable anymore and that an additional CPP is available after adding the flow-rate controller, which is the setpoint of the flow-rate controller. The CPPs that are already used in control loops at a higher level of the decomposition are the flow rates of Streams 2, 7, and 21. Furthermore, the purities of Streams 2 and 3 are not suitable to be used as manipulated variables and are only included in Figure 12 to illustrate which CQAs are mostly affected by variations in the purity of the feed material. The concentration of compound C2 in Stream 9 is controlled by manipulating the flow rate of Stream 3, which has the highest sensitivity compared to the other CQAs. Note that the manipulated variable for this control loop is the setpoint of a ratio control loop, as a change in the required flow rate of Stream 3 can be anticipated when the flow rate of Stream 2 is adjusted by the outer control loop that has been developed at Level 2 of the decomposition. The flow rate of Stream 4 provides the highest sensitivity when combined with the concentration of compound C1 in the recycle (Stream 11), which defines another control loop. The remaining composition in the recycled stream (compound C3 in Stream 11) has been paired to the heat input of the flash evaporator, which has a high sensitivity. Finally, the fraction of compound C1 in Stream 9 will be controlled by manipulating the setpoint of the flow-rate controller in the recycle loop. The remaining CQAs are not paired to a manipulated variable as no CPPs with sufficient sensitivity are available to justify additional control loops.

**Level 4: Detailed representation**

The remaining degrees of freedom for the synthesis of the plant-wide control structure are fixed in the final step of the hierarchical procedure (see Figure 2), which uses the representation of the process at the most detailed level. At this level, local control objectives are satisfied by establishing control loops around individual unit operations. The control loops that are added to the control structure at this level are illustrated in Figure 13. The flow rate of fresh catalyst that is added to the first reaction (Stream 1) is ratio controlled with the flow rate of reactant C1 (Stream 2). The amount of catalyst that is being recycled is negligible as the catalyst dissolves in solvent S2 and leaves the process via Stream 20. The other feed streams to the first reactor (Streams 2 and 3) are manipulated at a higher level of the control strategy. The amount of fresh solvent S2 that is being added to the mixer (M2) at the outlet of the first reactor (R1) is ratio controlled with the flow rate of reactant C2 (Stream 3). The reactant C2 is added in excess to the first reaction and is the main compound that needs to be extracted by solvent S2 at the reactor outlet. The flow rate of solvent S1 going into the mixer (Stream 4) is manipulated at a higher level of the control strategy. The crystallizers for separation of intermediate compound C3 (Cr1, Cr2) use an antisolvent to decrease the solubility. An optimal weight fraction of antisolvent in the crystallizers is maintained by manipulating the flow rate of
solvent \( S_1 \) (Stream 6) via a measurement of the total flow rate going into the first crystallizer. The flow rate of solvent \( S_1 \) for washing and dilution (Streams 7 and 21, respectively) is manipulated at a higher level of the control strategy.

The flow rate of fresh catalyst \( \text{Cat}_2 \) for the second reaction (Stream 22) is manipulated by the flow rate of Stream 26 and added in excess. The catalyst \( \text{Cat}_2 \) has to be neutralized before Stream 36 can be disposed, which is accomplished by manipulating the flow rate with compound \( C_5 \) (Stream 23) via a ratio control with the flow rate of compound \( \text{Cat}_2 \) going into the second reactor (R2). The first reactive crystallizer (Cr3) requires a precise dosing of compound \( C_7 \) with the required stoichiometry to crystallize API with a high yield and purity. Therefore, a flow rate measurement and a concentration measurement at the outlet of the adsorption column (S4) are used to determine the amount of compound \( C_7 \) that has to be added via the flow rate of Stream 24 based on the total amount of intermediate compound \( C_4 \) that is being fed into the first crystallizer. The flow rate of solvent \( S_1 \) that is added to the wash and dilution tank (Streams 25 and 37, respectively) is manipulated at a higher level of the control strategy. The first excipient that is being added (Stream 38) aims to improve flowability of the powder and does not have a narrow allowable range for final validation of the product. Therefore, the total flow rate of slurry that enters the dryer is simply used to manipulate the flow rate of Excipient 1 at a fixed ratio. The control objectives for both dryers (S5, S6) are propagated from a higher level of the control strategy. The operating temperature of the screw dryer (S5) can be used as a manipulated variable to adjust the solvent content of the final product. The strategy is to overdesign the residence time of the dryer such that even in the presence of significant inlet disturbances a low solvent content at the outlet of the dryer is obtained. A control loop has been established that will increase the temperature of the dryer only when the solvent content exceeds a certain threshold value, which can occur in the case of large disturbances. Finally, the flow rate of the stream with the second excipient (Stream 39) is manipulated by a control loop at a higher level of the control strategy.

The design of the control loops at Level 4 of the decomposition completes the synthesis of the plant-wide control structure of the continuous pharmaceutical pilot plant. The complete control structure consists of the control layers that are established at each stage of the design procedure. A drawing of the flow sheet with all control loops is available as Supporting Information. The control loops have been added to the dynamic model, which is discussed in the next section.

**Model-Based Implementation of the Control Structure**

**Tuning**

The control loops described in previous section are implemented as PI controllers. The tuning of the controllers is
A disturbance is introduced by simulating a gradually decreasing efficiency of pump P2 (Stream 2, which pumps fresh reactant C1 to the first mixer). The efficiency of the pump \( \eta_{P2} \) decreases according to

\[
\eta_{P2}(t) = \begin{cases} 
1 - 0.005t & \text{if } t < 40 \\
0.80 & \text{if } t \geq 40 
\end{cases}
\]

where \( t \) represents time in hours. The dynamic development of the total level of impurities and API in the final product and the production rate are given in Figure 14 for both the

### Table 3. Tuning Parameters of the Control Loops

<table>
<thead>
<tr>
<th>Variables</th>
<th>Nominal Range MV</th>
<th>PI Parameters Kc Units</th>
<th>( t_i ) (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e_{11} )</td>
<td>( F_{11} )</td>
<td>(0, 4.8)</td>
<td>6.8E+1</td>
</tr>
<tr>
<td>( F_{20} )</td>
<td>( F_{2} )</td>
<td>( \geq 0 )</td>
<td>3.8E-1</td>
</tr>
<tr>
<td>( \theta_{1,26} )</td>
<td>( F_{3} )</td>
<td>(0, 4.8)</td>
<td>9.22E-1</td>
</tr>
<tr>
<td>( \theta_{1,26} )</td>
<td>( F_{17} )</td>
<td>(0, 4.8)</td>
<td>6.9E-1</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>( \geq 0 )</td>
<td>1.5E+0</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0, 4.8)</td>
<td>–</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0, 4.8)</td>
<td>–</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0, 4.8)</td>
<td>4.5E-1</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0, 4.8)</td>
<td>2.8E-1</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0, 1)</td>
<td>3.9E-1</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0.4, 4.8)</td>
<td>3.9E-1</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0.556)</td>
<td>1.1E-1</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0.4, 4.8)</td>
<td>8.0E-3</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0.4, 4.8)</td>
<td>8.0E-3</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0.4, 4.8)</td>
<td>3.0E-4</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0.4, 4.8)</td>
<td>3.0E-4</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0.4, 4.8)</td>
<td>2.0E-3</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0.4, 4.8)</td>
<td>2.0E-3</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0.4, 4.8)</td>
<td>8.0E-3</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0.4, 4.8)</td>
<td>8.0E-3</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0.4, 4.8)</td>
<td>3.0E-4</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0.4, 4.8)</td>
<td>3.0E-4</td>
</tr>
<tr>
<td>( \theta_{25} )</td>
<td>( \theta_{25} )</td>
<td>(0.4, 4.8)</td>
<td>8.0E-3</td>
</tr>
</tbody>
</table>

\( F \) refers to flow rate (kg/h); \( e \) is a volumetric liquid fraction; \( w \) is a weight fraction; \( Q \) is a heat input (W); \( T \) is a temperature (K); \( SP \) refers to a setpoint; \( VL \) refers to a control valve, and \( V \) is a volume (m³). The abbreviations of stream numbers and unit operations are indicated in Figure 1.
closed-loop and open-loop case (i.e., with only a stabilizing control layer). A reduced flow rate of reactant \( C \) will influence both the magnitude and composition of the streams in the system. The illustrated CQAs drop between 10 and 20\% for the open-loop case. The closed-loop response demonstrates the effectiveness of the control strategy to maintain all CQAs within 2\% from the setpoint in the presence of a significant and persistent input disturbance.

In the second case, a gradual change in reaction kinetics is simulated, which involves a shift in the equilibrium reaction in the first reactor (1) and an increased production of impurity \( I_5 \) (6) in the second reactor as described by

\[
\frac{k_{R1,1}}{k_{R1,1}^0} = \begin{cases} 
1 - 0.005t & \text{if } t < 20 \\
0.90 & \text{if } t \geq 20
\end{cases}
\]

(14)

\[
\frac{k_{R2,2}}{k_{R2,2}^0} = \begin{cases} 
1 + 0.010t & \text{if } t < 100 \\
2.0 & \text{if } t \geq 100
\end{cases}
\]

(15)

where \( k_{R1,1} \) represents the rate constant of the forward reaction of the equilibrium given by Eq. 1 and \( k_{R2,2} \) is the rate constant of the reaction give by Eq. 6. Figure 15 shows the dynamic development of the total level of impurities and API dosage in the final tablets and the production rate for the case with changing reaction kinetics. The total level of impurities increases temporarily to about a maximum of 6\% above the setpoint, whereas the same disturbance would produce a permanent increase in the total level of impurities of about 17\% in case only a stabilizing control layer would be present. The production rate shows a smaller deviation and stays within 2\% of the setpoint and the final API dosage remains practically constant throughout the complete run. The disturbance described by Eq. 15 enters the process in the middle of the process (i.e., in Block 2B from Figure 4). The control loop around Block 2B will act to alleviate the effect of the disturbance on the purity of the material going into the dryer (Block 2C) and the control loop around Block 2C will adjust the setpoint of the control loop around Block 2B to bring the total level of impurities at steady state back to the desired setpoint.

Finally, the ability of the control strategy to respond to changes in setpoints is demonstrated in Figure 16. The objective is to increase simultaneously the production rate by 30\% and decrease the total level of impurities by 30\%. The remaining CQAs of the final product should remain constant during the transition. The results demonstrate that the control strategy is well-capable, at least for the demonstrated case, to adjust to new setpoints of selected CQAs of the final product while imposing negligible interference to the remaining CQAs. The ability to control CQAs independently of each other is of key importance to reduce the complexity for operation and validation of a continuous pharmaceutical plant.

It is expected that the illustrated approach can be applied to design a plant-wide control structure for other continuous pharmaceutical processes as well. Differences may, however, exist in, for example, the choices made to decompose the process in different hierarchical viewings, which is dependent on the scope of the design problem. A control system inspired by the model-based results presented in this article has been implemented and tested at a pilot-plant scale and we intend to report those experimental findings in the near future.

**Conclusions**

The complexity of continuous pharmaceutical processes motivates the use of systematic procedures for the design of a plant-wide control structure that accounts for the various temporal and structural scales of the process. A combination of a bottom-up and top-down hierarchical approach has been applied to design a plant-wide control structure for a continuous pharmaceutical pilot plant. The bottom-up approach creates a control layer that stabilizes the process and the top-down approach generates several control layers that aim to...

![Figure 15. Dynamic development of three CQAs of the final product stream for a gradual change in the kinetics of the reactions in Reactor 1 and 2 (Case II).](image)

The black lines illustrate the closed-loop response and the gray lines illustrate the response with a stabilizing control layer only. The solid lines represent the dynamic development of the total level of impurities, the dotted lines represent the dynamic development of the API dosage, and the dashed lines represent the dynamic development of the production rate.

![Figure 16. Dynamic development of four CQAs of the final product stream as a result of a step-change in the setpoints of the production rate and total level of impurities at \( t=0 \) (+30\% and −30\% respectively).](image)

The solid black (bottom) line represents the dynamic development of the total level of impurities, the dotted black line (circles) represents the dynamic development of the API dosage, the gray line represents the dynamic development of the solvent content, and the dashed black line represents the dynamic development of the production rate.
maintain the CQAs of the final product close to a setpoint. The hierarchical nature of the control layers ensures that the effect of a disturbance is mitigated at the relevant temporal and structural scale of the process. Sensitivity analysis can be used to guide the selection of control loops at various hierarchical levels for the presented case. Simulations of a plant-wide dynamic model including the control structure decomposition that the effect of significant and persistent disturbances can be mitigated at each level of the hierarchical decomposition such that the overall effect of the disturbance on the CQAs of the final product is significantly reduced. Furthermore, a case study illustrates that the system is capable to respond to a simultaneous change in the setpoint of a CQA. The control CQAs independently of each other.
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