any important technical and policy decisions are made by small groups, especially by deliberative committees of technical experts. Such committees are charged with fairly combining information from multiple perspectives to reach a decision that one person could not make alone. Committees are social entities and are therefore affected by any number of mechanisms recorded in the social sciences. Our challenge is to determine which of these mechanisms are likely to be encountered in the deliberative process and to evaluate how they might impact upon decision outcomes. In particular, we examine the role of committee deliberations on the U.S. Food and Drug Administration’s (FDA’s) advisory panels.

Although the research on group decision making is vast, the empirical and quantitative analysis of committees of experts in a real-world setting has been relatively scarce. This may largely be ascribed to difficulty in gathering data (e.g., because it might be proprietary or simply not recorded) and the absence of a corresponding methodology. The advent of the Internet has made text data abundantly available. Furthermore, regulations such as the U.S. Federal Advisory Committee Act (FACA) of 1997 ensure that transcripts of real-world expert committee meetings are available online or upon request (e.g., through a Freedom of Information Act request). Finally, recent innovations in machine learning and computational linguistics have enabled the analysis of large sources of text data in a repeatable and consistent fashion. These methods have yet to be applied to the analysis of social data, and in particular, transcript data on a large scale. There is therefore an opportunity to apply some of these methods to enable a deeper empirical understanding of committee deliberation processes, a major component of decision making by committees of technical experts. Many of these methods use signal processing techniques, such as approaches to dimensionality reduction. Ultimately, these methods may help to generate quantitative insight into committee deliberation processes, perhaps enabling better decision outcomes.
upon deliberation, identification of different leadership styles on these committees, and possible indications of panels in which voting members may have learned from one another to reach a consensus decision.

SOCIAL SCIENCE APPROACHES TO THE ANALYSIS OF EXPERT GROUPS

Work within sociology motivates approaches to the analysis of text data as a signal of social phenomena. Conversation analysis is perhaps most relevant to our inquiry. This tradition traces its roots to the ethnmethodology of Garfinkel (e.g., [1]), the observations of Goffman (e.g., [2]), and the work of Sacks, Schegloff, and Jefferson (e.g., [3]) and is focused on generating a qualitative understanding of how the unspoken rules of conversation signal social relations. Maynard [4] identifies topics as a key feature of conversations, arguing that changes in topic are nonrandom occurrences that can be related to the structure of the group that is discussing them. Gibson [5] notes that because only one person can generally speak at a time, external status characteristics manifest in conversation as participation-shifts and, often, as topic shifts. These results suggest that an analysis of the speech of committee member participants might provide insight into the dynamics of group decision making, including among committees of experts. Work within the anthropology and science, technology, and society (STS) literatures extends this notion to the realms of professional and institutional cultures. For example, Douglas emphasizes the extent to which group membership influences patterns of thought, and therefore affects perception of data [6]. Furthermore, each specialty possesses its own unique language and jargon, which carries with it an implicit scheme for categorizing perceived phenomena [7]. This is particularly true in technical disciplines, where conceptual precision is required. The STS literature extends this notion to the realms of professional and institutional cultures. For example, Douglas emphasizes the extent to which group membership influences patterns of thought, and therefore affects perception of data [6]. Furthermore, each specialty possesses its own unique language and jargon, which carries with it an implicit scheme for categorizing perceived phenomena [7].

LATENT SEMANTIC ANALYSIS

Approaches to text analysis used by social scientists typically utilize “latent coding” schemes of varying complexity [14]. These tend to be labor intensive and resist unsupervised automation, with the exception of frequency counts of preidentified key words—an approach that does not capture the complexity of real-world group interactions. As suggested by the sociolinguistics literature, analyzing relations between systems of concepts (i.e., topics) is crucial. We therefore use latent semantic analysis (LSA) as a baseline for comparison against the methods reviewed in this article. LSA is a state-of-the-art natural language processing tool, which was developed for purposes of information retrieval and topic grouping [15]. In presenting LSA, we begin by considering a corpus of documents, \( D \), containing \( n \) documents \( d_1, \ldots, d_n \). Consider, as well, the union of all words over all documents, \( W \). Suppose there are \( m > n \) words, \( w_1, \ldots, w_m \). We construct an \( m \times n \) “word-document matrix,” \( X \), where each element in the matrix, \( x_{di} \), consists of a frequency count of the number of times each word \( i \) appears in document \( k \). LSA performs a singular value decomposition on \( X = W S D^T \), where \( W \) is an \( m \times l \) matrix.
matrix of singular unit vectors of length $l$, each corresponding to a word. Similarly, $D$ is an $n \times l$ matrix of mutually orthogonal singular unit vectors each corresponding to a document. Finally, $S$ is an $l \times l$ diagonal matrix of decreasing, nonnegative singular values, with each element corresponding to a linear combination of weights associated with each singular vector. LSA truncates $S$ to generate $S'$, a reduced number of putative latent “semantic dimensions” within $D$. The resulting matrix, $X = WS' D^T$, may be thought of as a Euclidean space, such that the normalized inner product of two word-vectors (represented as rows of the matrix $W S'$) can be thought of as the projection of each word upon a set of axes, each of which corresponds to a latent concept. Two speakers who share similar concepts might therefore be related. Dong [16] used this approach to study group decision making in design team contexts. Broniatowski et al. then applied Dong’s method in a pilot study, with the goal of exploring the applicability of LSA to the transcript data from the FDA’s Circulatory Systems Devices Panel meetings [17]. Five limitations of LSA were identified and must be addressed:

1) LSA assumes the existence of a set of latent, mutually orthogonal, dimensions underlying a Euclidean semantic space. Furthermore, each word’s location in the Euclidean space is linearly distributed, an assumption that introduces increasingly more distortion into the analysis as a given speaker uses fewer words. These limitations make it difficult to resolve the linguistic attributes of individual speakers, particularly in the absence of extensive speaker data within a given meeting [18].

2) LSA was unable to account for polysemy—the existence of words with multiple meanings (e.g., a baseball bat versus the flying mammal called a bat).

3) LSA was unable to distinguish procedural language from jargon in FDA panel meetings.

4) LSA defines relationships between speakers in terms of dimensions in a Euclidean feature space. These dimensions nominally correspond to latent concepts within a discourse, but often lack an intuitive interpretation. As a result, relationships between speakers are correspondingly difficult to interpret.

5) LSA was unable to account for additional dimensions, especially the passage of time, within a meeting.

LSA is widely used, and later variants of the technique have addressed some of the issues raised above. For example, tensor representations might be used to account for the passage of time [19]–[21]. Nevertheless, they are still sensitive to the Euclidean space assumptions underlying all LSA-based approaches and therefore introduce significant noise into the analysis. In general, none of these approaches have addressed all of the issues outlined above. We therefore use these five limitations to guide the remainder of our review.

**Bayesian Topic Models**

The leading alternative to LSA is latent Dirichlet allocation (LDA), a Bayesian “topic model” [22]. Griffiths et al. provide an excellent comparison of LSA to Bayesian models of text analysis [23]. Consistent with the literature on sociolinguistics, topic models aim to extract a set of general topics from specific texts. Approaches based on Bayesian inference, such as LDA, provide a platform that may be used to avoid many of the limitations noted above. Of particular interest are topic-modeling approaches to studying social phenomena in various contexts, including studies of the evolution of specialized corpora [24], analysis of structure in scientific journals [25], finding author trends over time in scientific journals [26], topic and role discovery in e-mail and other text networks [27], analysis of agenda-setting in the U.S. Congress [28], and group discovery in sociometric data [29].

**Topic Models Address the Limitations of LSA**

Unlike LSA, which assumes a continuous Euclidean metric “semantic space” representation of a corpus, LDA assumes probabilistic assignment of each word to a discrete topic. Rather than modeling a word as an average between two locations in a latent Euclidean space, a word is instead modeled as having been drawn from a discrete probability distribution over topics. This provides a natural solution to the polysemy problem outlined above [23]. The basic structure of an LDA model is shown in Figure 1.

Like LSA, LDA stores corpus data in a word-document matrix, $X$. Each word ($w$) is assumed to be drawn from a topic ($z$). A topic is accordingly defined as a multinomial distribution ($\phi$) over words (i.e., a word is chosen at random by rolling a weighted $w$-sided die, where $w$ is the total number of words in the corpus).
Each document is similarly modeled as a multinomial distribution \( \theta \) over topics. The parameters (i.e., the die-weights) for each multinomial distribution are drawn from a symmetric Dirichlet prior distribution—a multivariate distribution that is the conjugate prior to the multinomial distribution. Each Dirichlet distribution has a number of “hyperparameters” equal to the number of parameters of its corresponding multinomial distribution. Nevertheless, early LDA models all assume that the Dirichlet priors are symmetric, i.e., all of the hyperparameter values are the same. The effectiveness of nonsymmetric Dirichlet priors has only recently been tested [30].

Gibbs sampling, a Markov-chain Monte Carlo (MCMC) method adopted from statistical physics, although potentially slower than other approaches, is currently in widespread use as an inference tool among topic modelers [25]. Evaluating Markov chain convergence is an open area of research. It is therefore standard practice for a Markov chain to be run for multiple iterations to ensure convergence. These initial iterations are known as a “burn-in” period. Throughout this article, burn-in length is set to 1,000 iterations—a value used in the topic modeling literature because it ensures sufficient empirical evidence of convergence without undue computational cost [25].

The ability to fit the probability distribution underlying the LDA model to a specific corpus neatly solves the problem inherent in the statistical distribution assumptions resulting from the Euclidean space formulation of LSA. Once the LDA model has been defined, variants may be utilized, given the nature of the problem being solved. In particular, the LDA model as outlined above is still sensitive to the arbitrary document boundaries imposed by the court recorder. Furthermore, documents vary significantly in length—some might only be two words (e.g., “thank you”) whereas others might be significant monologues.

### ADDRESSING SPEAKER IDENTITY: THE AUTHOR-TOPIC MODEL

The LDA model possesses significant flexibility in that additional independent variables may be added to guide probabilistic inference. Given that the literature suggests that each speaker possesses an experiential, educational, institutional, and/or role-based signature in his or her word choice, we would like to have the identity of the speaker inform the selection of topics. We therefore use a variant of LDA, known as the author-topic (AT) model [26], which adds probabilistic pressure to assign each author to a specific topic. Shared topics are therefore more likely to represent common jargon. The AT model provides an analysis that is guided by the authorship data of the documents in the corpus, in addition to the word cooccurrence data used by LSA and LDA. Each author (in this case, a speaker in the discourse) is modeled as a multinomial distribution over a fixed number of topics that is preset by the modeler. Each topic is, in turn, modeled as a multinomial distribution over words. A plate-notation representation of the generative process underlying the AT model is shown in Figure 2.

As in LDA, the hyperparameters defining each Dirichlet prior \( \alpha \) and \( \beta \) are chosen by the modeler and are the primary means, along with choosing the number of topics, by which the form of the model might be controlled. Therefore, two authors’ likelihoods of discussing the same topic will depend on the hyperparameters chosen. In general, larger values of \( \alpha \) will lead to more topic overlap for any given corpus, motivating the use of a consistent hyperparameter selection algorithm across all corpora analyzed. All hyperparameter settings used for the analyses presented in this article follow the guidelines derived empirically by Griffiths and Steyvers [25]. In particular, \( \alpha = 50/(\# \text{topics}) \), inducing topics that are mildly smoothed across authors, and \( \beta = 200/(\# \text{words}) \), inducing topics that are specific to small numbers of words.

Like LDA, the AT model is fit using an MCMC approach. Information about individual authors is included in the Bayesian inference mechanism, such that each word is assigned to a topic in proportion to the number of words by that author already in that topic, and in proportion to the number of times that specific word appears in that topic. Thus, if two authors use the same word in different senses, the AT model will account for this polysemy. Details of the MCMC algorithm derivation are given in the paper by Rosen-Zvi et al. [26].

### FILTERING PROCEDURAL LANGUAGE

The AT model was initially developed to analyze corpora of academic papers, each of which may have had multiple authors.

![Plate-notation representation of the AT model from Figure 2.](image-url)
Conversely, when applying the AT model to committee transcripts, each utterance has only one speaker. In such a situation it is often difficult to differentiate between panel members. This is especially true since the majority of the speech during an FDA panel meeting is occupied by presentations from the device sponsor and the FDA. A given voting member might speak relatively rarely. Furthermore, panel members share certain language in common including procedural words and domain-specific words that are sufficiently frequent to prevent good topic identification. As a result, a large proportion of the words spoken by each committee member may be assigned to the same topic, preventing the AT model from identifying important differences between speakers. Ideally, we would be able to separate the unique language used by committee members from that language that they all use as a matter of course. The AT model provides a natural mechanism to perform this separation. Rosen-Zvi et al. [32] used the AT model to create one “fictitious author” for each document in a corpus to remove document-specific words. We use the inverse of this approach by creating one fictitious author named “committee” that is assigned to all utterances spoken by a committee voting members (the authors would like to thank Dr. Mark Dredze for suggesting this approach). Prior to running the AT model’s algorithm, all committee voting members’ statements are labeled with two possible authors—the actual speaker and “committee.” Since the AT model’s MCMC algorithm randomizes over all possible authors, words that are held in common to all committee members are assigned to “committee,” whereas words that are unique to each speaker are assigned to that speaker. In practice, this allows individual committee members’ unique language to be identified. In the limiting case where all committee members’ language is common, half of all words would be assigned to “committee” and the other half would be assigned at random to the individual speakers in such a way as to preserve the initial distribution of that author’s words over topics. Sample topics generated using this approach are presented in Table 1.

**Constructing Networks from Topics** Consistent with the NTA tradition, Broniatowski and Magee [32] developed a method for extracting social networks from meeting transcripts that is based on the AT model. When applied to a transcript, each utterance is treated as a document. Thus, the meeting transcript may be viewed as a corpus. When the AT model is applied to this corpus, words within each utterance are grouped into topics with probability proportional to the number of times that word has been previously used in that topic, and the number of times that word’s “author” (i.e., speaker) has previously used that topic. As discussed above, hyper-parameter selection dictates the extent to which topics might overlap. This emphasizes the need for a consistent approach to topic selection that is nevertheless tailored to a specific transcript.

The number of topics for each model is chosen in an automated fashion, using a method developed by Broniatowski and Magee [32]. Briefly, the number of topics is chosen by fitting 35 AT models to the transcript for $T = 1 \ldots 35$ topics, a range that was established empirically. Twenty samples were generated from each of these models, defining a distribution. Each sample’s goodness-of-fit is evaluated using a cross-entropy metric based on the AT model structure. The smallest number of topics, $t_{0}$, was assigned such that the 95th percentile of the cross-entropy distribution for all larger values of $T$ is greater than the fifth percentile of the cross-entropy distribution associated with $t_{0}$. A value of $T = t_{0} + 1$ is used to ensure that the model fit is no worse than any defined by a smaller number of topics. Once the number of topics has been chosen, a $T$-topic AT Model is again fit to the transcript. Ten samples are taken from 20 randomly initialized Markov chains, such that there are 200 samples in total, forming the basis for subsequent analysis. Once a topic model has been fit, constructing social networks requires developing principles regarding what constitutes a link within a given model iteration. As noted above, one would like to link together speakers who commonly use the same topics of discourse. This is accomplished by examining each author-pair’s joint probability of speaking about the same topic

$$P(X_1 \cap X_2) = \sum_{i} P(Z = z_i | X_2) * P(Z = z_i | X_2).$$

Speakers who frequently shared the same topics, i.e., their joint probability exceeded 1/T, were considered to be linked. A square-author-author matrix with entries equal to one for each linked author pair, and entries equal to zero otherwise, was constructed. This procedure was then repeated several times for each transcript to average across whatever probabilistic noise might exist in the AT model fit. Speakers who linked across multiple AT model fits more often than would be expected due to chance (i.e., more than 125 times out of 200 samples, conservatively assuming a binomial
distribution with ~15 voting members and applying a Bonferroni correction for a family-wise error-rate of 5%) were considered to be linked in the social network associated with that transcript. Although the structure of these networks is insensitive to small fluctuations in hyperparameter values (e.g., those of the same rough order of magnitude), large changes in hyperparameter values have a strong effect. This is because topic overlap is more likely for larger hyperparameter values, underscoring the importance of using a consistent scheme across meeting transcripts. Indeed, one may interpret hyperparameter values as calibration settings; one must choose hyperparameter values that are likely to provide meaningful results in the same way that one must appropriately focus a microscope to see a clear picture. The steps for constructing this network are found in “Steps Required to Generate Social Networks from Meeting Transcripts,” whereas full details of the methodology used to generate these social networks may be found in the article by Broniatowski and Magee [32].

A sample network is presented in Figure 3.

In general, application of this method to the set of 37 FDA advisory panel meetings tested found that voting members tend to link to members of the same medical specialty more often than would be expected due to chance (one-sided Kolmogorov-Smirnov test; \( p = 0.0045; n = 37 \)). Furthermore, results for the subset of meetings in which there was a voting minority of at least two voting members provide support for the notion that panel members who vote similarly tend to be linked (one-sided Kolmogorov-Smirnov test; \( p = 0.02; n = 11 \)). These findings are consistent with the literatures reviewed above, suggesting that the method is

---

**Steps Required to Generate Social Networks from Meeting Transcripts**

1) Remove noncontent-bearing words from transcript using standard “stoplist.”
2) Use stemming algorithm to reduce words to their word stems (e.g., “actually” to “actual”).
3) Reduce transcript to “word-utterance matrix.”
4) Using hyperparameter values of \( \alpha = 50/ (# \text{topics}) \), and \( \beta = 200/ (# \text{words}) \), fit AT model to data for 1–35 topics and select number of topics using described perplexity criterion.
5) Fit AT model to data for selected number of topics. Generate 200 samples.
6) For each sample, determine joint probability that each speaker pair is linked (has higher joint probability than would be expected under uniform distribution).
7) Generate final social network. An edge indicates that a given speaker pair is linked at least 125 times out of 200 samples.

---

**Legend**

- Red = Voted Against Device Approval
- Blue = Voted for Device Approval
- ● = Surgery
- ■ = Cardiology
- ■ = Electrophysiology
- ▼ = Statistician

**[FIG3]** A sample social network generated from the transcript of the FDA Circulatory Systems Advisory Panel meeting held on 27 October 1998. Node shape represents medical specialty, node size is proportional to number of words spoken, and node color represents vote (blue is approval, red is nonapproval, and black is abstention). A directed version of this social network is shown in Figure 8.
generating valid results. In addition, meetings in which members of the same medical specialty were tightly linked were the same meetings in which members who voted the same way were tightly linked (Spearman rho = 0.79, p = 0.0061; n = 11). This suggests that medical specialty may have served to guide voting behavior in meetings where there was no consensus.

Whereas communication within a specialty should be relatively easy because of shared ways of interpreting data, communication across specialties requires learning and translation, and would consequently be more difficult. Consensus meetings might therefore suggest the possibility of communication across medical specialty boundaries, e.g., due to panel members learning to see the same data from multiple, potentially convergent, perspectives. In-depth analyses of these phenomena in terms of psychological and sociological theories of group decision making are left to future work.

**DIRECTED GRAPHS**

The final limitation of LSA concerns the incorporation of temporal information into the analysis. The conversation analysis literature in sociology (e.g., [5]) notes that, within small groups, influence is often linked to capacity to affect a topic shift. Broniatowski and Magee [33] examined topic overlap among speakers to take advantage of the temporal aspect of our data to develop insights about topic changing. The method, outlined below, considers a sample, s, from the posterior distribution of the AT model. Within this sample, choose a pair of speakers, \( x_1 \) and \( x_2 \), and a topic \( z \). Given that utterances are temporally ordered, this defines two separate time series (see Figure 4). If \( x_1 \) tends to speak about topic \( z \) before \( x_2 \) does, we can say that \( x_1 \) leads \( x_2 \). These time series can be compared to generate the topic-specific cross-correlation for speakers \( x_1 \) and \( x_2 \) in topic \( z \):

\[
(f_{s}\delta(d) * f_{s}\delta(d)) = \sum_{d=\text{min}}^{\text{max}} f_{s}\delta(d) \cdot f_{s}\delta(d) \cdot \delta + d)
\]

where \( f_{s}\delta(d) \) is the number of words spoken by author \( i \) and assigned to topic \( z \) in document \( d \), in sample \( s \) (see Figure 5).

For each sample, \( s \), from the AT Model's posterior distribution, we examine the cross-correlation function for each author pair, \( \{x_1, x_2\} \), in topic \( z \). Let there be \( K \) peaks in the cross-correlation function described by the expression

\[
m_k = \arg \max \{f_{s}\delta(d) * f_{s}\delta(d)\} \quad \text{where} \quad k \in 1 \ldots K.
\]

For each peak, \( k \), if \( m_k > 0 \), we say that author \( i \) lags author \( j \) in topic \( z \) at point \( m_k \) (i.e., \( l_{i,j,m_k} = 1 \)). Similarly, we say that author \( i \) leads author \( j \) in topic \( z \) at point \( m_k \) (i.e., \( l_{i,j,m_k} = -1 \)) if \( m_k < 0 \). Otherwise, \( l_{i,j,m_k} = 0 \). For each sample, \( s \), we define the polarity of authors \( i \) and \( j \) in topic \( z \) to be:

\[
p_{i,j} = \text{median}(l_{i,j,m_k}).
\]

If most of the peaks in the cross-correlation function are greater than zero, then the polarity is \( +1 \); if most of the peaks are less than zero, then the polarity is \( -1 \); otherwise, the polarity is \( 0 \).

Of particular interest are the topic polarities for author-pairs who are linked...
in the graph methodology outlined above. Using the polarity values defined above, it is useful to determine directionality for each link. For each sample, \( s \), we define the direction of \( e_{ij} \) in sample \( s \) as

\[
d_{ij}(s) = \sum_{t=1}^{T} \left( p_{t,j}^{i} + P(Z = z_{i} | x_{t}) + P(Z = z_{j} | x_{t}) \right).
\]

This expression weights each topic polarity by its importance in the joint probability distribution between \( x_{i} \) and \( x_{j} \), and is constrained to be between \(-1 \) and \( 1 \) by definition. The set of 200 \( d_{ij}(s) \) defines a distribution. Next, the net edge direction, \( d(e_{ij}) \), is determined by partition of the unit interval into three equal segments. In particular, we examine the proportion of the \( d_{ij}(s) \) that are greater than zero. If more than 66% of the \( d_{ij}(s) > 0 \) then \( d(e_{ij}) = 1 \) (the arrow points from \( j \) to \( i \)). If less than 33% of \( d_{ij}(s) > 0 \) then \( d(e_{ij}) = -1 \) (the arrow points from \( i \) to \( j \)). Otherwise, \( d(e_{ij}) = 0 \) (the arrow is bidirectional).

The result is a directed network, examples of which are seen in Figures 6–8. Although we did not conduct rigorous tests of sensitivity to these thresholds, the results of preliminary sensitivity testing are qualitatively similar; indeed, with few exceptions, most topic polarity distributions are either sharply skewed toward one end of the distribution or largely symmetric.

**SAMPLE DIRECTED GRAPH RESULTS: THE EFFECTS OF PANEL MEMBER SPEAKING ORDER**

A sample application of this approach to the same FDA advisory committees studied by Broniatowski and Magee [32], [33] shows that influential panel members, who initiate topics that others follow, are more likely to be near the “top” of the graph (i.e., a low indegree) whereas panel members who are not followed tend to be near the “bottom” (i.e., a low outdegree). Broniatowski and Magee [34] found a tendency for members of the voting minority to speak later in the meeting, compared to members of the voting majority. Consistent with this finding, members of the voting minority tend to have a lower graph outdegree than do members of the voting majority. Under such conditions, voting minorities also become larger—indeed, the maximum outdegree of a voting minority member is strongly associated with the proportion of voting members in the minority (Spearman rho = 0.62; \( p = 0.0082 \)).

**LEADERSHIP DYNAMICS ON FDA PANELS**

Broniatowski and Magee [27] also explored how these graphs may change their topology on the basis of which nodes are included. In particular, inclusion of the committee chair may or may not “flatten” the graph by connecting the sink nodes (i.e., nodes on the bottom of the graph) to higher nodes. In other meetings, the chair may act to connect otherwise disparate groups of voters or serve to pass information from one set of nodes to another. Using a metric of the hierarchy in the graph [35], one may quantify the impact that the committee chair has upon the meeting. To do so, we first determine, for each graph, which proportion of edges is part of a cycle.
We then add the node representing the committee chair to the graph and calculate the hierarchy for this updated graph.

The difference in this hierarchy metric between graphs with and without the chair therefore quantifies impact of the chair on the meeting:

\[
\text{Chair Impact} = \left( \frac{\# \text{links in cycle}}{\# \text{total links}} \right)_{\text{no chair}} - \left( \frac{\# \text{links in cycle}}{\# \text{total links}} \right)_{\text{chair}}.
\]

For example, in a directed acyclic graph, the value of this metric would be zero. If, upon including the committee chair, 50% of the links in the graph take part in a cycle, then the value of this metric would increase to 0.5. We display this metric for the graph without the chair (Figure 6) and with the chair (Figure 7). For the meeting held on 23 June 2005 (Figures 6 and 7), this value is 0.78 – 0.35 = 0.43. This suggests that the chair is significantly changing the topology of the meeting structure – in particular, it seems that the chair is serving a mediation role by connecting members at the “bottom” of the graph to those at the “top.” Among the many roles of the committee chair is to serve as a facilitator, ensuring that all of the panel members present are able to express their views. Other meetings display different behavior by the chair. Consider the meeting held on 27 October 1998 (in Figure 8).

In this meeting, the committee chair combined the viewpoints of two disparate clusters on the panel. When the chair does not act to significantly change the graph structure, he or she may be taking on the role of a synthesizer—a hands-off approach that allows panel members more freedom to respond to FDA questions, perhaps because additional mediation is deemed unnecessary.

**DISCUSSION**

The initial findings presented here provide an empirical formalization of, and insight into, the impact of social structure on committee deliberation and voting. The effects of medical specialty on voting behavior have been mentioned above. Additionally, the results of the directed graph analysis are particularly suggestive in that they provide an empirical verification and visualization of paths of influence within a committee meeting. Additionally, these graphs offer quantifiable insights into how different committee chairs might approach running meetings. In our view, the methods outlined in this article hold significant promise for application across a range of social phenomena. Although a full social-scientific treatment of the findings presented here is outside of the scope of this article, these methods provide an emerging toolkit that may be used to analyze group decision making in committees of experts.
METHODOLOGICAL LIMITATIONS

The method outlined in this article relies on meeting transcripts to generate empirical findings regarding committee decision making. It is seemingly sensitive to the limitation that not all committee members might express their views truthfully. Nevertheless, it is very difficult for individuals to avoid using jargon with which they are familiar. A more significant challenge to the use of linguistic data for the analysis of social behavior on expert committees stems from the assumption that such dynamics are entirely reflected in language. Another similar concern is absence of data that might result if a particular voting member of the committee remains silent, says little, or strategically uses speech to hide preferences. Indeed, work by Pentland [36] has shown that much social signaling occurs through body language and vocal dynamics that are not able to be captured in a transcript. In addition, procedural elements of decision making, including the impact of committee member preferences, ordering of alternatives, and voting rule, are important [37]. For a more detailed analysis of these factors in the FDA context, see the article by Broniatowski and Magee [34]. It should therefore be clarified that this article does not claim that all social dynamics are manifest in language, rather, word choice provides one source of insight into a complex, multimodal process.

CONCLUSIONS

Many of the approaches presented in this article use signal processing techniques to analyze text data. In particular, we analyze the flow of information between individuals on technical expert committees using words as representative of the signals in question. Dimensionality-reduction methods, such as LSA and LDA, are common to signal processing literature but have only just started to be applied to the social sciences. A cross-correlation analysis of the resulting topics allows the further
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**[FIG8]** Directed graph representation of meeting held on 27 October 1998 with the committee chair [33]. Hierarchy metric = 0 [35]. Node shape represents medical specialty and node color represents vote (yellow is approval, grey is nonapproval, black is abstention). (Figure used with permission.)
incorporation of temporal information. In general, we believe that methodological innovations will enable the further application of signal processing techniques to text, particularly as text data from real-world settings becomes increasingly available. Policy-relevant findings are sure to follow, enabling the creation of new theory, and opening an exciting new quantitative frontier in computational social science.
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