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#### Abstract

Although the use of location-based services to study human mobility has increased, the spread of their use has been limited due to privacy protection. Population statistics derived from the operational data of mobile networks have also received increasing attention. However, information about human mobility has been eliminated by the aggregation process. Under these conditions, this paper proposes a method to integrate multiple nonidentifiable statistics and produce pseudo-data on human mobility. This data consists of numerous virtual agents generated by a stochastic model and fulfills the given statistical features. To evaluate the proposed model's performance, it is applied to an actual data set. As a result, the spatial distribution of people estimated by the model shows a valid correlation to the data estimated using mobile phone data in any time zone. In addition, the comparison of time series of population data shows good correlation in most grids.
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## 1. Introduction

Recently, various types of new mobility services such as ride-sourcing (Rayle et al., 2015) and free-floating car sharing (Wielinski et al., 2015) have increased along with urbanization. To design such mobility services and forecast the ir impact, it is essential to understand human mobility (i.e., who travels, when they travel, where they travel, why they travel, and how they travel).

In the context of traffic engineering, numerous studies have addressed travel-demand estimation using activity-based models, including the utili-ty-maximizing approach (Bowman and Ben-Akiva, 2000; Bhat et al., 2013), rule-based approach (Miller and Roorda, 2003), and mathematical programming approach (Recker, 1995). These approaches require a detailed travel diary based on census data and/or a questionnaire. Although these data have made substantial contributions to the understanding of human mobility, surveys have decreased in frequency due to their high time and cost expenses (Kang et al., 2010; Wu et al., 2014).

Along with the growth in the use of the mobile phones, studies of human mobility using various types of location-based data have increased. These include methods such as GPS trajectories (Fan et al., 2014; Furletti et al., 2013; Hayano and Adachi, 2013), check-in data based on the location of social network services (Hasan et al., 2013; Wu et al., 2014), and anonymous mobile phone call records (Gonzalez et al., 2008; Phithakkitnukoon et al., 2010; Kang et al., 2010). Though location-based services were expected to increase the understanding of human mobility, their use has been limited due to privacy protection. Therefore, a new method to derive small area population statistics based on operational mobile phone data (Terada et al., 2013) has received increasing attention. These statistics are easily collected and updated. However, information about the mobility of people has been eliminated by the process of aggregation to grid square statistics.

Under these circumstances, we propose a method that integrates multiple non-identifiable statistics and produces pseudo-data on human mobility. Data, which fulfill the given statistical features, consist of numerous virtual agents generated by a stochastic model. Section 2 of this paper explains the model in detail. Section 3 describes how the model was applied to an actual data set and the results of evaluation. Conclusions are presented in Sect. 4.

## 2. Method

### 2.1 Model Framework

Generation of pseudo-data involved three steps: 1) numerous agents characterized by habitat, age-group, and sex, were generated based on $1-\mathrm{km}$ grid square statistics from the population census, 2) a sequence of activities was assigned to each agent using age-group and sex as input data, and 3) a destination corresponding to each activity was assigned to each agent. In these steps, some attributes (habitat, age-group, sex, activity schedule, destination of each activity) were randomly assigned to each agent. The following sections describe each of these steps.

### 2.2 Generation of Agents

In this step, numerous agents characterized by habitat, age-group, and sex were generated based on $1-\mathrm{km}$ grid square statistics from the population census.

### 2.3 Generation of Activity Sequence

An activity sequence was defined as the sequential set of activities in each time zone based on the time of day. The activity in each time zone was assigned to an agent using age-group and sex as input data.

If the transition probability between activities at each time zone was available, the activity sequence was generated using a random number. Specifically, the following relationship was obtained on the assumption of a first-order Markov chain between activities with a transition matrix $\mathbf{A}^{(t)}$ :

$$
\begin{equation*}
P^{(t)}(i \leftarrow j)=a_{i j}^{(t)} \tag{1}
\end{equation*}
$$

where $P^{(t)}(i \leftarrow j)$ was a choice probability of activity $i$ at time $t+1$, given an activity $j$ at time $t$, and $a_{i j}^{(t)}$ was the $i j$ element of the matrix $\mathbf{A}^{(t)}$. Therefore, the sequential generation of an activity was possible. Several studies, particularly those on residential electricity demand modeling, have used the Markov chain model to generate residential electricity demand profiles, because they have a high correlation with activity patterns (Torriti, 2014). However, in most cases, the transition probability matrix was estimated by calculating the relative frequency of individual time use
data (Widén and Wäckelgärd, 2010). In contrast, our model required aggregated time use data instead of individuals.
The NHK National Time Use Survey (NHK Broadcasting Culture Research Institute, 2015) and the Survey on Time Use and Leisure Activities (Statistics Bureau of Japan, 2015a) provided data suitable for the generation of activity sequences because they had a sufficient number of samples for each age and sex group. Although we could extract the participation rate in each time zone and the participation rate during an entire day, the probability of transition between activities was not available and was thus estimated under the constraint of the participation rate in each time zone. In the following calculation, we formulated this question as a mathematical optimization problem.
The terms $\mathbf{y}^{(t)}$ and $\mathbf{y}^{(t+1)}$ denote an $n$-dimensional vector each and represent a participation rate at time $t$ and $t+1$ respectively. Then, the number of the elements in the transition probability matrix becomes $n \times n$. Therefore, $\mathbf{A}^{(t)}$ cannot be solved uniquely because the number of equations described below is fewer than the number of unknowns:

$$
\begin{equation*}
\mathbf{y}^{(t+1)}=\mathbf{A}^{(t)} \mathbf{y}^{(t)} \tag{2}
\end{equation*}
$$

We considered a toy problem as shown in Fig. 1a. Suppose that an activity set consists of only two elements "home" and "work" and a discrete time set consists of two elements "t=1" and "t=2." We need to consider the manner in which the transition probability matrix $\mathbf{A}^{(t)}$ is estimated under the following condition: $\mathbf{y}^{(1)}=(0.5,0.5)^{T}$ and $\mathbf{y}^{(2)}=(0.5,0.5)^{T}$. In this problem, the following three solutions are included: 1) all agents do not change their activity, 2) half of all agents change their activity, and 3) all agents change their activity. Each solution can be seen in Fig. 1b. Each of them corresponds to a different transition probability matrix. For example, solution 1 corresponds to a diagonal matrix, as shown in Fig. 1b.
To find a unique solution, we consider the participation rate during an entire day. The participation rate corresponding to each solution is calculated by counting the number of agents that experienced the activity. The result is shown in the right side of Fig. 1b. Because the participation rate during an entire day can also be extracted from the survey, the most suitable solution is determined by comparing them. However, in general, it was quite difficult to detect all candidates in the solution. Therefore, we formulated the following mathematical optimization problem and derived the solution.


Fig. 1. a) Schematic of the toy problem; b) Solution to the toy problem

$$
\begin{array}{cl}
\text { Minimize } & \sum_{i, j} a_{i j}^{(t) 2}, \\
\text { Subject to } & \sum_{i, j} a_{i j}^{(t)}=1, \\
& a_{i j}^{(t)}>0 \quad \forall i, j, \\
& y_{i}^{(t+1)}-\sum_{j} a_{i j}^{(t)} y_{j}^{(t)}=0, \tag{6}
\end{array}
$$

where Eqs. 4 and 5 were constraints on probability. Equation 6 is an important constraint in the given statistical features (i.e., the participation rate in each time zone). Equation 3, which is defined as the sum of the squares
of shares, is used as a measure of diversity in the context of economy and ecology known as the Herfindahl-Hirschman index (Hirschman, 1945) and the Simpson diversity index (Simpson, 1949), respectively.

We assume that people tend to continue the same activity. To express the ease of the transition, we introduce the weight coefficient $\beta_{i j}(\forall i, j)$ into each element of Eq. 3. We assume that all the weight coefficients of the transition to another activity are the same and that the probability of the same activity is high. Accordingly, we could reduce the number of the weight coefficients from $n^{2}$ to $n$. In the following, the weight coefficients of the transition to another activity $\beta_{i j}(i \neq j)$ are equal to 1 , and the weight coefficients of the transition to the same activity are redefined as $1-\beta_{i}$. Then, Eq. 3 is expressed:

$$
\begin{equation*}
\text { Minimize } \sum_{i, j}\left(1-\beta_{i} \delta_{i j}\right) a_{i j}^{(t) 2} \tag{7}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta. In addition, the value of $\beta_{i}$ ranges between 0 to 1 and, when the larger value is set (i.e., $\beta_{i}$ close to 1 ), the probability of higher transition is obtained. Equation 7 is a quadratic function of $a_{i j}^{(t)}$, and Eqs. 4-6 are the linear constraints of $a_{i j}^{(t)}$. These equations are known as a quadratic programming problem.

The quadratic programming problem is formulated as follows:

$$
\begin{align*}
& \text { Minimize } \frac{1}{2} \mathbf{x}^{\mathrm{T}} \mathbf{Q} \mathbf{x}+\mathbf{p}^{\mathrm{T}} \mathbf{x}  \tag{8}\\
& \text { Subject to } \quad \mathbf{A}^{\mathrm{T}} \mathbf{x} \geq \mathbf{b}^{\mathrm{T}} \tag{9}
\end{align*}
$$

Here, we consider the $n^{2}$-dimensional vector $\mathbf{x}$ and arrange the elements as follows:

$$
\begin{equation*}
x^{T}=\left[a_{11}, a_{12}, \cdots, a_{i j}, \cdots, a_{n n}\right] \tag{10}
\end{equation*}
$$

Then, the $n^{2} \times n^{2}$ matrix $\mathbf{Q}$ becomes a block diagonal matrix as follows:

$$
\begin{equation*}
\mathbf{Q}=\operatorname{diag}\left[\mathbf{B}_{1}, \mathbf{B}_{2}, \cdots, \mathbf{B}_{\mathbf{n}}\right] \tag{11}
\end{equation*}
$$

where $n \times n$ matrix $\mathbf{B}_{\mathbf{i}}$ is a diagonal matrix as follows:

$$
\begin{equation*}
\mathbf{B}_{\mathbf{i}}=\operatorname{diag}\left[2\left(1-\beta_{\mathrm{i}} \delta_{i 1}\right), 2\left(1-\beta_{\mathrm{i}} \delta_{i 2}\right), \cdots, 2\left(1-\beta_{\mathrm{i}} \delta_{i n}\right)\right] \tag{12}
\end{equation*}
$$

The matrix $\mathbf{Q}$ is diagonal and cannot take a negative value based on the definition of $\beta_{i}$. This means that $\mathbf{Q}$ is a positive-definite matrix. There-
fore, this is a convex optimization problem and is guaranteed to have a unique solution.

As mentioned above, we formulated the problem for a transition probability matrix as the quadratic programming problem. Finally, the weight coefficients $\beta_{i}$ were adjusted to fit the highest given participation rate for the whole day and the transition probability matrix was calculated to use the coefficients.

### 2.4 Generation of the Destination Sequence

The destination sequence was defined as the sequential set of destinations in each time zone and showed where each agent visited during the day. The destination corresponding to each activity was assigned to the agent using Wilson's entropy model (Wilson, 1967) as follows:

$$
\begin{equation*}
X_{i j}=A_{i} B_{j} O_{i} D_{j} e^{-\gamma c_{i j}} \tag{13}
\end{equation*}
$$

where $X_{i j}$ denotes the number of trips between $i$ and $j, O_{i}$ is the total number of trip origins at grid square $i, D_{j}$ is the total number of trip destinations at grid square $j, c_{i j}$ is the distance between $i$ and $j$, and $A_{i}, B_{j}$ and $\gamma$ denote parameters. The equation showed that the total number of trips was proportion to the number of trip origins (i.e., trip demands) and destinations (i.e., attractiveness). The equation also showed that the number of trips became larger when the distance decreased.

The parameters $A_{i}, B_{j}$ and $\gamma$ were determined using the following constraints:

$$
\begin{align*}
& O_{i}=\sum_{j} X_{i j}  \tag{14}\\
& D_{j}=\sum_{i} X_{i j}  \tag{15}\\
& \sum_{i, j} X_{i j} c_{i j}=C \tag{16}
\end{align*}
$$

where $C$ was the total trip distance. Because the total trip distance was calculated by multiplying the number of trips by the average trip distance, we could determine the parameters under the given average constraint for the trip distance.

Using Eqs. 13-16, the following equations were obtained:

$$
\begin{gather*}
A_{i}=\left(\sum_{j} B_{j} D_{j} e^{-\kappa_{i j}}\right)^{-1},  \tag{17}\\
B_{j}=\left(\sum_{i} A_{i} O_{i} e^{-\kappa_{i j}}\right)^{-1},  \tag{18}\\
\sum_{i, j} A_{i} B_{j} O_{i} D_{j} e^{-\kappa_{i j}} \cdot c_{i j}=C . \tag{19}
\end{gather*}
$$

These equations were typically solved using an iterative procedure.
In the previous step, the activity sequence for each agent was already known. Therefore, we could estimate the number of trips for every activity. The term $X_{i j}^{(k)}$ denoted the number of trips on activity $k$. Then, $X_{i j}^{(k)}$ was expressed as:

$$
\begin{equation*}
X_{i j}^{(k)}=A_{i}^{(k)} B_{j}^{(k)} O_{i}^{(k)} D_{j}^{(k)} e^{-\gamma^{(k)} c_{i j}}, \tag{20}
\end{equation*}
$$

where superscript $k$ meant "about activity k." Assuming the first-order Markov process on the choice of destination, we obtained the probability for the choice of destination as follows:

$$
\begin{equation*}
P\left(\operatorname{pos}^{(t+1)}=j \mid \operatorname{act}^{(t+1)}=k, \operatorname{pos}^{(t)}=i\right)=\frac{X_{i j}^{(k)}}{\sum_{j} X_{i j}^{(k)}} \tag{21}
\end{equation*}
$$

where the superscript $t$ denoted time, $\operatorname{pos}^{(t)}$ was a position at $t$, and act ${ }^{(t)}$ was the activity at $t$. By calculating the number of trips for every activity, we generated a destination sequence for each agent.

## 3. Application of Proposed Model

In the following sections, we describe how the model is applied to an actual data set.

### 3.1 Data sets and Processing

To apply the proposed model, the following data sets were used:

- Grid Square Statistics of 2010 Population Census
- The NHK National Time Use Survey (2010)
- Grid Square Statistics of 2009 Economic Census for Business Frame
- Grid Square Statistics of Census of Commerce (2009)
- Establishment and Enterprise Census of Japan (2006)

The Grid Square Statistics divides Japan into a small mesh grid based on latitudes and longitudes (Statistics Bureau of Japan, 2015). In this study, we used a $1-\mathrm{km}$ grid square unit of analysis in accordance with statistical data.
"Mobile Spatial Statistics" is a new type of small area population statistics developed by NTT DOCOMO, which is the largest provider of mobile services in Japan. With a $40 \%$ market share of mobile services in Japan, DOCOMO has 60 million subscribers. The statistics provided us with an hourly population for each grid square. Population census statistics provide us with the de jure population (the legally resident population), whereas "Mobile Spatial Statistics" is one of the few statistics that can provide us the de facto population (the population actually present at a given time). Therefore, it was reasonable to evaluate the reproducibility of the de facto population using "Mobile Spatial Statistics." We used the data of the average number of users over one month in each time zone in order to smoothen out day-to-day fluctuations.

The general process for evaluating the model is summarized below:

1. Agents were generated and assigned attributes (habitat, age-group, and sex) based on the Grid Square Statistics of Population Census. Age groups were aggregated into seven groups (15-19, 20s, 30s, 40s, $50 \mathrm{~s}, 60 \mathrm{~s}$, and $70+$ ) by sex to fit the division of the NHK National Time Use Survey (hereinafter referred to as the NHK data)
2. Each agent was assigned an activity sequence using the transition probability matrix derived from the NHK data (described in Sect. 3.3)
3. A destination corresponding to each activity was assigned to each agent using destination choice probability derived from several types of census data. We employed a straight line as the distance between the grid squares and defined the inside distance of each grid square as a uniform 500 m . Moreover, we extracted the following features:

- Work: number of employees
- Schoolwork: number of students
- Medical treatment: number of outpatients calculated by multiplying the number of medical institutions (hospitals, clinics, and dental offices) by the average number of outpatients at each institution
- Shopping: annual retail business sales

Further, we assumed that the agents did not move when activities other those outlined above were selected. This meant that the activities occurred in the same place as the previous activity.

The distance coefficient $\gamma$ was solved numerically when the average trip distance was given. The average trip distance for each activity was calculated from the results of a web questionnaire for 1,600 people living in Nagoya, Japan (described in Sect. 3.4).

### 3.2 Study Area

We used "Mobile Spatial Statistics" to evaluate the performance of the model. We acquired data covering the urban area of Toyota city, which is located in the middle of the Aichi prefecture. Toyota has a population of 270,000 and includes 309 grid squares. We established a study area that included parts of four cities (Toyota, Okazaki, Miyoshi, and Anjo), as shown in Fig. 2. These cities were chosen because of their frequent intercommunications. The study area contained 576 grid squares (equating to 576 square kilometers) with a population of 717,384 .


Fig. 2. Study area (source: CraftMap)

### 3.3 Application of the Activity Sequence Generation Model

As mentioned in Sect. 2.3, we formulated the activity sequence generation model as a convex quadratic programming problem. This section describes how the model was applied to the NHK data.

### 3.3.1 Definition of Activities

A total of 27 types of activities were defined in the NHK data. Because most of these had no relation to out-of-home activities, we reclassified "at home" and nine other out-of-home activities, as shown in Table 1.

Although the "at home" activities were not included in the classification of the NHK data, we extracted the hourly rate for "at home" activities from another NHK data set. Moreover, we were not able to obtain the participation rate for "eating out" from the NHK data because the NHK data does not distinguish between "eating out" and "eating at home." Therefore, we assumed that the rate for "eating out" could be calculated by multiplying the "meals" and "out of home" rates. The "out of home" rate was calculated by subtracting the "at home" rate from 1 . However, because the sum of

Table 1. Type and definition of activities

| Symbol Classification | Definition |  |
| :---: | :--- | :--- |
| $H$ | At home | At home |
| $A_{1}$ | Work | Work, work-related association + Commuting to |
|  |  | work |
| $A_{2}$ | Schoolwork | Classes and school activities + Commuting to |
|  |  | school |
| $A_{3}$ | Shopping | Shopping |
| $A_{4}$ | Exercise and sports | Exercise and sports |
| $A_{5}$ | Outings and walks | Outings and walks |
| $A_{6}$ | Hobbies, entertainment, cultural ac- Hobbies, entertainment, cultural activities |  |
|  | tivities |  |
| $A_{7}$ | Medical treatment or recuperation | Medical treatment or recuperation |
| $A_{8}$ | Eating out | Minimum of "meals" times "out-of-home" and |
|  |  | "out-of-home" minus the sum of $A_{1}$ to $A_{7}$ i.e. |
|  |  | min $\left\{\right.$ Meals $\left.\times(1-H), 1-H-\sum_{i=1}^{7} A_{i}\right\}$ |
| $A_{9}$ | Other out-of-home activities | $1-\sum_{i=1}^{8} A_{i}$ |

the "at home" rate and "out of home" rate (i.e., the sum of $A_{1}$ to $A_{8}$ shown in Table. 1) could exceed 1 , we added a constraint under which the upper bound of the "eating out" rate was less than the "out of home" rate minus the sum of $A_{1}$ to $A_{7}$. In addition, the "other out-of-home activity" rate ( $A_{9}$ ) represented an out-of-home activity other than $A_{1}$ to $A_{8}$.

### 3.3.2 Application of the Model

In the beginning, participation rates of the 10 types of activities defined in each time zone were calculated using the procedure described in Sect. 3.3.1. Participation rates were aggregated to an hourly unit by averaging 15 min of unit data. We then calculated the transition probability matrices by applying the method described in Sect. 2.3 to the hourly participation rate data. To solve the quadratic programming problem, we used "quadprog," which is the quadratic programming package of R language. Because the participation rate for an entire day cannot be obtained analytically, we need to utilize a numerical simulation. Aggregating this result provided the participation rate for the entire day. Finally, based on the comparison of the simulation results and the data, we chose the best-fit parameter $\beta_{i}$. The larger $\beta$ lowered the participation rate for the entire day.

### 3.3.3 Application Results

Figure 3 shows some samples of the activity sequences generated by the method shown in the previous section. The figure shows the activity sequence of a) men 15-19 years old, b) men 40-49 years old, c) women 40-

49 years old, and d) women $70+$ years old. Based on these figures, we can see that the activity patterns generated by the model differ for each attribute.


Fig. 3. Examples of activity sequences for a) men 15-19 years old, b) men 40-49 years old, c) women 40-49 years old, and d) women 70+ years old

### 3.4 Application of the Destination Sequence Generation Model

Calculation of the parameter $\gamma$, which represents sensitivity to distance, is calculated in the following sections. The average of trip distance for each activity obtained from the web questionnaire was as follows: work: 4.14 km, school: 3.42 km , medical treatment: 2.72 km , shopping: 2.08 km . Applying Wilson's entropy model under the given conditions, we could not find a feasible solution for shopping. This is likely because people living in Toyota city have greater distances to travel for shopping than those in Na goya city. While seeking a solution, we determined that to have a feasible solution, the average trip distance for shopping should be more than 2.4 km . Therefore, we assumed a distance of 2.4 km . Consequently, we obtained the following parameters: work: 0.40 , school: 0.70 , medical treatment: 0.76 , and shopping: 1.22 . The parameter $\gamma$ expresses distance sensitivity. Thus, when compared to other purposes such as medical treatment, school, and work, people who shop tend to choose a closer location. This tendency occurs in the following order: shopping, medical treatment, school, and work.

### 3.5 Results and Discussion

The proposed model was applied to an area in the middle of the Aichi prefecture. Figure 4 shows the comparison of "Mobile Spatial Statistics" and estimated population in all grids. Therefore, the spatial distribution of people estimated by the model shows a valid correlation $(\mathrm{R}>0.9)$ to that estimated using the mobile phone data in any time zone. In addition, Fig. 5 compares the time series of the population in each grid. Some grids such as those shown in Figs. 5a and b show strong correlations, whereas few others do not. To evaluate the reproducibility of time variances quantitatively, we calculated a correlation coefficient for each grid. We also calculated the cumulative distribution of the correlation coefficient. The results showed that almost $50 \%$ of the grids have positive correlations $(\mathrm{R}>0.8)$ and almost $30 \%$ of the grids have negative correlation coefficients ( $\mathrm{R}<0$ ).

According to the "Mobile Spatial Statistics" (Oyabu et al., 2013), data were reliable in grids defined as densely inhabited. Specifically, in $1-\mathrm{km}$ grid squares with a population greater than $3,000,80 \%$ of the area is within a deviation rate of $\pm 10 \%$. Therefore, the evaluation using only the highly reliable grids showed that $90 \%$ of the grids have positive correlations ( $\mathrm{R}>$ 0.8).

The performance of the proposed model was confirmed on the basis of the comparison of its results with "Mobile Spatial Statistics". However,
further improvement in the precision and resolution of the model are required. To improve precision, the future study should include:

- Expansion of facilities
- Expansion of the target activity of mobility
- Expansion of the study area
- Use of frequently-updated data

Incorporating frequently updated data utilizing techniques such as data assimilation is necessary to respond to human mobility that varies daily. In addition, incorporating high resolution data is important for improving spatial resolution. A method for estimating detailed population data with household locations, called "Micro-population Census", was recently proposed (Akiyama et al., 2013). Using such data is expected to improve the resolution of the model.

## 4. Conclusions

In this paper, we proposed a method for generating large amounts of virtual data on human mobility (who travels, when they travel, where they travel, why they travel, and how they travel) without using identifiable data. Data consisted of pseudo-agents with several attributes (habitat, age-group, sex, activities for an entire day, destination for each activity) and fulfills the given statistical features. A significant point to be emphasized is that the proposed model does not require disaggregated data. In contrast, fullfledged activity-based models generally require large amount of detailed disaggregated data. Thus, we are not concerned about privacy protection.

The performance of the proposed model was examined by applying it to a real data set and comparing the results with a time profile of the estimated population based on mobile phone data. The results suggested that the proposed model shows effective reproducibility, particularly in densely populated areas. Positive correlations have indicated 0.8 and more in almost $90 \%$ of the grids. One of the limitations of the model is its resolution, which depends entirely on the resolution of the input data. Therefore, using high resolution data is expected to improve resolution. We have proposed to use such high resolution data in future studies.


Fig. 4. Comparison of "Mobile Spatial Statistics" and estimated population at a) 3:00, b) 6:00, c) 9:00, d) 12:00, e) 15:00, and f) 18:00


Fig. 5. Comparison of hourly area population for "Mobile Spatial Statistics" and estimated population. Figures $\mathbf{a}$ and $\mathbf{b}$ are successful examples. Figures $\mathbf{c}$ and $\mathbf{d}$ are failed examples.
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