
Convex Optimization Algorithms

Dimitri P. Bertsekas

Massachusetts Institute of Technology

WWW site for book information and orders

http://www.athenasc.com

Athena Scientific, Belmont, Massachusetts



Athena Scientific
Post Office Box 805
Nashua, NH 03061-0805
U.S.A.

Email: info@athenasc.com
WWW: http://www.athenasc.com

c⃝ 2015 Dimitri P. Bertsekas
All rights reserved. No part of this book may be reproduced in any form
by any electronic or mechanical means (including photocopying, recording,
or information storage and retrieval) without permission in writing from
the publisher.

Publisher’s Cataloging-in-Publication Data

Bertsekas, Dimitri P.
Convex Optimization Algorithms
Includes bibliographical references and index
1. Nonlinear Programming 2. Mathematical Optimization. I. Title.
T57.8.B475 2015 519.703
Library of Congress Control Number: 2002092168

ISBN-10: 1-886529-28-0, ISBN-13: 978-1-886529-28-1



Contents

1. Convex Optimization Models: An Overview . . . . . . p. 1

1.1. Lagrange Duality . . . . . . . . . . . . . . . . . . . . p. 2
1.1.1. Separable Problems – Decomposition . . . . . . . . . p. 7
1.1.2. Partitioning . . . . . . . . . . . . . . . . . . . . p. 9

1.2. Fenchel Duality and Conic Programming . . . . . . . . . . p. 10
1.2.1. Linear Conic Problems . . . . . . . . . . . . . . . p. 15
1.2.2. Second Order Cone Programming . . . . . . . . . . . p. 17
1.2.3. Semidefinite Programming . . . . . . . . . . . . . . p. 22

1.3. Additive Cost Problems . . . . . . . . . . . . . . . . . p. 25
1.4. Large Number of Constraints . . . . . . . . . . . . . . . p. 34
1.5. Exact Penalty Functions . . . . . . . . . . . . . . . . p. 39
1.6. Notes, Sources, and Exercises . . . . . . . . . . . . . . p. 47

2. Optimization Algorithms: An Overview . . . . . . . . p. 53

2.1. Iterative Descent Algorithms . . . . . . . . . . . . . . . p. 55
2.1.1. Differentiable Cost Function Descent – Unconstrained . . . .

Problems . . . . . . . . . . . . . . . . . . . . . p. 58
2.1.2. Constrained Problems – Feasible Direction Methods . . . p. 71
2.1.3. Nondifferentiable Problems – Subgradient Methods . . . p. 78
2.1.4. Alternative Descent Methods . . . . . . . . . . . . . p. 80
2.1.5. Incremental Algorithms . . . . . . . . . . . . . . . p. 83
2.1.6. Distributed Asynchronous Iterative Algorithms . . . . p. 104

2.2. Approximation Methods . . . . . . . . . . . . . . . p. 106
2.2.1. Polyhedral Approximation . . . . . . . . . . . . . p. 107
2.2.2. Penalty, Augmented Lagrangian, and Interior . . . . . . .

Point Methods . . . . . . . . . . . . . . . . . . p. 108
2.2.3. Proximal Algorithm, Bundle Methods, and . . . . . . . . .

Tikhonov Regularization . . . . . . . . . . . . . . p. 110
2.2.4. Alternating Direction Method of Multipliers . . . . . p. 111
2.2.5. Smoothing of Nondifferentiable Problems . . . . . . p. 113

2.3. Notes, Sources, and Exercises . . . . . . . . . . . . . p. 119

3. Subgradient Methods . . . . . . . . . . . . . . . p. 135

3.1. Subgradients of Convex Real-Valued Functions . . . . . . p. 136

iii



iv Contents

3.1.1. Characterization of the Subdifferential . . . . . . . . p. 146
3.2. Convergence Analysis of Subgradient Methods . . . . . . p. 148
3.3. ϵ-Subgradient Methods . . . . . . . . . . . . . . . . p. 162

3.3.1. Connection with Incremental Subgradient Methods . . p. 166
3.4. Notes, Sources, and Exercises . . . . . . . . . . . . . . p. 167

4. Polyhedral Approximation Methods . . . . . . . . . p. 181

4.1. Outer Linearization – Cutting Plane Methods . . . . . . p. 182
4.2. Inner Linearization – Simplicial Decomposition . . . . . . p. 188
4.3. Duality of Outer and Inner Linearization . . . . . . . . . p. 194
4.4. Generalized Polyhedral Approximation . . . . . . . . . p. 196
4.5. Generalized Simplicial Decomposition . . . . . . . . . . p. 209

4.5.1. Differentiable Cost Case . . . . . . . . . . . . . . p. 213
4.5.2. Nondifferentiable Cost and Side Constraints . . . . . p. 213

4.6. Polyhedral Approximation for Conic Programming . . . . p. 217
4.7. Notes, Sources, and Exercises . . . . . . . . . . . . . . p. 228

5. Proximal Algorithms . . . . . . . . . . . . . . . p. 233

5.1. Basic Theory of Proximal Algorithms . . . . . . . . . . p. 234
5.1.1. Convergence . . . . . . . . . . . . . . . . . . . p. 235
5.1.2. Rate of Convergence . . . . . . . . . . . . . . . . p. 239
5.1.3. Gradient Interpretation . . . . . . . . . . . . . . p. 246
5.1.4. Fixed Point Interpretation, Overrelaxation, . . . . . . . . .

and Generalization . . . . . . . . . . . . . . . . p. 248
5.2. Dual Proximal Algorithms . . . . . . . . . . . . . . . p. 256

5.2.1. Augmented Lagrangian Methods . . . . . . . . . . p. 259
5.3. Proximal Algorithms with Linearization . . . . . . . . . p. 268

5.3.1. Proximal Cutting Plane Methods . . . . . . . . . . p. 270
5.3.2. Bundle Methods . . . . . . . . . . . . . . . . . p. 272
5.3.3. Proximal Inner Linearization Methods . . . . . . . . p. 276

5.4. Alternating Direction Methods of Multipliers . . . . . . . p. 280
5.4.1. Applications in Machine Learning . . . . . . . . . . p. 286
5.4.2. ADMM Applied to Separable Problems . . . . . . . p. 289

5.5. Notes, Sources, and Exercises . . . . . . . . . . . . . . p. 293

6. Additional Algorithmic Topics . . . . . . . . . . . p. 301

6.1. Gradient Projection Methods . . . . . . . . . . . . . . p. 302
6.2. Gradient Projection with Extrapolation . . . . . . . . . p. 322

6.2.1. An Algorithm with Optimal Iteration Complexity . . . p. 323
6.2.2. Nondifferentiable Cost – Smoothing . . . . . . . . . p. 326

6.3. Proximal Gradient Methods . . . . . . . . . . . . . . p. 330
6.4. Incremental Subgradient Proximal Methods . . . . . . . p. 340

6.4.1. Convergence for Methods with Cyclic Order . . . . . p. 344



Contents v

6.4.2. Convergence for Methods with Randomized Order . . p. 353
6.4.3. Application in Specially Structured Problems . . . . . p. 361
6.4.4. Incremental Constraint Projection Methods . . . . . p. 365

6.5. Coordinate Descent Methods . . . . . . . . . . . . . . p. 369
6.5.1. Variants of Coordinate Descent . . . . . . . . . . . p. 373
6.5.2. Distributed Asynchronous Coordinate Descent . . . . p. 376

6.6. Generalized Proximal Methods . . . . . . . . . . . . . p. 382
6.7. ϵ-Descent and Extended Monotropic Programming . . . . p. 396

6.7.1. ϵ-Subgradients . . . . . . . . . . . . . . . . . . p. 397
6.7.2. ϵ-Descent Method . . . . . . . . . . . . . . . . . p. 400
6.7.3. Extended Monotropic Programming Duality . . . . . p. 406
6.7.4. Special Cases of Strong Duality . . . . . . . . . . . p. 408

6.8. Interior Point Methods . . . . . . . . . . . . . . . . p. 412
6.8.1. Primal-Dual Methods for Linear Programming . . . . p. 416
6.8.2. Interior Point Methods for Conic Programming . . . . p. 423
6.8.3. Central Cutting Plane Methods . . . . . . . . . . . p. 425

6.9. Notes, Sources, and Exercises . . . . . . . . . . . . . . p. 426

Appendix A: Mathematical Background . . . . . . . . p. 443

A.1. Linear Algebra . . . . . . . . . . . . . . . . . . . . p. 445
A.2. Topological Properties . . . . . . . . . . . . . . . . p. 450
A.3. Derivatives . . . . . . . . . . . . . . . . . . . . . p. 456
A.4. Convergence Theorems . . . . . . . . . . . . . . . . p. 458

Appendix B: Convex Optimization Theory: A Summary . p. 467

B.1. Basic Concepts of Convex Analysis . . . . . . . . . . . p. 467
B.2. Basic Concepts of Polyhedral Convexity . . . . . . . . . p. 489
B.3. Basic Concepts of Convex Optimization . . . . . . . . . p. 494
B.4. Geometric Duality Framework . . . . . . . . . . . . . p. 498
B.5. Duality and Optimization . . . . . . . . . . . . . . . p. 505

References . . . . . . . . . . . . . . . . . . . . . . . p. 519

Index . . . . . . . . . . . . . . . . . . . . . . . . . . p. 557



ATHENA SCIENTIFIC

OPTIMIZATION AND COMPUTATION SERIES

1. Convex Optimization Algorithms, by Dimitri P. Bertsekas, 2015,
ISBN 978-1-886529-28-1, 576 pages

2. Abstract Dynamic Programming, by Dimitri P. Bertsekas, 2013,
ISBN 978-1-886529-42-7, 256 pages

3. Dynamic Programming and Optimal Control, Two-Volume Set,
by Dimitri P. Bertsekas, 2012, ISBN 1-886529-08-6, 1020 pages

4. Convex Optimization Theory, by Dimitri P. Bertsekas, 2009,
ISBN 978-1-886529-31-1, 256 pages

5. Introduction to Probability, 2nd Edition, by Dimitri P. Bertsekas
and John N. Tsitsiklis, 2008, ISBN 978-1-886529-23-6, 544 pages

6. Convex Analysis and Optimization, by Dimitri P. Bertsekas, An-
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Preface

There is no royal way to geometry
(Euclid to king Ptolemy of Alexandria)

Interest in convex optimization has become intense due to widespread ap-
plications in fields such as large-scale resource allocation, signal processing,
and machine learning. This book aims at an up-to-date and accessible de-
velopment of algorithms for solving convex optimization problems.

The book complements the author’s 2009 “Convex Optimization The-
ory” book, but can be read independently. The latter book focuses on
convexity theory and optimization duality, while the present book focuses
on algorithmic issues. The two books share mathematical prerequisites,
notation, and style, and together cover the entire finite-dimensional convex
optimization field. Both books rely on rigorous mathematical analysis, but
also aim at an intuitive exposition that makes use of visualization where
possible. This is facilitated by the extensive use of analytical and algorith-
mic concepts of duality, which by nature lend themselves to geometrical
interpretation.

To enhance readability, the statements of definitions and results of
the “theory book” are reproduced without proofs in Appendix B. Moreover,
some of the theory needed for the present book, has been replicated and/or
adapted to its algorithmic nature. For example the theory of subgradients
for real-valued convex functions is fully developed in Chapter 3. Thus the
reader who is already familiar with the analytical foundations of convex
optimization need not consult the “theory book” except for the purpose of
studying the proofs of some specific results.

The book covers almost all the major classes of convex optimization
algorithms. Principal among these are gradient, subgradient, polyhedral
approximation, proximal, and interior point methods. Most of these meth-
ods rely on convexity (but not necessarily differentiability) in the cost and
constraint functions, and are often connected in various ways to duality. I
have provided numerous examples describing in detail applications to spe-
cially structured problems. The reader may also find a wealth of analysis
and discussion of applications in books on large-scale convex optimization,
network optimization, parallel and distributed computation, signal process-
ing, and machine learning.

The chapter-by-chapter description of the book follows:

Chapter 1: Here we provide a broad overview of some important classes of
convex optimization problems, and their principal characteristics. Several

ix
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problem structures are discussed, often arising from Lagrange duality the-
ory and Fenchel duality theory, together with its special case, conic duality.
Some additional structures involving a large number of additive terms in
the cost, or a large number of constraints are also discussed, together with
their applications in machine learning and large-scale resource allocation.

Chapter 2: Here we provide an overview of algorithmic approaches, focus-
ing primarily on algorithms for differentiable optimization, and we discuss
their differences from their nondifferentiable convex optimization counter-
parts. We also highlight the main ideas of the two principal algorithmic
approaches of this book, iterative descent and approximation, and we illus-
trate their application with specific algorithms, reserving detailed analysis
for subsequent chapters.

Chapter 3: Here we discuss subgradient methods for minimizing a con-
vex cost function over a convex constraint set. The cost function may be
nondifferentiable, as is often the case in the context of duality and machine
learning applications. These methods are based on the idea of reduction
of distance to the optimal set, and include variations aimed at algorithmic
efficiency, such as ϵ-subgradient and incremental subgradient methods.

Chapter 4: Here we discuss polyhedral approximation methods for min-
imizing a convex function over a convex constraint set. The two main
approaches here are outer linearization (also called the cutting plane ap-
proach) and inner linearization (also called the simplicial decomposition
approach). We show how these two approaches are intimately connected
by conjugacy and duality, and we generalize our framework for polyhedral
approximation to the case where the cost function is a sum of two or more
convex component functions.

Chapter 5: Here we focus on proximal algorithms for minimizing a convex
function over a convex constraint set. At each iteration of the basic proxi-
mal method, we solve an approximation to the original problem. However,
unlike the preceding chapter, the approximation is not polyhedral, but
rather it is based on quadratic regularization, i.e., adding a quadratic term
to the cost function, which is appropriately adjusted at each iteration. We
discuss several variations of the basic algorithm. Some of these include
combinations with the polyhedral approximation methods of the preced-
ing chapter, yielding the class of bundle methods. Others are obtained
via duality from the basic proximal algorithm, including the augmented
Lagrangian method (also called method of multipliers) for constrained op-
timization. Finally, we discuss extensions of the proximal algorithm for
finding a zero of a maximal monotone operator, and a major special case:
the alternating direction method of multipliers, which is well suited for
taking advantage of the structure of several types of large-scale problems.

Chapter 6: Here we discuss a variety of algorithmic topics that sup-
plement our discussion of the descent and approximation methods of the
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preceding chapters. We first discuss gradient projection methods and vari-
ations with extrapolation that have good complexity properties, including
Nesterov’s optimal complexity algorithm. These were developed for differ-
entiable problems, and can be extended to the nondifferentiable case by
means of a smoothing scheme. Then we discuss a number of combinations
of gradient, subgradient, and proximal methods that are well suited for
specially structured problems. We pay special attention to incremental
versions for the case where the cost function consists of the sum of a large
number of component terms. We also describe additional methods, such
as the classical block coordinate descent approach, the proximal algorithm
with a nonquadratic regularization term, and the ϵ-descent method. We
close the chapter with a discussion of interior point methods.

Our lines of analysis are largely based on differential calculus-type
ideas, which are central in nonlinear programming, and on concepts of hy-
perplane separation, conjugacy, and duality, which are central in convex
analysis. A traditional use of duality is to establish the equivalence and
the connections between a pair of primal and dual problems, which may in
turn enhance insight and enlarge the set of options for analysis and compu-
tation. The book makes heavy use of this type of problem duality, but also
emphasizes a qualitatively different, algorithm-oriented type of duality that
is largely based on conjugacy. In particular, some fundamental algorithmic
operations turn out to be dual to each other, and whenever they arise in
various algorithms they admit dual implementations, often with significant
gains in insight and computational convenience. Some important examples
are the duality between the subdifferentials of a convex function and its
conjugate, the duality of a proximal operation using a convex function and
an augmented Lagrangian minimization using its conjugate, and the dual-
ity between outer linearization of a convex function and inner linearization
of its conjugate. Several interesting algorithms in Chapters 4-6 admit dual
implementations based on these pairs of operations.

The book contains a fair number of exercises, many of them sup-
plementing the algorithmic development and analysis. In addition a large
number of theoretical exercises (with carefully written solutions) for the“the-
ory book,” together with other related material, can be obtained from the
book’s web page http://www.athenasc.com/convexalgorithms.html, and
the author’s web page http://web.mit.edu/dimitrib/www/home.html. The
MIT OpenCourseWare site http://ocw.mit.edu/index.htm, also provides
lecture slides and other relevant material.

The mathematical prerequisites for the book are a first course in
linear algebra and a first course in real analysis. A summary of the relevant
material is provided in Appendix A. Prior exposure to linear and nonlinear
optimization algorithms is not assumed, although it will undoubtedly be
helpful in providing context and perspective. Other than this background,
the development is self-contained, with proofs provided throughout.
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The present book, in conjunction with its “theory” counterpart may
be used as a text for a one-semester or two-quarter convex optimization
course; I have taught several variants of such a course at MIT and else-
where over the last fifteen years. Still the book may not provide all of the
convex optimization material an instructor may wish for, and it may need
to be supplemented by works that aim primarily at specific types of con-
vex optimization models, or address more comprehensively computational
complexity issues. I have added representative citations for such works,
which, however, are far from complete in view of the explosive growth of
the literature on the subject.

The book may also be used as a supplementary source for nonlinear
programming classes that are primarily focused on classical differentiable
nonconvex optimization material (Kuhn-Tucker theory, Newton-like and
conjugate direction methods, interior point, penalty, and augmented La-
grangian methods). For such courses, it may provide a nondifferentiable
convex optimization component.

I was fortunate to have several outstanding collaborators in my re-
search on various aspects of convex optimization: Vivek Borkar, Jon Eck-
stein, Eli Gafni, Xavier Luque, Angelia Nedić, Asuman Ozdaglar, John
Tsitsiklis, Mengdi Wang, and Huizhen (Janey) Yu. Substantial portions of
our joint research have found their way into the book. In addition, I am
grateful for interactions and suggestions I received from several colleagues,
including Leon Bottou, Steve Boyd, Tom Luo, Steve Wright, and particu-
larly Mark Schmidt and Lin Xiao who read with care major portions of the
book. I am also very thankful for the valuable proofreading of parts of the
book by Mengdi Wang and Huizhen (Janey) Yu, and particularly by Ivan
Pejcic who went through most of the book with a keen eye. I developed
the book through convex optimization classes at MIT over a fifteen-year
period, and I want to express appreciation for my students who provided
continuing motivation and inspiration.

Finally, I would like to mention Paul Tseng, a major contributor
to numerous topics in this book, who was my close friend and research
collaborator on optimization algorithms for many years, and whom we
unfortunately lost while he was still at his prime. I am dedicating the book
to his memory.

Dimitri P. Bertsekas
dimitrib@mit.edu
January 2015
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2 Convex Optimization Models: An Overview Chap. 1

In this chapter we provide an overview of some broad classes of convex
optimization models. Our primary focus will be on large challenging prob-
lems, often connected in some way to duality. We will consider two types
of duality. The first is Lagrange duality for constrained optimization, which
is obtained by assigning dual variables to the constraints. The second is
Fenchel duality together with its special case, conic duality, which involves
a cost function that is the sum of two convex function components. Both
of these duality structures arise often in applications, and in Sections 1.1
and 1.2 we provide an overview, and discuss some examples.†

In Sections 1.3 and 1.4, we discuss additional model structures in-
volving a large number of additive terms in the cost, or a large number
of constraints. These types of problems also arise often in the context of
duality, as well as in other contexts such as machine learning and signal
processing with large amounts of data. In Section 1.5, we discuss the exact
penalty function technique, whereby we can transform a convex constrained
optimization problem to an equivalent unconstrained problem.

1.1 LAGRANGE DUALITY

We start our overview of Lagrange duality with the basic case of nonlin-
ear inequality constraints, and then consider extensions involving linear
inequality and equality constraints. Consider the problem‡

minimize f(x)

subject to x ∈ X, g(x) ≤ 0,
(1.1)

where X is a nonempty set,

g(x) =
(

g1(x), . . . , gr(x)
)′
,

and f : X #→ ℜ and gj : X #→ ℜ, j = 1, . . . , r, are given functions. We refer
to this as the primal problem, and we denote its optimal value by f∗. A
vector x satisfying the constraints of the problem is referred to as feasible.
The dual of problem (1.1) is given by

maximize q(µ)

subject to µ ∈ ℜr,
(1.2)

† Consistent with its overview character, this chapter contains few proofs,

and refers frequently to the literature, and to Appendix B, which contains a full
list of definitions and propositions (without proofs) relating to nonalgorithmic

aspects of convex optimization. This list reflects and summarizes the content

of the author’s “Convex Optimization Theory” book [Ber09]. The proposition
numbers of [Ber09] have been preserved, so all omitted proofs of propositions in

Appendix B can be readily accessed from [Ber09].

‡ Appendix A contains an overview of the mathematical notation, terminol-
ogy, and results from linear algebra and real analysis that we will be using.



Sec. 1.1 Lagrange Duality 3

where the dual function q is

q(µ) =

{

infx∈X L(x, µ) if µ ≥ 0,
−∞ otherwise,

and L is the Lagrangian function defined by

L(x, µ) = f(x) + µ′g(x), x ∈ X, µ ∈ ℜr;

(cf. Section 5.3 of Appendix B).
Note that the dual function is extended real-valued, and that the

effective constraint set of the dual problem is

{

µ ≥ 0
∣

∣

∣
inf
x∈X

L(x, µ) > −∞

}

.

The optimal value of the dual problem is denoted by q∗.
The weak duality relation, q∗ ≤ f∗, always holds. It is easily shown

by writing for all µ ≥ 0, and x ∈ X with g(x) ≤ 0,

q(µ) = inf
z∈X

L(z, µ) ≤ L(x, µ) = f(x) +
r
∑

j=1

µjgj(x) ≤ f(x),

so that
q∗ = sup

µ∈ℜr
q(µ) = sup

µ≥0
q(µ) ≤ inf

x∈X, g(x)≤0
f(x) = f∗.

We state this formally as follows (cf. Prop. 4.1.2 in Appendix B).

Proposition 1.1.1: (Weak Duality Theorem) Consider problem
(1.1). For any feasible solution x and any µ ∈ ℜr, we have q(µ) ≤ f(x).
Moreover, q∗ ≤ f∗.

When q∗ = f∗, we say that strong duality holds. The following propo-
sition gives necessary and sufficient conditions for strong duality, and pri-
mal and dual optimality (see Prop. 5.3.2 in Appendix B).

Proposition 1.1.2: (Optimality Conditions) Consider problem
(1.1). There holds q∗ = f∗, and (x∗, µ∗) are a primal and dual optimal
solution pair if and only if x∗ is feasible, µ∗ ≥ 0, and

x∗ ∈ argmin
x∈X

L(x, µ∗), µ∗
jgj(x

∗) = 0, j = 1, . . . , r.



4 Convex Optimization Models: An Overview Chap. 1

Both of the preceding propositions do not require any convexity as-
sumptions on f , g, and X . However, generally the analytical and algo-
rithmic solution process is simplified when strong duality (q∗ = f∗) holds.
This typically requires convexity assumptions, and in some cases conditions
on ri(X), the relative interior of X , as exemplified by the following result,
given in Prop. 5.3.1 in Appendix B. The result delineates the two principal
cases where there is no duality gap in an inequality-constrained problem.

Proposition 1.1.3: (Strong Duality – Existence of Dual Opti-
mal Solutions) Consider problem (1.1) under the assumption that
the set X is convex, and the functions f , and g1, . . . , gr are convex.
Assume further that f∗ is finite, and that one of the following two
conditions holds:

(1) There exists x ∈ X such that gj(x) < 0 for all j = 1, . . . , r.

(2) The functions gj, j = 1, . . . , r, are affine, and there exists x ∈
ri(X) such that g(x) ≤ 0.

Then q∗ = f∗ and there exists at least one dual optimal solution.
Under condition (1) the set of dual optimal solutions is also compact.

Convex Programming with Inequality and Equality Constraints

Let us consider an extension of problem (1.1), with additional linear equal-
ity constraints. It is our principal constrained optimization model under
convexity assumptions, and it will be referred to as the convex programming
problem. It is given by

minimize f(x)

subject to x ∈ X, g(x) ≤ 0, Ax = b,
(1.3)

where X is a convex set, g(x) =
(

g1(x), . . . , gr(x)
)′
, f : X #→ ℜ and

gj : X #→ ℜ, j = 1, . . . , r, are given convex functions, A is an m×n matrix,
and b ∈ ℜm.

The preceding duality framework may be applied to this problem by
converting the constraint Ax = b to the equivalent set of linear inequality
constraints

Ax ≤ b, −Ax ≤ −b,

with corresponding dual variables λ+ ≥ 0 and λ− ≥ 0. The Lagrangian
function is

f(x) + µ′g(x) + (λ+ − λ−)′(Ax− b),

and by introducing a dual variable

λ = λ+ − λ−
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with no sign restriction, it can be written as

L(x, µ,λ) = f(x) + µ′g(x) + λ′(Ax− b).

The dual problem is

maximize inf
x∈X

L(x, µ,λ)

subject to µ ≥ 0, λ ∈ ℜm.

In this manner, Prop. 1.1.3 under condition (2), together with Prop. 1.1.2,
yield the following for the case where all constraint functions are linear.

Proposition 1.1.4: (Convex Programming – Linear Equality
and Inequality Constraints) Consider problem (1.3).

(a) Assume that f∗ is finite, that the functions gj are affine, and
that there exists x ∈ ri(X) such that Ax = b and g(x) ≤ 0. Then
q∗ = f∗ and there exists at least one dual optimal solution.

(b) There holds f∗ = q∗, and (x∗, µ∗,λ∗) are a primal and dual
optimal solution pair if and only if x∗ is feasible, µ∗ ≥ 0, and

x∗ ∈ argmin
x∈X

L(x, µ∗,λ∗), µ∗
jgj(x∗) = 0, j = 1, . . . , r.

In the special case where there are no inequality constraints:

minimize f(x)

subject to x ∈ X, Ax = b,
(1.4)

the Lagrangian function is

L(x,λ) = f(x) + λ′(Ax − b),

and the dual problem is

maximize inf
x∈X

L(x,λ)

subject to λ ∈ ℜm.

The corresponding result, a simpler special case of Prop. 1.1.4, is given in
the following proposition.
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Proposition 1.1.5: (Convex Programming – Linear Equality
Constraints) Consider problem (1.4).

(a) Assume that f∗ is finite and that there exists x ∈ ri(X) such
that Ax = b. Then f∗ = q∗ and there exists at least one dual
optimal solution.

(b) There holds f∗ = q∗, and (x∗,λ∗) are a primal and dual optimal
solution pair if and only if x∗ is feasible and

x∗ ∈ argmin
x∈X

L(x,λ∗).

The following is an extension of Prop. 1.1.4(a) to the case where the
inequality constraints may be nonlinear. It is the most general convex
programming result relating to duality in this section (see Prop. 5.3.5 in
Appendix B).

Proposition 1.1.6: (Convex Programming – Linear Equality
and Nonlinear Inequality Constraints) Consider problem (1.3).
Assume that f∗ is finite, that there exists x ∈ X such that Ax = b
and g(x) < 0, and that there exists x̃ ∈ ri(X) such that Ax̃ = b. Then
q∗ = f∗ and there exists at least one dual optimal solution.

Aside from the preceding results, there are alternative optimality con-
ditions for convex and nonconvex optimization problems, which are based
on extended versions of the Fritz John theorem; see [BeO02] and [BOT06],
and the textbooks [Ber99] and [BNO03]. These conditions are derived us-
ing a somewhat different line of analysis and supplement the ones given
here, but we will not have occasion to use them in this book.

Discrete Optimization and Lower Bounds

The preceding propositions deal mostly with situations where strong du-
ality holds (q∗ = f∗). However, duality can be useful even when there is
duality gap, as often occurs in problems that have a finite constraint set
X . An example is integer programming, where the components of x must
be integers from a bounded range (usually 0 or 1). An important special
case is the linear 0-1 integer programming problem

minimize c′x

subject to Ax ≤ b, xi = 0 or 1, i = 1, . . . , n,



Sec. 1.1 Lagrange Duality 7

where x = (x1, . . . , xn).
A principal approach for solving discrete optimization problems with

a finite constraint set is the branch-and-bound method , which is described
in many sources; see e.g., one of the original works [LaD60], the survey
[BaT85], and the book [NeW88]. The general idea of the method is that
bounds on the cost function can be used to exclude from consideration
portions of the feasible set. To illustrate, consider minimizing F (x) over
x ∈ X , and let Y1, Y2 be two subsets of X . Suppose that we have bounds

F 1 ≤ min
x∈Y1

f(x), F 2 ≥ min
x∈Y2

f(x).

Then, if F 2 ≤ F 1, the solutions in Y1 may be disregarded since their cost
cannot be smaller than the cost of the best solution in Y2. The lower bound
F 1 can often be conveniently obtained by minimizing f over a suitably
enlarged version of Y1, while for the upper bound F 2, a value f(x), where
x ∈ Y2, may be used.

Branch-and-bound is often based on weak duality (cf. Prop. 1.1.1) to
obtain lower bounds to the optimal cost of restricted problems of the form

minimize f(x)

subject to x ∈ X̃, g(x) ≤ 0,
(1.5)

where X̃ is a subset of X ; for example in the 0-1 integer case where X
specifies that all xi should be 0 or 1, X̃ may be the set of all 0-1 vectors
x such that one or more components xi are fixed at either 0 or 1 (i.e., are
restricted to satisfy xi = 0 for all x ∈ X̃ or xi = 1 for all x ∈ X̃). These
lower bounds can often be obtained by finding a dual-feasible (possibly
dual-optimal) solution µ ≥ 0 of this problem and the corresponding dual
value

q(µ) = inf
x∈X̃

{

f(x) + µ′g(x)
}

, (1.6)

which by weak duality, is a lower bound to the optimal value of the re-
stricted problem (1.5). In a strengthened version of this approach, the
given inequality constraints g(x) ≤ 0 may be augmented by additional in-
equalities that are known to be satisfied by optimal solutions of the original
problem.

An important point here is that when X̃ is finite, the dual function
q of Eq. (1.6) is concave and polyhedral. Thus solving the dual problem
amounts to minimizing the polyhedral function −q over the nonnegative
orthant. This is a major context within which polyhedral functions arise
in convex optimization.

1.1.1 Separable Problems – Decomposition

Let us now discuss an important problem structure that involves Lagrange
duality and arises frequently in applications. Here x has m components,
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x = (x1, . . . , xm), with each xi being a vector of dimension ni (often ni =
1). The problem has the form

minimize
m
∑

i=1

fi(xi)

subject to
m
∑

i=1

gij(xi) ≤ 0, xi ∈ Xi, i = 1, . . . ,m, j = 1, . . . , r,

(1.7)

where fi : ℜni #→ ℜ and gij : ℜni #→ ℜr are given functions, and Xi are
given subsets of ℜni . By assigning a dual variable µj to the jth constraint,
we obtain the dual problem [cf. Eq. (1.2)]

maximize
m
∑

i=1

qi(µ)

subject to µ ≥ 0,

(1.8)

where

qi(µ) = inf
xi∈Xi

⎧

⎨

⎩

fi(xi) +
r
∑

j=1

µjgij(xi)

⎫

⎬

⎭

,

and µ = (µ1, . . . , µr).
Note that the minimization involved in the calculation of the dual

function has been decomposed into m simpler minimizations. These min-
imizations are often conveniently done either analytically or computation-
ally, in which case the dual function can be easily evaluated. This is the key
advantageous structure of separable problems: it facilitates computation of
dual function values (as well as subgradients as we will see in Section 3.1),
and it is amenable to decomposition and distributed computation.

Let us also note that in the special case where the components xi

are one-dimensional, and the functions fi and sets Xi are convex, there
is a particularly favorable duality result for the separable problem (1.7):
essentially, strong duality holds without any qualifications such as the lin-
earity of the constraint functions, or the Slater condition of Prop. 1.1.3; see
[Tse09].

Duality Gap Estimates for Nonconvex Separable Problems

The separable structure is additionally helpful when the cost and/or the
constraints are not convex, and there is a duality gap. In particular, in this
case the duality gap turns out to be relatively small and can often be shown
to diminish to zero relative to the optimal primal value as the number m of
separable terms increases . As a result, one can often obtain a near-optimal
primal solution, starting from a dual-optimal solution, without resorting
to costly branch-and-bound procedures.
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The small duality gap size is a consequence of the structure of the set
S of constraint-cost pairs of problem (1.7), which in the case of a separable
problem, can be written as a vector sum of m sets, one for each separable
term, i.e.,

S = S1 + · · ·+ Sm,

where
Si =

{(

gi(xi), fi(xi)
)

| xi ∈ Xi

}

,

and gi : ℜni #→ ℜr is the function gi(xi) =
(

gi1(xi), . . . , gim(xi)
)

. It can
be shown that the duality gap is related to how much S “differs” from
its convex hull (a geometric explanation is given in [Ber99], Section 5.1.6,
and [Ber09], Section 5.7). Generally, a set that is the vector sum of a
large number of possibly nonconvex but roughly similar sets “tends to
be convex” in the sense that any vector in its convex hull can be closely
approximated by a vector in the set. As a result, the duality gap tends to
be relatively small. The analytical substantiation is based on a theorem
by Shapley and Folkman (see [Ber99], Section 5.1, or [Ber09], Prop. 5.7.1,
for a statement and proof of this theorem). In particular, it is shown in
[AuE76], and also [BeS82], [Ber82a], Section 5.6.1, under various reasonable
assumptions, that the duality gap satisfies

f∗ − q∗ ≤ (r + 1) max
i=1,...,m

ρi,

where for each i, ρi is a nonnegative scalar that depends on the structure of
the functions fi, gij , j = 1, . . . , r, and the setXi (the paper [AuE76] focuses
on the case where the problem is nonconvex but continuous, while [BeS82]
and [Ber82a] focus on an important class of mixed integer programming
problems). This estimate suggests that as m → ∞ and |f∗| → ∞, the
duality gap is bounded, while the “relative” duality gap (f∗ − q∗)/|f∗|
diminishes to 0 as m → ∞.

The duality gap has also been investigated in the author’s book
[Ber09] within the more general min common-max crossing framework
(Section 4.1 of Appendix B). This framework includes as special cases
minimax and zero-sum game problems. In particular, consider a function
φ : X×Z #→ ℜ defined over nonempty subsets X ⊂ ℜn and Z ⊂ ℜm. Then
it can be shown that the gap between “infsup” and “supinf” of φ can be
decomposed into the sum of two terms that can be computed separately:
one term can be attributed to the lack of convexity and/or closure of φ
with respect to x, and the other can be attributed to the lack of concavity
and/or upper semicontinuity of φ with respect to z. We refer to [Ber09],
Section 5.7.2, for the analysis.

1.1.2 Partitioning

It is important to note that there are several different ways to introduce
duality in the solution of large-scale optimization problems. For example a



10 Convex Optimization Models: An Overview Chap. 1

strategy, often called partitioning , is to divide the variables in two subsets,
and minimize first with respect to one subset while taking advantage of
whatever simplification may arise by fixing the variables in the other subset.

As an example, the problem

minimize F (x) +G(y)

subject to Ax+By = c, x ∈ X, y ∈ Y,

can be written as

minimize F (x) + inf
By=c−Ax, y∈Y

G(y)

subject to x ∈ X,

or
minimize F (x) + p(c−Ax)

subject to x ∈ X,

where p is given by
p(u) = inf

By=u, y∈Y
G(y).

In favorable cases, p can be dealt with conveniently (see e.g., the book
[Las70] and the paper [Geo72]).

Strategies of splitting or transforming the variables to facilitate al-
gorithmic solution will be frequently encountered in what follows, and in
a variety of contexts, including duality. The next section describes some
significant contexts of this type.

1.2 FENCHEL DUALITY AND CONIC PROGRAMMING

Let us consider the Fenchel duality framework (see Section 5.3.5 of Ap-
pendix B). It involves the problem

minimize f1(x) + f2(Ax)

subject to x ∈ ℜn,
(1.9)

where A is an m× n matrix, f1 : ℜn #→ (−∞,∞] and f2 : ℜm #→ (−∞,∞]
are closed proper convex functions, and we assume that there exists a
feasible solution, i.e., an x ∈ ℜn such that x ∈ dom(f1) and Ax ∈ dom(f2).†

The problem is equivalent to the following constrained optimization
problem in the variables x1 ∈ ℜn and x2 ∈ ℜm:

minimize f1(x1) + f2(x2)

subject to x1 ∈ dom(f1), x2 ∈ dom(f2), x2 = Ax1.
(1.10)

† We remind the reader that our convex analysis notation, terminology, and
nonalgorithmic theory are summarized in Appendix B.
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Viewing this as a convex programming problem with the linear equality
constraint x2 = Ax1, we obtain the dual function as

q(λ) = inf
x1∈dom(f1), x2∈dom(f2)

{

f1(x1) + f2(x2) + λ′(x2 −Ax1)
}

= inf
x1∈ℜn

{

f1(x1)− λ′Ax1

}

+ inf
x2∈ℜm

{

f2(x2) + λ′x2

}

.

The dual problem of maximizing q over λ ∈ ℜm, after a sign change to
convert it to a minimization problem, takes the form

minimize f⋆
1 (A′λ) + f⋆

2 (−λ)

subject to λ ∈ ℜm,
(1.11)

where f⋆
1 and f⋆

2 are the conjugate functions of f1 and f2. We denote by f∗

and q∗ the corresponding optimal primal and dual values [q∗ is the negative
of the optimal value of problem (1.11)].

The following Fenchel duality result is given as Prop. 5.3.8 in Ap-
pendix B. Parts (a) and (b) are obtained by applying Prop. 1.1.5(a) to
problem (1.10), viewed as a problem with x2 = Ax1 as the only linear
equality constraint. The first equation of part (c) is a consequence of Prop.
1.1.5(b). Its equivalence with the last two equations is a consequence of
the Conjugate Subgradient Theorem (Prop. 5.4.3, App. B), which states
that for a closed proper convex function f , its conjugate f⋆, and any pair
of vectors (x, y), we have

x ∈ arg min
z∈ℜn

{

f(z)− z′y
}

iff y ∈ ∂f(x) iff x ∈ ∂f⋆(y),

with all of these three relations being equivalent to x′y = f(x) + f⋆(y).
Here ∂f(x) denotes the subdifferential of f at x (the set of all subgradients
of f at x); see Section 5.4 of Appendix B.

Proposition 1.2.1: (Fenchel Duality) Consider problem (1.9).

(a) If f∗ is finite and
(

A · ri
(

dom(f1)
))

∩ ri
(

dom(f2)
)

̸= Ø, then
f∗ = q∗ and there exists at least one dual optimal solution.

(b) If q∗ is finite and ri
(

dom(f⋆
1 )
)

∩
(

A′ · ri
(

− dom(f⋆
2 )
))

̸= Ø, then
f∗ = q∗ and there exists at least one primal optimal solution.

(c) There holds f∗ = q∗, and (x∗,λ∗) is a primal and dual opti-
mal solution pair if and only if any one of the following three
equivalent conditions hold:

x∗ ∈ arg min
x∈ℜn

{

f1(x)−x′A′λ∗
}

and Ax∗ ∈ arg min
z∈ℜm

{

f2(z)+z′λ∗
}

,

(1.12)
A′λ∗ ∈ ∂f1(x∗) and − λ∗ ∈ ∂f2(Ax∗), (1.13)

x∗ ∈ ∂f⋆
1 (A′λ∗) and Ax∗ ∈ ∂f⋆

2 (−λ∗). (1.14)
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Minimax Problems

Minimax problems involve minimization over a set X of a function F of
the form

F (x) = sup
z∈Z

φ(x, z),

where X and Z are subsets of ℜn and ℜm, respectively, and φ : ℜn×ℜm #→
ℜ is a given function. Some (but not all) problems of this type are related
to constrained optimization and Fenchel duality.

Example 1.2.1: (Connection with Constrained Optimization)

Let φ and Z have the form

φ(x, z) = f(x) + z′g(x), Z = {z | z ≥ 0},

where f : ℜn #→ ℜ and g : ℜn #→ ℜm are given functions. Then it is seen that

F (x) = sup
z∈Z

φ(x, z) =
{

f(x) if g(x) ≤ 0,
∞ otherwise.

Thus minimization of F over x ∈ X is equivalent to solving the constrained
optimization problem

minimize f(x)

subject to x ∈ X, g(x) ≤ 0.
(1.15)

The dual problem is to maximize over z ≥ 0 the function

F (z) = inf
x∈X

{

f(x) + z′g(x)
}

= inf
x∈X

φ(x, z),

and the minimax equality

inf
x∈X

sup
z∈Z

φ(x, z) = sup
z∈Z

inf
x∈X

φ(x, z) (1.16)

is equivalent to problem (1.15) having no duality gap.

Example 1.2.2: (Connection with Fenchel Duality)

Let φ have the special form

φ(x, z) = f(x) + z′Ax− g(z),

where f : ℜn #→ ℜ and g : ℜm #→ ℜ are given functions, and A is a given
m× n matrix. Then we have

F (x) = sup
z∈Z

φ(x, z) = f(x) + sup
z∈Z

{

(Ax)′z − g(z)
}

= f(x) + ĝ⋆(Ax),
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where ĝ⋆ is the conjugate of the function

ĝ(z) =
{

g(z) if z ∈ Z,
∞ otherwise.

Thus the minimax problem of minimizing F over x ∈ X comes under the
Fenchel framework (1.9) with f2 = ĝ⋆ and f1 given by

f1(x) =
{

f(x) if x ∈ X,
∞ if x /∈ X.

It can also be verified that the Fenchel dual problem (1.11) is equivalent to
maximizing over z ∈ Z the function F (z) = infx∈X φ(x, z). Again having no
duality gap is equivalent to the minimax equality (1.16) holding.

Finally note that strong duality theory is connected with minimax
problems primarily when X and Z are convex sets, and φ is convex in x
and concave in z. When Z is a finite set, there is a different connection
with constrained optimization that does not involve Fenchel duality and
applies without any convexity conditions. In particular, the problem

minimize max
{

g1(x), . . . , gr(x)
}

subject to x ∈ X,

where gj : ℜn #→ ℜ are any real-valued functions, is equivalent to the
constrained optimization problem

minimize y

subject to x ∈ X, gj(x) ≤ y, j = 1, . . . , r,

where y is an additional scalar optimization variable. Minimax problems
will be discussed further later, in Section 1.4, as an example of problems
that may involve a large number of constraints.

Conic Programming

An important problem structure, which can be analyzed as a special case of
the Fenchel duality framework is conic programming. This is the problem

minimize f(x)

subject to x ∈ C,
(1.17)

where f : ℜn #→ (−∞,∞] is a closed proper convex function and C is a
closed convex cone in ℜn.

Indeed, let us apply Fenchel duality with A equal to the identity and
the definitions

f1(x) = f(x), f2(x) =
{

0 if x ∈ C,
∞ if x /∈ C.
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The corresponding conjugates are

f⋆
1 (λ) = sup

x∈ℜn

{

λ′x− f(x)
}

, f⋆
2 (λ) = sup

x∈C

λ′x =

{

0 if λ ∈ C∗,
∞ if λ /∈ C∗,

where

C∗ = {λ | λ′x ≤ 0, ∀ x ∈ C}

is the polar cone of C (note that f⋆
2 is the support function of C; cf. Section

1.6 of Appendix B). The dual problem is

minimize f⋆(λ)

subject to λ ∈ Ĉ,
(1.18)

where f⋆ is the conjugate of f and Ĉ is the negative polar cone (also called
the dual cone of C):

Ĉ = −C∗ = {λ | λ′x ≥ 0, ∀ x ∈ C}.

Note the symmetry between primal and dual problems. The strong duality
relation f∗ = q∗ can be written as

inf
x∈C

f(x) = − inf
λ∈Ĉ

f⋆(λ).

The following proposition translates the conditions of Prop. 1.2.1(a),
which guarantees that there is no duality gap and that the dual problem
has an optimal solution.

Proposition 1.2.2: (Conic Duality Theorem) Assume that the
primal conic problem (1.17) has finite optimal value, and moreover
ri
(

dom(f)
)

∩ ri(C) ̸= Ø. Then, there is no duality gap and the dual
problem (1.18) has an optimal solution.

Using the symmetry of the primal and dual problems, we also obtain
that there is no duality gap and the primal problem (1.17) has an optimal
solution if the optimal value of the dual conic problem (1.18) is finite and
ri
(

dom(f⋆)
)

∩ ri(Ĉ) ̸= Ø. It is also possible to derive primal and dual op-
timality conditions by translating the optimality conditions of the Fenchel
duality framework [Prop. 1.2.1(c)].
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Figure 1.2.1. Illustration of a linear-conic problem: minimizing a linear function
c′x over the intersection of an affine set b+ S and a convex cone C.

1.2.1 Linear-Conic Problems

An important special case of conic programming, called linear-conic prob-
lem, arises when dom(f) is an affine set and f is linear over dom(f), i.e.,

f(x) =

{

c′x if x ∈ b+ S,
∞ if x /∈ b+ S,

where b and c are given vectors, and S is a subspace. Then the primal
problem can be written as

minimize c′x

subject to x− b ∈ S, x ∈ C;
(1.19)

see Fig. 1.2.1.
To derive the dual problem, we note that

f⋆(λ) = sup
x−b∈S

(λ− c)′x

= sup
y∈S

(λ − c)′(y + b)

=

{

(λ− c)′b if λ− c ∈ S⊥,
∞ if λ− c /∈ S⊥.

It can be seen that the dual problem minλ∈Ĉ f⋆(λ) [cf. Eq. (1.18)], after
discarding the superfluous term c′b from the cost, can be written as

minimize b′λ

subject to λ− c ∈ S⊥, λ ∈ Ĉ,
(1.20)
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where Ĉ is the dual cone:

Ĉ = {λ | λ′x ≥ 0, ∀ x ∈ C}.

By specializing the conditions of the Conic Duality Theorem (Prop. 1.2.2)
to the linear-conic duality context, we obtain the following.

Proposition 1.2.3: (Linear-Conic Duality Theorem) Assume
that the primal problem (1.19) has finite optimal value, and moreover
(b+S)∩ri(C) ̸= Ø. Then, there is no duality gap and the dual problem
has an optimal solution.

Special Forms of Linear-Conic Problems

The primal and dual linear-conic problems (1.19) and (1.20) have been
placed in an elegant symmetric form. There are also other useful formats
that parallel and generalize similar formats in linear programming. For
example, we have the following dual problem pairs:

min
Ax=b, x∈C

c′x ⇐⇒ max
c−A′λ∈Ĉ

b′λ, (1.21)

min
Ax−b∈C

c′x ⇐⇒ max
A′λ=c, λ∈Ĉ

b′λ, (1.22)

where A is an m× n matrix, and x ∈ ℜn, λ ∈ ℜm, c ∈ ℜn, b ∈ ℜm.
To verify the duality relation (1.21), let x be any vector such that

Ax = b, and let us write the primal problem on the left in the primal conic
form (1.19) as

minimize c′x

subject to x− x ∈ N(A), x ∈ C,

where N(A) is the nullspace of A. The corresponding dual conic problem
(1.20) is to solve for µ the problem

minimize x′µ

subject to µ− c ∈ N(A)⊥, µ ∈ Ĉ.
(1.23)

Since N(A)⊥ is equal to Ra(A′), the range of A′, the constraints of problem
(1.23) can be equivalently written as c−µ ∈ −Ra(A′) = Ra(A′), µ ∈ Ĉ, or

c− µ = A′λ, µ ∈ Ĉ,
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for some λ ∈ ℜm. Making the change of variables µ = c − A′λ, the dual
problem (1.23) can be written as

minimize x′(c−A′λ)

subject to c−A′λ ∈ Ĉ.

By discarding the constant x′c from the cost function, using the fact Ax =
b, and changing from minimization to maximization, we see that this dual
problem is equivalent to the one in the right-hand side of the duality pair
(1.21). The duality relation (1.22) is proved similarly.

We next discuss two important special cases of conic programming:
second order cone programming and semidefinite programming. These pro-
blems involve two different special cones, and an explicit definition of the
affine set constraint. They arise in a variety of applications, and their
computational difficulty in practice tends to lie between that of linear and
quadratic programming on one hand, and general convex programming on
the other hand.

1.2.2 Second Order Cone Programming

In this section we consider the linear-conic problem (1.22), with the cone

C =

{

(x1, . . . , xn)
∣

∣

∣
xn ≥

√

x2
1 + · · ·+ x2

n−1

}

,

which is known as the second order cone (see Fig. 1.2.2). The dual cone is

Ĉ = {y | 0 ≤ y′x, ∀ x ∈ C} =

{

y
∣

∣

∣
0 ≤ inf

∥(x1,...,xn−1)∥≤xn
y′x

}

,

and it can be shown that Ĉ = C. This property is referred to as self-duality
of the second order cone, and is fairly evident from Fig. 1.2.2. For a proof,
we write

inf
∥(x1,...,xn−1)∥≤xn

y′x = inf
xn≥0

{

ynxn + inf
∥(x1,...,xn−1)∥≤xn

n−1
∑

i=1

yixi

}

= inf
xn≥0

{

ynxn − ∥(y1, . . . , yn−1)∥ xn

}

=

{

0 if ∥(y1, . . . , yn−1)∥ ≤ yn,
−∞ otherwise,

where the second equality follows because the minimum of the inner prod-
uct of a vector z ∈ ℜn−1 with vectors in the unit ball of ℜn−1 is −∥z∥.
Combining the preceding two relations, we have

y ∈ Ĉ if and only if 0 ≤ yn − ∥(y1, . . . , yn−1)∥,
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Figure 1.2.2. The second order cone

C =
{

(x1, . . . , xn)
∣

∣ xn ≥
√

x2
1 + · · ·+ x2

n−1

}

,

in ℜ3.

so Ĉ = C.
The second order cone programming problem (SOCP for short) is

minimize c′x

subject to Aix− bi ∈ Ci, i = 1, . . . ,m,
(1.24)

where x ∈ ℜn, c is a vector in ℜn, and for i = 1, . . . ,m, Ai is an ni × n
matrix, bi is a vector in ℜni , and Ci is the second order cone of ℜni . It is
seen to be a special case of the primal problem in the left-hand side of the
duality relation (1.22), where

A =

⎛

⎝

A1
...

Am

⎞

⎠ , b =

⎛

⎝

b1
...
bm

⎞

⎠ , C = C1 × · · ·× Cm.

Note that linear inequality constraints of the form a′ix − bi ≥ 0 can be
written as

(

0
a′i

)

x−

(

0
bi

)

∈ Ci,

where Ci is the second order cone of ℜ2. As a result, linear-conic problems
involving second order cones contain as special cases linear programming
problems.
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We now observe that from the right-hand side of the duality relation
(1.22), and the self-duality relation C = Ĉ, the corresponding dual linear-
conic problem has the form

maximize
m
∑

i=1

b′iλi

subject to
m
∑

i=1

A′
iλi = c, λi ∈ Ci, i = 1, . . . ,m,

(1.25)

where λ = (λ1, . . . ,λm). By applying the Linear-Conic Duality Theorem
(Prop. 1.2.3), we have the following.

Proposition 1.2.4: (Second Order Cone Duality Theorem)
Consider the primal SOCP (1.24), and its dual problem (1.25).

(a) If the optimal value of the primal problem is finite and there
exists a feasible solution x such that

Aix− bi ∈ int(Ci), i = 1, . . . ,m,

then there is no duality gap, and the dual problem has an optimal
solution.

(b) If the optimal value of the dual problem is finite and there exists
a feasible solution λ = (λ1, . . . ,λm) such that

λi ∈ int(Ci), i = 1, . . . ,m,

then there is no duality gap, and the primal problem has an
optimal solution.

Note that while the Linear-Conic Duality Theorem requires a relative
interior point condition, the preceding proposition requires an interior point
condition. The reason is that the second order cone has nonempty interior,
so its relative interior coincides with its interior.

The SOCP arises in many application contexts, and significantly, it
can be solved numerically with powerful specialized algorithms that belong
to the class of interior point methods, which will be discussed in Section
6.8. We refer to the literature for a more detailed description and analysis
(see e.g., the books [BeN01], [BoV04]).

Generally, SOCPs can be recognized from the presence of convex
quadratic functions in the cost or the constraint functions. The following
are illustrative examples. The first example relates to the field of robust
optimization, which involves optimization under uncertainty described by
set membership.
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Example 1.2.3: (Robust Linear Programming)

Frequently, there is uncertainty about the data of an optimization problem,
so one would like to have a solution that is adequate for a whole range of
the uncertainty. A popular formulation of this type, is to assume that the
constraints contain parameters that take values in a given set, and require
that the constraints are satisfied for all values in that set. This approach is
also known as a set membership description of the uncertainty and has been
used in fields other than optimization, such as set membership estimation,
and minimax control (see the textbook [Ber07], which also surveys earlier
work).

As an example, consider the problem

minimize c′x

subject to a′
jx ≤ bj , ∀ (aj , bj) ∈ Tj , j = 1, . . . , r,

(1.26)

where c ∈ ℜn is a given vector, and Tj is a given subset of ℜn+1 to which
the constraint parameter vectors (aj , bj) must belong. The vector x must
be chosen so that the constraint a′

jx ≤ bj is satisfied for all (aj , bj) ∈ Tj ,
j = 1, . . . , r.

Generally, when Tj contains an infinite number of elements, this prob-
lem involves a correspondingly infinite number of constraints. To convert the
problem to one involving a finite number of constraints, we note that

a′
jx ≤ bj , ∀ (aj , bj) ∈ Tj if and only if gj(x) ≤ 0,

where
gj(x) = sup

(aj,bj )∈Tj

{a′
jx− bj}. (1.27)

Thus, the robust linear programming problem (1.26) is equivalent to

minimize c′x

subject to gj(x) ≤ 0, j = 1, . . . , r.

For special choices of the set Tj , the function gj can be expressed in
closed form, and in the case where Tj is an ellipsoid, it turns out that the
constraint gj(x) ≤ 0 can be expressed in terms of a second order cone. To see
this, let

Tj =
{

(aj + Pjuj , bj + q′juj) | ∥uj∥ ≤ 1, uj ∈ ℜnj
}

, (1.28)

where Pj is a given n × nj matrix, aj ∈ ℜn and qj ∈ ℜnj are given vectors,
and bj is a given scalar. Then, from Eqs. (1.27) and (1.28),

gj(x) = sup
∥uj∥≤1

{

(aj + Pjuj)
′x− (bj + q′juj)

}

= sup
∥uj∥≤1

(P ′
jx− qj)

′uj + a′
jx− bj ,
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and finally
gj(x) = ∥P ′

jx− qj∥+ a′
jx− bj .

Thus,

gj(x) ≤ 0 if and only if (P ′
jx− qj , bj − a′

jx) ∈ Cj ,

where Cj is the second order cone of ℜnj+1; i.e., the “robust” constraint
gj(x) ≤ 0 is equivalent to a second order cone constraint. It follows that in
the case of ellipsoidal uncertainty, the robust linear programming problem
(1.26) is a SOCP of the form (1.24).

Example 1.2.4: (Quadratically Constrained Quadratic
Problems)

Consider the quadratically constrained quadratic problem

minimize x′Q0x+ 2q′0x+ p0

subject to x′Qjx+ 2q′jx+ pj ≤ 0, j = 1, . . . , r,

where Q0, . . . , Qr are symmetric n × n positive definite matrices, q0, . . . , qr
are vectors in ℜn, and p0, . . . , pr are scalars. We show that the problem can
be converted to the second order cone format. A similar conversion is also
possible for the quadratic programming problem where Q0 is positive definite
and Qj = 0, j = 1, . . . , r.

Indeed, since each Qj is symmetric and positive definite, we have

x′Qjx+ 2q′jx+ pj =
(

Q1/2
j x

)′

Q1/2
j x+ 2

(

Q−1/2
j qj

)′

Q1/2
j x+ pj

= ∥Q1/2
j x+Q−1/2

j qj∥
2 + pj − q′jQ

−1
j qj ,

for j = 0, 1, . . . , r. Thus, the problem can be written as

minimize ∥Q1/2
0 x+Q−1/2

0 q0∥
2 + p0 − q′0Q

−1
0 q0

subject to ∥Q1/2
j x+Q−1/2

j qj∥
2 + pj − q′jQ

−1
j qj ≤ 0, j = 1, . . . , r,

or, by neglecting the constant p0 − q′0Q
−1
0 q0,

minimize ∥Q1/2
0 x+Q−1/2

0 q0∥

subject to ∥Q1/2
j x+Q−1/2

j qj∥ ≤
(

q′jQ
−1
j qj − pj

)1/2
, j = 1, . . . , r.

By introducing an auxiliary variable xn+1, the problem can be written as

minimize xn+1

subject to ∥Q1/2
0 x+Q−1/2

0 q0∥ ≤ xn+1

∥Q1/2
j x+Q−1/2

j qj∥ ≤
(

q′jQ
−1
j qj − pj

)1/2
, j = 1, . . . , r.
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It can be seen that this problem has the second order cone form (1.24). In
particular, the first constraint is of the form A0x − b0 ∈ C, where C is the
second order cone of ℜn+1 and the (n+ 1)st component of A0x− b0 is xn+1.
The remaining r constraints are of the form Ajx−bj ∈ C, where the (n+1)st

component of Ajx− bj is the scalar
(

q′jQ
−1
j qj − pj

)1/2
.

We finally note that the problem of this example is special in that it
has no duality gap, assuming its optimal value is finite, i.e., there is no need
for the interior point conditions of Prop. 1.2.4. This can be traced to the fact
that linear transformations preserve the closure of sets defined by quadratic
constraints (see e.g., BNO03], Section 1.5.2).

1.2.3 Semidefinite Programming

In this section we consider the linear-conic problem (1.21) with C being the
cone of matrices that are positive semidefinite.† This is called the positive
semidefinite cone. To define the problem, we view the space of symmetric
n× n matrices as the space ℜn2

with the inner product

< X, Y >= trace(XY ) =
n
∑

i=1

n
∑

j=1

xijyij .

The interior of C is the set of positive definite matrices.
The dual cone is

Ĉ =
{

Y | trace(XY ) ≥ 0, ∀ X ∈ C
}

,

and it can be shown that Ĉ = C, i.e., C is self-dual. Indeed, if Y /∈ C,
there exists a vector v ∈ ℜn such that

0 > v′Y v = trace(vv′Y ).

Hence the positive semidefinite matrix X = vv′ satisfies 0 > trace(XY ),
so Y /∈ Ĉ and it follows that C ⊃ Ĉ. Conversely, let Y ∈ C, and let X be
any positive semidefinite matrix. We can express X as

X =
n
∑

i=1

λieie′i,

where λi are the nonnegative eigenvalues of X , and ei are corresponding
orthonormal eigenvectors. Then,

trace(XY ) = trace

(

Y
n
∑

i=1

λieie′i

)

=
n
∑

i=1

λie′iY ei ≥ 0.

† As noted in Appendix A, throughout this book a positive semidefinite ma-
trix is implicitly assumed to be symmetric.
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It follows that Y ∈ Ĉ and C ⊂ Ĉ. Thus C is self-dual, C = Ĉ.
The semidefinite programming problem (SDP for short) is to mini-

mize a linear function of a symmetric matrix over the intersection of an
affine set with the positive semidefinite cone. It has the form

minimize < D,X >

subject to < Ai, X >= bi, i = 1, . . . ,m, X ∈ C,
(1.29)

where D, A1, . . . , Am, are given n× n symmetric matrices, and b1, . . . , bm,
are given scalars. It is seen to be a special case of the primal problem in
the left-hand side of the duality relation (1.21).

We can view the SDP as a problem with linear cost, linear constraints,
and a convex set constraint. Then, similar to the case of SOCP, it can be
verified that the dual problem (1.20), as given by the right-hand side of the
duality relation (1.21), takes the form

maximize b′λ

subject to D − (λ1A1 + · · ·+ λmAm) ∈ C,
(1.30)

where b = (b1, . . . , bm) and the maximization is over the vector λ =
(λ1, . . . ,λm). By applying the Linear-Conic Duality Theorem (Prop. 1.2.3),
we have the following proposition.

Proposition 1.2.5: (Semidefinite Duality Theorem) Consider
the primal SDP (1.29), and its dual problem (1.30).

(a) If the optimal value of the primal problem is finite and there
exists a primal-feasible solution, which is positive definite, then
there is no duality gap, and the dual problem has an optimal
solution.

(b) If the optimal value of the dual problem is finite and there exist
scalars λ1, . . . ,λm such that D− (λ1A1+ · · ·+λmAm) is positive
definite, then there is no duality gap, and the primal problem
has an optimal solution.

The SDP is a fairly general problem. In particular, it can be shown
that a SOCP can be cast as a SDP. Thus SDP involves a more general
structure than SOCP. This is consistent with the practical observation that
the latter problem is generally more amenable to computational solution.
We provide some examples of problem formulation as an SDP.

Example 1.2.5: (Minimizing the Maximum Eigenvalue)

Given a symmetric n×n matrix M(λ), which depends on a parameter vector
λ = (λ1, . . . ,λm), we want to choose λ so as to minimize the maximum
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eigenvalue of M(λ). We pose this problem as

minimize z

subject to maximum eigenvalue of M(λ) ≤ z,

or equivalently
minimize z

subject to zI −M(λ) ∈ C,

where I is the n× n identity matrix, and C is the semidefinite cone. If M(λ)
is an affine function of λ,

M(λ) = M0 + λ1M1 + · · ·+ λmMm,

the problem has the form of the dual problem (1.30), with the optimization
variables being (z,λ1, . . . ,λm).

Example 1.2.6: (Semidefinite Relaxation – Lower Bounds
for Discrete Optimization Problems)

Semidefinite programming provides a means for deriving lower bounds to
the optimal value of several types of discrete optimization problems. As an
example, consider the following quadratic problem with quadratic equality
constraints

minimize x′Q0x+ a′
0x+ b0

subject to x′Qix+ a′
ix+ bi = 0, i = 1, . . . ,m,

(1.31)

where Q0, . . . , Qm are symmetric n × n matrices, a0, . . . , am are vectors in
ℜn, and b0, . . . , bm are scalars.

This problem can be used to model broad classes of discrete optimiza-
tion problems. To see this, consider an integer constraint that a variable xi

must be either 0 or 1. Such a constraint can be expressed by the quadratic
equality x2

i −xi = 0. Furthermore, a linear inequality constraint a′
jx ≤ bj can

be expressed as the quadratic equality constraint y2
j + a′

jx− bj = 0, where yj
is an additional variable.

Introducing a multiplier vector λ = (λ1, . . . ,λm), the dual function is
given by

q(λ) = inf
x∈ℜn

{

x′Q(λ)x+ a(λ)′x+ b(λ)
}

,

where

Q(λ) = Q0 +

m
∑

i=1

λiQi, a(λ) = a0 +

m
∑

i=1

λiai, b(λ) = b0 +

m
∑

i=1

λibi.

Let f∗ and q∗ be the optimal values of problem (1.31) and its dual,
and note that by weak duality, we have f∗ ≥ q∗. By introducing an auxiliary
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scalar variable ξ, we see that the dual problem is to find a pair (ξ,λ) that
solves the problem

maximize ξ

subject to q(λ) ≥ ξ.

The constraint q(λ) ≥ ξ of this problem can be written as

inf
x∈ℜn

{

x′Q(λ)x+ a(λ)′x+ b(λ)− ξ
}

≥ 0,

or equivalently, introducing a scalar variable t and multiplying with t2,

inf
x∈ℜn, t∈ℜ

{

(tx)′Q(λ)(tx) + a(λ)′(tx)t+
(

b(λ)− ξ
)

t2
}

≥ 0.

Writing y = tx, this relation takes the form of a quadratic in (y, t),

inf
y∈ℜn, t∈ℜ

{

y′Q(λ)y + a(λ)′yt+
(

b(λ)− ξ
)

t2
}

≥ 0,

or
(

Q(λ) 1
2a(λ)

1
2a(λ)

′ b(λ)− ξ

)

∈ C, (1.32)

where C is the positive semidefinite cone. Thus the dual problem is equivalent
to the SDP of maximizing ξ over all (ξ,λ) satisfying the constraint (1.32), and
its optimal value q∗ is a lower bound to f∗.

1.3 ADDITIVE COST PROBLEMS

In this section we focus on a structural characteristic that arises in several
important contexts: a cost function f that is the sum of a large number of
components fi : ℜn #→ ℜ,

f(x) =
m
∑

i=1

fi(x). (1.33)

Such cost functions can be minimized with specialized methods, called in-
cremental , which exploit their additive structure, by updating x using one
component function fi at a time (see Section 2.1.5). Problems with ad-
ditive cost functions can also be treated with specialized outer and inner
linearization methods that approximate the component functions fi indi-
vidually (rather than approximating f); see Section 4.4.

An important special case is the cost function of the dual of a sepa-
rable problem

maximize
m
∑

i=1

qi(µ)

subject to µ ≥ 0,
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where

qi(µ) = inf
xi∈Xi

⎧

⎨

⎩

fi(xi) +
r
∑

j=1

µjgij(xi)

⎫

⎬

⎭

,

and µ = (µ1, . . . , µr) [cf. Eq. (1.8)]. After a sign change to convert to
minimization it takes the form (1.33) with fi(µ) = −qi(µ). This is a major
class of additive cost problems.

We will next describe some applications from a variety of fields. The
following five examples arise in many machine learning contexts.

Example 1.3.1: (Regularized Regression)

This is a broad class of applications that relate to parameter estimation. The
cost function involves a sum of terms fi(x), each corresponding to the er-
ror between some data and the output of a parametric model, with x being
the vector of parameters. An example is linear least squares problems, also
referred to as linear regression problems, where fi has quadratic structure.
Often a convex regularization function R(x) is added to the least squares ob-
jective, to induce desirable properties of the solution and/or the corresponding
algorithms. This gives rise to problems of the form

minimize R(x) + 1
2

∑m

i=1
(c′ix− bi)

2

subject to x ∈ ℜn,

where ci and bi are given vectors and scalars, respectively. The regularization
function R is often taken to be differentiable, and particularly quadratic.
However, there are practically important examples of nondifferentiable choices
(see the next example).

In statistical applications, such a problem arises when constructing a
linear model for an unknown input-output relation. The model involves a
vector of parameters x, to be determined, which weigh input data (the com-
ponents of the vectors ci). The inner products c

′
ix produced by the model are

matched against the scalars bi, which are observed output data, corresponding
to inputs ci from the true input-output relation that we try to represent. The
optimal vector of parameters x∗ provides the model that (in the absence of a
regularization function) minimizes the sum of the squared errors (c′ix

∗ − bi)
2.

In a more general version of the problem, a nonlinear parametric model
is constructed, giving rise to a nonlinear least squares problem of the form

minimize R(x) +

m
∑

i=1

∣

∣gi(x)
∣

∣

2

subject to x ∈ ℜn,

where gi : ℜn #→ ℜ are given nonlinear functions that depend on the data.
This is also a common problem, referred to as nonlinear regression, which,
however, is often nonconvex [it is convex if the functions gi are convex and

also nonnegative, i.e., gi(x) ≥ 0 for all x ∈ ℜn].



Sec. 1.3 Additive Cost Problems 27

It is also possible to use a nonquadratic function of the error between
some data and the output of a linear parametric model. Thus in place of the
squared error (1/2)(c′ix− bi)

2, we may use hi(c
′
ix− bi), where hi : ℜ #→ ℜ is

a convex function, leading to the problem

minimize R(x) +

m
∑

i=1

hi(c
′
ix− bi)

subject to x ∈ ℜn.

Generally the choice of the function hi is dictated by statistical modeling
considerations, for which the reader may consult the relevant literature. An
example is

hi(c
′
ix− bi) = |c′ix− bi|,

which tends to result in a more robust estimate than least squares in the
presence of large outliers in the data. This is known as the least absolute

deviations method.
There are also constrained variants of the problems just discussed,

where the parameter vector x is required to belong to some subset of ℜn,
such as the nonnegative orthant or a “box” formed by given upper and lower
bounds on the components of x. Such constraints may be used to encode into
the model some prior knowledge about the nature of the solution.

Example 1.3.2: (ℓ1-Regularization)

A popular approach to regularized regression involves ℓ1-regularization, where

R(x) = γ∥x∥1 = γ

n
∑

j=1

|xj |,

γ is a positive scalar and xj is the jth coordinate of x. The reason for the
popularity of the ℓ1 norm ∥x∥1 is that it tends to produce optimal solutions
where a greater number of components xj are zero, relative to the case of
quadratic regularization (see Fig. 1.3.1). This is considered desirable in many
statistical applications, where the number of parameters to include in a model
may not be known a priori; see e.g., [Tib96], [DoE03], [BJM12]. The special
case where a linear least squares model is used,

minimize γ∥x∥1 + 1
2

∑m
i=1

(c′ix− bi)2

subject to x ∈ ℜn,

is known as the lasso problem.
In a generalization of the lasso problem, the ℓ1 regularization function

∥x∥1 is replaced by a scaled version ∥Sx∥1, where S is some scaling matrix.
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Figure 1.3.1. Illustration of the effect of ℓ1-regularization for cost functions
of the form γ∥x∥1+F (x), where γ > 0 and F : ℜn $→ ℜ is differentiable (figure
in the left-hand side). The optimal solution x∗ tends to have more zero com-
ponents than in the corresponding quadratic regularization case, illustrated
in the right-hand side.

The term ∥Sx∥1 then induces a penalty on some undesirable characteristic of
the solution. For example the problem

minimize γ

n−1
∑

i=1

|xi+1 − xi|+ 1
2

∑m
i=1

(c′ix− bi)
2

subject to x ∈ ℜn,

is known as the total variation denoising problem; see e.g., [ROF92], [Cha04],
[BeT09a]. The regularization term here encourages consecutive variables to
take similar values, and tends to produce more smoothly varying solutions.

Another related example is matrix completion with nuclear norm regu-

larization; see e.g., [CaR09], [CaT10], [RFP10], [Rec11], [ReR13]. Here the
minimization is over all m×n matrices X, with components denoted Xij . We
have a set of entries Mij , (i, j) ∈ Ω, where Ω is a subset of index pairs, and
we want to find X whose entries Xij are close to Mij for (i, j) ∈ Ω, and has as
small rank as possible, a property that is desirable on the basis of statistical
considerations. The following more tractable version of the problem is solved
instead:

minimize γ∥X∥∗ + 1
2

∑

(i,j)∈Ω
(Xij −Mij)2

subject to X ∈ ℜm×n,

where ∥X∥∗ is the nuclear norm of X, defined as the sum of the singular
values of X. There is substantial theory that justifies this approximation,
for which we refer to the literature. It turns out that the nuclear norm is a
convex function with some nice properties. In particular, its subdifferential
at any X can be conveniently characterized for use in algorithms.
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Let us finally note that sometimes additional regularization functions
are used in conjunction with ℓ1-type terms. An example is the sum of a
quadratic and an ℓ1-type term.

Example 1.3.3: (Classification)

In the regression problems of the preceding examples we aim to construct a
parametric model that matches well an input-output relationship based on
given data. Similar problems arise in a classification context, where we try to
construct a parametric model for predicting whether an object with certain
characteristics (also called features) belongs to a given category or not.

We assume that each object is characterized by a feature vector c that
belongs to ℜn and a label b that takes the values +1 or −1, if the object
belongs to the category or not, respectively. As illustration consider a credit
card company that wishes to classify applicants as “low risk” (+1) or “high
risk” (-1), with each customer characterized by n scalar features of financial
and personal type.

We are given data, which is a set of feature-label pairs (ci, bi), i =
1, . . . ,m. Based on this data, we want to find a parameter vector x ∈ ℜn and
a scalar y ∈ ℜ such that the sign of c′x + y is a good predictor of the label
of an object with feature vector c. Thus, loosely speaking, x and y should be
such that for “most” of the given feature-label data (ci, bi) we have

c′ix+ y > 0, if bi = +1,

c′ix+ y < 0, if bi = −1.

In the statistical literature, c′x+ y is often called the discriminant function,
and the value of

bi(c
′
ix+ y),

for a given object i provides a measure of “margin” to misclassification of
the object. In particular, a classification error is made for object i when
bi(c

′
ix+ y) < 0.

Thus it makes sense to formulate classification as an optimization prob-
lem where negative values of bi(c′ix + y) are penalized. This leads to the
problem

minimize R(x) +

m
∑

i=1

h
(

bi(c
′
ix+ y)

)

subject to x ∈ ℜn, y ∈ ℜ,

where R is a suitable regularization function, and h : ℜ #→ ℜ is a convex
function that penalizes negative values of its argument. It would make some
sense to use a penalty of one unit for misclassification, i.e.,

h(z) =
{

0 if z ≥ 0,
1 if z < 0,

but such a penalty function is discontinuous. To obtain a continuous cost
function, we allow a continuous transition of h from negative to positive
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values, leading to a variety of nonincreasing functions h. The choice of h
depends on the given application and other theoretical considerations for
which we refer to the literature. Some common examples are

h(z) = e−z, (exponential loss),

h(z) = log
(

1 + e−z
)

, (logistic loss),

h(z) = max
{

0, 1− z
}

, (hinge loss).

For the case of logistic loss the method comes under the methodology of lo-
gistic regression, and for the case of hinge loss the method comes under the
methodology of support vector machines. As in the case of regression, the reg-
ularization function R could be quadratic, the ℓ1 norm, or some scaled version
or combination thereof. There is extensive literature on these methodologies
and their applications, to which we refer for further discussion.

Example 1.3.4: (Nonnegative Matrix Factorization)

The nonnegative matrix factorization problem is to approximately factor a
given nonnegative matrix B as CX, where C and X are nonnegative matrices
to be determined via the optimization

minimize ∥CX −B∥2F

subject to C ≥ 0, X ≥ 0.

Here ∥ · ∥F denotes the Frobenius norm of a matrix (∥M∥2F is the sum of the
squares of the scalar components ofM). The matrices B, C, andX must have
compatible dimensions, with the column dimension of C usually being much
smaller than its row dimension, so that CX is a low-rank approximation of
B. In some versions of the problem some of the nonnegativity constraints on
the components of C and X may be relaxed. Moreover, regularization terms
may be added to the cost function to induce sparsity or some other effect,
similar to earlier examples in this section.

This problem, formulated in the 90s, [PaT94], [Paa97], [LeS99], has
become a popular model for regression-type applications such as the ones
of Example 1.3.1, but with the vectors ci in the least squares objective
∑m

i=1
(c′ix − bi)

2 being unknown and subject to optimization. In the regres-
sion context of Example 1.3.1, we aim to (approximately) represent the data
in the range space of the matrix C whose rows are the vectors c′i, and we
may view C as a matrix of known basis functions. In the matrix factorization
context of the present example, we aim to discover a “good” matrix C of basis
functions that represents well the given data, i.e., the matrix B.

An important characteristic of the problem is that its cost function is
not convex jointly in (C,X). However, it is convex in each of the matrices C
and X individually, when the other matrix is held fixed. This facilitates the
application of algorithms that involve alternate minimizations with respect
to C and with respect to X; see Section 6.5. We refer to the literature, e.g.,
the papers [BBL07], [Lin07], [GoZ12], for a discussion of related algorithmic
issues.



Sec. 1.3 Additive Cost Problems 31

Example 1.3.5: (Maximum Likelihood Estimation)

The maximum likelihood approach is a major statistical inference methodol-
ogy for parameter estimation, which is described in many sources (see e.g., the
textbooks [Was04], [HTF09]). In fact in many cases, a maximum likelihood
formulation is used to provide a probabilistic justification of the regression
and classification models of the preceding examples.

Here we observe a sample of a random vector Z whose distribution
PZ(·;x) depends on an unknown parameter vector x ∈ ℜn. For simplicity
we assume that Z can take only a finite set of values, so that PZ(z;x) is the
probability that Z takes the value z when the parameter vector has the value
x. We estimate x based on the given sample value z, by solving the problem

maximize PZ(z;x)

subject to x ∈ ℜn.
(1.34)

The cost function PZ(z; ·) of this problem may either have an additive
structure or may be equivalent to a problem that has an additive structure.
For example the event that Z = z may be the union of a large number of
disjoint events, so PZ(z;x) is the sum of the probabilities of these events. For
another important context, suppose that the data z consists of m independent
samples z1, . . . , zm drawn from a distribution P (·;x), in which case

PZ(z;x) = P (z1;x) · · ·P (zm; x).

Then the maximization (1.34) is equivalent to the additive cost minimization

minimize

m
∑

i=1

fi(x)

subject to x ∈ ℜn,

where
fi(x) = − logP (zi;x).

In many applications the number of samples m is very large, in which case
special methods that exploit the additive structure of the cost are recom-
mended. Often a suitable regularization term is added to the cost function,
similar to the preceding examples.

Example 1.3.6: (Minimization of an Expected Value -
Stochastic Programming)

An important context where additive cost functions arise is the minimization
of an expected value

minimize E
{

F (x,w)
}

subject to x ∈ X,
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where w is a random variable taking a finite but very large number of values
wi, i = 1, . . . , m, with corresponding probabilities πi. Then the cost function
consists of the sum of the m functions πiF (x,wi).

For example, in stochastic programming , a classical model of two-stage
optimization under uncertainty, a vector x ∈ X is selected, a random event
occurs that has m possible outcomes w1, . . . , wm, and another vector y ∈ Y
is selected with knowledge of the outcome that occurred (see e.g., the books
[BiL97], [KaW94], [Pre95], [SDR09]). Then for optimization purposes, we
need to specify a different vector yi ∈ Y for each outcome wi. The problem
is to minimize the expected cost

F (x) +

m
∑

i=1

πiGi(yi),

where Gi(yi) is the cost associated with the choice yi and the occurrence
of wi, and πi is the corresponding probability. This is a problem with an
additive cost function.

Additive cost functions also arise when the expected value cost function
E
{

F (x,w)
}

is approximated by an m-sample average

f(x) =
1
m

m
∑

i=1

F (x,wi),

where wi are independent samples of the random variable w. The minimum
of the sample average f(x) is then taken as an approximation of the minimum
of E

{

F (x,w)
}

.

Generally additive cost problems arise when we want to strike a bal-
ance between several types of costs by lumping them into a single cost
function. The following is an example of a different character than the
preceding ones.

Example 1.3.7: (Weber Problem in Location Theory)

A basic problem in location theory is to find a point x in the plane whose
sum of weighted distances from a given set of points y1, . . . , ym is minimized.
Mathematically, the problem is

minimize

m
∑

i=1

wi∥x− yi∥

subject to x ∈ ℜn,

where w1, . . . , wm are given positive scalars. This problem has many varia-
tions, including constrained versions, and descends from the famous Fermat-
Torricelli-Viviani problem (see [BMS99] for an account of the history of this
problem). We refer to the book [DrH04] for a survey of recent research, and
to the paper [BeT10] for a discussion that is relevant to our context.
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The structure of the additive cost function (1.33) often facilitates the
use of a distributed computing system that is well-suited for the incremental
approach. The following is an illustrative example.

Example 1.3.8: (Distributed Incremental Optimization –
Sensor Networks)

Consider a network of m sensors where data are collected and are used to solve
some inference problem involving a parameter vector x. If fi(x) represents an
error penalty for the data collected by the ith sensor, the inference problem
involves an additive cost function

∑m

i=1
fi. While it is possible to collect all

the data at a fusion center where the problem will be solved in centralized
manner, it may be preferable to adopt a distributed approach in order to
save in data communication overhead and/or take advantage of parallelism
in computation. In such an approach the current iterate xk is passed on from
one sensor to another, with each sensor i performing an incremental iteration
involving just its local component fi. The entire cost function need not be
known at any one location. For further discussion we refer to representative
sources such as [RaN04], [RaN05], [BHG08], [MRS10], [GSW12], and [Say14].

The approach of computing incrementally the values and subgradients
of the components fi in a distributed manner can be substantially extended
to apply to general systems of asynchronous distributed computation, where
the components are processed at the nodes of a computing network, and the
results are suitably combined [NBB01] (see our discussion in Sections 2.1.5
and 2.1.6).

Let us finally note a constrained version of additive cost problems
where the functions fi are extended real-valued. This is essentially equiv-
alent to constraining x to lie in the intersection of the domains

Xi = dom(fi),

resulting in a problem of the form

minimize
m
∑

i=1

fi(x)

subject to x ∈ ∩m
i=1Xi,

where each fi is real-valued over the set Xi. Methods that are well-suited
for the unconstrained version of the problem where Xi ≡ ℜn can often be
modified to apply to the constrained version, as we will see in Chapter 6,
where we will discuss incremental constraint projection methods. However,
the case of constraint sets with many components arises independently of
whether the cost function is additive or not, and has its own character, as
we discuss in the next section.
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1.4 LARGE NUMBER OF CONSTRAINTS

In this section we consider problems of the form

minimize f(x)

subject to x ∈ X, gj(x) ≤ 0, j = 1, . . . , r,
(1.35)

where the number r of constraints is very large. Problems of this type occur
often in practice, either directly or via reformulation from other problems.
A similar type of problem arises when the abstract constraint setX consists
of the intersection of many simpler sets:

X = ∩ℓ∈LXℓ,

where L is a finite or infinite index set. There may or may not be additional
inequality constraints gj(x) ≤ 0 like the ones in problem (1.35). We provide
a few examples.

Example 1.4.1: (Feasibility and Minimum Distance
Problems)

A simple but important problem, which arises in many contexts and embodies
important algorithmic ideas, is a classical feasibility problem, where the ob-
jective is to find a common point within a collection of sets Xℓ, ℓ ∈ L, where
each Xℓ is a closed convex set. In the feasibility problem the cost function
is zero. A somewhat more complex problem with a similar structure arises
when there is a cost function, i.e., a problem of the form

minimize f(x)

subject to x ∈ ∩ℓ∈LXℓ,

where f : ℜn #→ ℜ. An important example is the minimum distance problem,
where

f(x) = ∥x− z∥,

for a given vector z and some norm ∥ · ∥. The following example is a special
case.

Example 1.4.2: (Basis Pursuit)

Consider the problem
minimize ∥x∥1

subject to Ax = b,
(1.36)

where ∥ · ∥1 is the ℓ1 norm in ℜn, A is a given m × n matrix, and b is
a vector in ℜm that consists of m given measurements. We are trying to
construct a linear model of the form Ax = b, where x is a vector of n scalar
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weights for a large number n of basis functions (m < n). We want to satisfy
exactly the measurement equations Ax = b, while using only a few of the
basis functions in our model. Consequently, we introduce the ℓ1 norm in the
cost function of problem (1.36), aiming to delineate a small subset of basis
functions, corresponding to nonzero coordinates of x at the optimal solution.
This is called the basis pursuit problem (see, e.g., [CDS01], [VaF08]), and its
underlying idea is similar to the one of ℓ1-regularization (cf. Example 1.3.2).

It is also possible to consider a norm other than ℓ1 in Eq. (1.36). An
example is the atomic norm ∥ · ∥A induced by a subset A that is centrally
symmetric around the origin (a ∈ A if and only if −a ∈ A):

∥x∥A = inf
{

t > 0 | x ∈ t · conv(A)
}

.

This problem, and other related problems involving atomic norms, have many
applications; see for example [CRP12], [SBT12], [RSW13].

A related problem is

minimize ∥X∥∗

subject to AX = B,

where the optimization is over all m × n matrices X. The matrices A, B
are given and have dimensions ℓ × m and ℓ × n, respectively, and ∥X∥∗ is
the nuclear norm of X. This problem aims to produce a low-rank matrix X
that satisfies an underdetermined set of linear equations AX = B (see e.g.,
[CaR09], [RFP10], [RXB11]). When these equations specify that a subset of
entries Xij , (i, j) ∈ Ω, are fixed at given values Mij ,

Xij = Mij , (i, j) ∈ Ω,

we obtain an alternative formulation of the matrix completion problem dis-
cussed in Example 1.3.2.

Example 1.4.3: (Minimax Problems)

In a minimax problem the cost function has the form

f(x) = sup
z∈Z

φ(x, z),

where Z is a subset of some space and φ(·, z) is a real-valued function for each
z ∈ Z. We want to minimize f subject to x ∈ X, where X is a given constraint
set. By introducing an artificial scalar variable y, we may transform such a
problem to the general form

minimize y

subject to x ∈ X, φ(x, z) ≤ y, ∀ z ∈ Z,

which involves a large number of constraints (one constraint for each z in the
set Z, which could be infinite). Of course in this problem the set X may also
be of the form X = ∩ℓ∈LXℓ as in earlier examples.
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Example 1.4.4: (Basis Function Approximation for Separable
Problems – Approximate Dynamic Programming)

Let us consider a large-scale separable problem of the form

minimize

m
∑

i=1

fi(yi)

subject to

m
∑

i=1

gij(yi) ≤ 0, ∀ j = 1, . . . , r, y ≥ 0,

(1.37)

where fi : ℜ #→ ℜ are scalar functions, and the dimension m of the vector
y = (y1, . . . , ym) is very large. One possible way to address this problem is to
approximate y with a vector of the form Φx, where Φ is an m×n matrix. The
columns of Φ may be relatively few, and may be viewed as basis functions
for a low-dimensional approximation subspace {Φx | x ∈ ℜn}. We replace
problem (1.37) with the approximate version

minimize

m
∑

i=1

fi(φ
′
ix)

subject to

m
∑

i=1

gij(φ
′
ix) ≤ 0, ∀ j = 1, . . . , r,

φ′
ix ≥ 0, i = 1, . . . ,m,

(1.38)

where φ′
i denotes the ith row of Φ, and φ′

ix is viewed as an approximation of
yi. Thus the dimension of the problem is reduced from m to n. However, the
constraint set of the problem became more complicated, because the simple
constraints yi ≥ 0 take the more complex form φ′

ix ≥ 0. Moreover the number
m of additive components in the cost function, as well as the number of its
constraints is still large. Thus the problem has the additive cost structure of
the preceding section, as well as a large number of constraints.

An important application of this approach is in approximate dynamic
programming (see e.g., [BeT96], [SuB98], [Pow11], [Ber12]), where the func-
tions fi and gij are linear. The corresponding problem (1.37) relates to the
solution of the optimality condition (Bellman equation) of an infinite horizon
Markovian decision problem (the constraint y ≥ 0 may not be present in this
context). Here the numbers m and r are often astronomical (in fact r can be
much larger than m), in which case an exact solution cannot be obtained. For
such problems, approximation based on problem (1.38) has been one of the
major algorithmic approaches (see [Ber12] for a textbook presentation and
references). For very large m, it may be impossible to calculate the cost func-
tion value

∑m

i=1
fi(φ

′
ix) for a given x, and one may at most be able to sample

individual cost components fi. For this reason optimization by stochastic
simulation is one of the most prominent approaches in large scale dynamic
programming.

Let us also mention that related approaches based on randomization
and simulation have been proposed for the solution of large scale instances of
classical linear algebra problems; see [BeY09], [Ber12] (Section 7.3), [DMM06],
[StV09], [HMT10], [Nee10], [DMM11], [WaB13a], [WaB13b].
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A large number of constraints also arises often in problems involving
a graph, and may be handled with algorithms that take into account the
graph structure. The following example is typical.

Example 1.4.5: (Optimal Routing in a Network –
Multicommodity Flows)

Consider a directed graph that is used to transfer “commodities” from given
supply points to given demand points. We are given a set W of ordered node
pairs w = (i, j). The nodes i and j are referred to as the origin and the
destination of w, respectively, and w is referred to as an OD pair. For each
w, we are given a scalar rw referred to as the input of w. For example, in the
context of routing of data in a communication network, rw (measured in data
units/second) is the arrival rate of traffic entering and exiting the network at
the origin and the destination of w, respectively. The objective is to divide
each rw among the many paths from origin to destination in a way that the
resulting total arc flow pattern minimizes a suitable cost function.

We denote:

Pw: A given set of paths that start at the origin and end at the destination
of w. All arcs on each of these paths are oriented in the direction from
the origin to the destination.

xp: The portion of rw assigned to path p, also called the flow of path p.

The collection of all path flows {xp | p ∈ Pw, w ∈ W } must satisfy the
constraints

∑

p∈Pw

xp = rw, ∀ w ∈ W, (1.39)

xp ≥ 0, ∀ p ∈ Pw, w ∈ W. (1.40)

The total flow Fij of arc (i, j) is the sum of all path flows traversing the arc:

Fij =
∑

all paths p
containing (i,j)

xp. (1.41)

Consider a cost function of the form

∑

(i,j)

Dij(Fij). (1.42)

The problem is to find a set of path flows {xp} that minimize this cost function
subject to the constraints of Eqs. (1.39)-(1.41). It is typically assumed that
Dij is a convex function of Fij . In data routing applications, the form of
Dij is often based on a queueing model of average delay, in which case Dij is
continuously differentiable within its domain (see e.g., [BeG92]). In a related
context, arising in optical networks, the problem involves additional integer
constraints on xp, but may be addressed as a problem with continuous flow
variables (see [OzB03]).
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The preceding problem is known as a multicommodity network flow

problem. The terminology reflects the fact that the arc flows consist of several
different commodities; in the present example the different commodities are
the data of the distinct OD pairs. This problem also arises in essentially iden-
tical form in traffic network equilibrium problems (see e.g., [FlH95], [Ber98],
[Ber99], [Pat99], [Pat04]). The special case where all OD pairs have the same
end node, or all OD pairs have the same start node, is known as the single

commodity network flow problem, a much easier type of problem, for which
there are efficient specialized algorithms that tend to be much faster than
their multicommodity counterparts (see textbooks such as [Ber91], [Ber98]).

By expressing the total flows Fij in terms of the path flows in the cost
function (1.42) [using Eq. (1.41)], the problem can be formulated in terms of
the path flow variables {xp | p ∈ Pw, w ∈ W } as

minimize D(x)

subject to
∑

p∈Pw

xp = rw, ∀ w ∈ W,

xp ≥ 0, ∀ p ∈ Pw, w ∈ W,

where

D(x) =
∑

(i,j)

Dij

⎛

⎜

⎝

∑

all paths p
containing (i,j)

xp

⎞

⎟

⎠

and x is the vector of path flows xp. There is a potentially huge number
of variables as well as constraints in this problem. However, by judiciously
taking into account the special structure of the problem, the constraint set
can be simplified and approximated by the convex hull of a small number of
vectors x, and the number of variables and constraints can be reduced to a
manageable size (see e.g., [BeG83], [FlH95], [OMV00], and our discussion in
Section 4.2).

There are several approaches to handle a large number of constraints.
One possibility, which points the way to some major classes of algorithms,
is to initially discard some of the constraints, solve the corresponding less
constrained problem, and later selectively reintroduce constraints that seem
to be violated at the optimum. In Chapters 4-6, we will discuss methods
of this type in some detail.

Another possibility is to replace constraints with penalties that assign
high cost for their violation. In particular, we may replace problem (1.35)
with

minimize f(x) + c
r
∑

j=1

P
(

gj(x)
)

subject to x ∈ X,

where P (·) is a scalar penalty function satisfying P (u) = 0 if u ≤ 0, and
P (u) > 0 if u > 0, and c is a positive penalty parameter. We discuss this
possibility in the next section.
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1.5 EXACT PENALTY FUNCTIONS

In this section we discuss a transformation that is often useful in the context
of constrained optimization algorithms. We will derive a form of equiva-
lence between a constrained convex optimization problem, and a penalized
problem that is less constrained or is entirely unconstrained. The motiva-
tion is that some convex optimization algorithms do not have constrained
counterparts, but can be applied to a penalized unconstrained problem.
Furthermore, in some analytical contexts, it is useful to be able to work
with an equivalent problem that is less constrained.

We consider the convex programming problem

minimize f(x)

subject to x ∈ X, gj(x) ≤ 0, j = 1, . . . , r,
(1.43)

where X is a convex subset of ℜn, and f : X → ℜ and gj : X → ℜ are
given convex functions. We denote by f∗ the primal optimal value, and by
q∗ the dual optimal value, i.e.,

q∗ = sup
µ≥0

q(µ),

where
q(µ) = inf

x∈X

{

f(x) + µ′g(x)
}

, ∀ µ ≥ 0,

with g(x) =
(

g1(x), . . . , gr(x)
)′
. We assume that −∞ < q∗ = f∗ < ∞.

We introduce a convex penalty function P : ℜr #→ ℜ, which satisfies

P (u) = 0, ∀ u ≤ 0, (1.44)

P (u) > 0, if uj > 0 for some j = 1, . . . , r. (1.45)

We consider solving in place of the original problem (1.43), the “penalized”
problem

minimize f(x) + P
(

g(x)
)

subject to x ∈ X,
(1.46)

where the inequality constraints have been replaced by the extra cost
P
(

g(x)
)

for their violation. Some interesting examples of penalty functions
are based on the squared or the absolute value of constraint violation:

P (u) =
c

2

r
∑

j=1

(

max{0, uj}
)2
,

and

P (u) = c
r
∑

j=1

max{0, uj},
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0 u 0 m
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a

a
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u

u

u

µ

µ

µ

0 0

0a 0

a 0 a 0

a
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Q(µ)) P (u) = max{0, au+u2}

P (u) = c max{0, u}

c

P (u) = (c/2)
(

max{0, u}
)2

Q(µ) =

{

(1/2c)µ2 if µ ≥ 0
∞ if µ < 0

( )

Q(µ) =
{

0 if 0 ≤ µ ≤ c
∞ otherwise

Figure 1.5.1. Illustration of various penalty functions P and their conjugate
functions, denoted by Q. Because P (u) = 0 for u ≤ 0, we have Q(µ) = ∞ for µ

outside the nonnegative orthant.

where c is a positive penalty parameter. However, there are other possibil-
ities that may be well-matched with the problem at hand.

The conjugate function of P is given by

Q(µ) = sup
u∈ℜr

{

u′µ− P (u)
}

,

and it can be seen that

Q(µ) ≥ 0, ∀ µ ∈ ℜr,

Q(µ) = ∞, if µj < 0 for some j = 1, . . . , r.

Figure 1.5.1 shows some examples of one-dimensional penalty functions P ,
together with their conjugates.
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Consider the primal function of the original constrained problem,

p(u) = inf
x∈X, g(x)≤u

f(x), u ∈ ℜr.

We have,

inf
x∈X

{

f(x) + P
(

g(x)
)}

= inf
x∈X

inf
u∈ℜr , g(x)≤u

{

f(x) + P
(

g(x)
)}

= inf
x∈X

inf
u∈ℜr , g(x)≤u

{

f(x) + P (u)
}

= inf
x∈X,u∈ℜr , g(x)≤u

{

f(x) + P (u)
}

= inf
u∈ℜr

inf
x∈X,g(x)≤u

{

f(x) + P (u)
}

= inf
u∈ℜr

{

p(u) + P (u)
}

,

where for the second equality, we use the monotonicity relation†

u ≤ v ⇒ P (u) ≤ P (v).

Moreover, −∞ < q∗ and f∗ < ∞ by assumption, and since for any µ with
q(µ) > −∞, we have

p(u) ≥ q(µ)− µ′u > −∞, ∀ u ∈ ℜr,

it follows that p(0) < ∞ and p(u) > −∞ for all u ∈ ℜr, so p is proper.
We can now apply the Fenchel Duality Theorem (Prop. 1.2.1) with

the identifications f1 = p, f2 = P , and A = I. We use the conjugacy
relation between the primal function p and the dual function q to write

inf
u∈ℜr

{

p(u) + P (u)
}

= sup
µ≥0

{

q(µ)−Q(µ)
}

, (1.47)

so that
inf
x∈X

{

f(x) + P
(

g(x)
)}

= sup
µ≥0

{

q(µ)−Q(µ)
}

; (1.48)

see Fig. 1.5.2. Note that the conditions for application of the theorem are
satisfied since the penalty function P is real-valued, so that the relative

† To show this relation, we argue by contradiction. If there exist u and v with

u ≤ v and P (u) > P (v), then by continuity of P , there must exist u close enough

to u such that u < v and P (u) > P (v). Since P is convex, it is monotonically
increasing along the halfline

{

u+α(u− v) | α ≥ 0
}

, and since P (u) > P (v) ≥ 0,

P takes positive values along this halfline. However, since u < v, this halfline

eventually enters the negative orthant, where P takes the value 0 by Eq. (1.44),
a contradiction.
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Figure 1.5.2. Illustration of the du-
ality relation (1.48), and the opti-
mal values of the penalized and the
dual problem. Here f∗ is the opti-
mal value of the original problem,
which is assumed to be equal to the
optimal dual value q∗, while f̃ is the
optimal value of the penalized prob-
lem,

f̃ = inf
x∈X

{

f(x) + P
(

g(x)
)}

.

The point of contact of the graphs
of the functions f̃ + Q(µ) and q(µ)
corresponds to the vector µ̃ that at-
tains the maximum in the relation

f̃ = max
µ≥0

{

q(µ) −Q(µ)
}

.

interiors of dom(p) and dom(P ) have nonempty intersection. Furthermore,
as part of the conclusions of part (a) of the Fenchel Duality Theorem, it
follows that the supremum over µ ≥ 0 in Eq. (1.48) is attained.

Figure 1.5.2 suggests that in order for the penalized problem (1.46)
to have the same optimal value as the original constrained problem (1.43),
the conjugate Q must be “sufficiently flat” so that it is minimized by some
dual optimal solution µ∗. This can be interpreted in terms of properties of
subgradients, which are stated in Appendix B, Section 5.4: we must have
0 ∈ ∂Q(µ∗) for some dual optimal solution µ∗, which by Prop. 5.4.3 in
Appendix B, is equivalent to µ∗ ∈ ∂P (0). This is part (a) of the following
proposition, which was given in [Ber75a]. Parts (b) and (c) of the propo-
sition deal with issues of equality of corresponding optimal solutions. The
proposition assumes the convexity and other assumptions made in the early
part in this section regarding problem (1.43) and the penalty function P .
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Proposition 1.5.1: Consider problem (1.43), where we assume that
−∞ < q∗ = f∗ < ∞.

(a) The penalized problem (1.46) and the original constrained prob-
lem (1.43) have equal optimal values if and only if there exists a
dual optimal solution µ∗ such that µ∗ ∈ ∂P (0).

(b) In order for some optimal solution of the penalized problem (1.46)
to be an optimal solution of the constrained problem (1.43), it is
necessary that there exists a dual optimal solution µ∗ such that

u′µ∗ ≤ P (u), ∀ u ∈ ℜr. (1.49)

(c) In order for the penalized problem (1.46) and the constrained
problem (1.43) to have the same set of optimal solutions, it is
sufficient that there exists a dual optimal solution µ∗ such that

u′µ∗ < P (u), ∀ u ∈ ℜr with uj > 0 for some j. (1.50)

Proof: (a) We have using Eqs. (1.47) and (1.48),

p(0) ≥ inf
u∈ℜr

{

p(u) + P (u)
}

= sup
µ≥0

{

q(µ)−Q(µ)
}

= inf
x∈X

{

f(x) + P
(

g(x)
)}

.

(1.51)
Since f∗ = p(0), we have

f∗ = inf
x∈X

{

f(x) + P
(

g(x)
)}

if and only if equality holds in Eq. (1.51). This is true if and only if

0 ∈ arg min
u∈ℜr

{

p(u) + P (u)
}

,

which by Prop. 5.4.7 in Appendix B, is true if and only if there exists some
µ∗ ∈ −∂p(0) with µ∗ ∈ ∂P (0) (in view of the fact that P is real-valued).
Since the set of dual optimal solutions is −∂p(0) (under our assumption
−∞ < q∗ = f∗ < ∞; see Example 5.4.2, [Ber09]), the result follows.

(b) If x∗ is an optimal solution of both problems (1.43) and (1.46), then by
feasibility of x∗, we have P

(

g(x∗)
)

= 0, so these two problems have equal
optimal values. From part (a), there must exist a dual optimal solution
µ∗ ∈ ∂P (0), which is equivalent to Eq. (1.49), by the subgradient inequality.

(c) If x∗ is an optimal solution of the constrained problem (1.43), then
P
(

g(x∗)
)

= 0, so we have

f∗ = f(x∗) = f(x∗) + P
(

g(x∗)
)

≥ inf
x∈X

{

f(x) + P
(

g(x)
)}

.
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The condition (1.50) implies the condition (1.49), so that by part (a),
equality holds throughout in the above relation, showing that x∗ is also
an optimal solution of the penalized problem (1.46).

Conversely, let x∗ ∈ X be an optimal solution of the penalized prob-
lem (1.46). If x∗ is feasible [i.e., satisfies in addition g(x∗) ≤ 0], then it is an
optimal solution of the constrained problem (1.43) [since P

(

g(x)
)

= 0 for
all feasible vectors x], and we are done. Otherwise x∗ is infeasible in which
case gj(x∗) > 0 for some j. Then, by using the given condition (1.50), it
follows that there exists a dual optimal solution µ∗ and an ϵ > 0 such that

µ∗′g(x∗) + ϵ < P
(

g(x∗)
)

.

Let x̃ be a feasible vector such that f(x̃) ≤ f∗ + ϵ. Since P
(

g(x̃)
)

= 0 and
f∗ = minx∈X

{

f(x) + µ∗′g(x)
}

, we obtain

f(x̃) + P
(

g(x̃)
)

= f(x̃) ≤ f∗ + ϵ ≤ f(x∗) + µ∗′g(x∗) + ϵ.

By combining the last two relations, it follows that

f(x̃) + P
(

g(x̃)
)

< f(x∗) + P
(

g(x∗)
)

,

which contradicts the hypothesis that x∗ is an optimal solution of the
penalized problem (1.46). This completes the proof. Q.E.D.

As an illustration, consider the minimization of f(x) = −x over all
x ∈ X = {x | x ≥ 0} with g(x) = x ≤ 0. The dual function is

q(µ) = inf
x≥0

(µ− 1)x, µ ≥ 0,

so q(µ) = 0 for µ ∈ [1,∞) and q(µ) = −∞ otherwise. Let P (u) =
cmax{0, u}, so the penalized problem is minx≥0

{

−x+cmax{0, x}
}

. Then
parts (a) and (b) of the proposition apply if c ≥ 1. However, part (c) ap-
plies only if c > 1. In terms of Fig. 1.5.2, the conjugate of P is Q(µ) = 0 if
µ ∈ [0, c] and Q(µ) = ∞ otherwise, so when c = 1, Q is “flat” over an area
not including an interior point of the dual optimal solution set [1,∞).

To elaborate on the idea of the preceding example, let

P (u) = c
r
∑

j=1

max{0, uj},

where c > 0. The condition µ∗ ∈ ∂P (0), or equivalently,

u′µ∗ ≤ P (u), ∀ u ∈ ℜr

[cf. Eq. (1.49)], is equivalent to

µ∗
j ≤ c, ∀ j = 1, . . . , r.
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Similarly, the condition u′µ∗ < P (u) for all u ∈ ℜr with uj > 0 for some j
[cf. Eq. (1.50)], is equivalent to

µ∗
j < c, ∀ j = 1, . . . , r.

The reader may consult the literature for other results on exact penalty
functions, starting with their first proposal in the book [Zan69]. The pre-
ceding development is based on [Ber75], and focuses on convex program-
ming problems. For additional representative references, some of which
also discuss nonconvex problems, see [HaM79], [Ber82a], [Bur91], [FeM91],
[BNO03], [FrT07]. In what follows we develop an exact penalty function
result for the case of an abstract constraint set, which will be used in the
context of incremental constraint projection algorithms in Section 6.4.4.

A Distance-Based Exact Penalty Function

Let us discuss the case of a general Lipschitz continuous (not necessarily
convex) cost function and an abstract constraint set X ⊂ ℜn. The idea is
to use a penalty that is proportional to the distance from X :

dist(x;X) = inf
y∈X

∥x− y∥.

The next proposition from [Ber11] provides the basic result (see Fig. 1.5.3).

Proposition 1.5.2: Let f : ℜn #→ ℜ be a function that is Lipschitz
continuous with constant L over a set Y ⊂ ℜn, i.e.,

∣

∣f(x)− f(y)
∣

∣ ≤ L∥x− y∥, ∀ x, y ∈ Y.

Let alsoX be a nonempty closed subset of Y , and let c be a scalar such
that c > L. Then x∗ minimizes f over X if and only if x∗ minimizes

Fc(x) = f(x) + c dist(x;X)

over Y .

Proof: For any x ∈ Y , let x̂ denote a vector of X that is at minimum
distance from x (such a vector exists by the closure of X and Weierstrass’
Theorem). If c > L, we have for all x ∈ Y ,

F (x) = f(x) + c∥x− x̂∥

= f(x̂) +
(

f(x)− f(x̂)
)

+ c∥x− x̂∥

≥ f(x̂) + (c− L)∥x− x̂∥

≥ F (x̂),
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x fx
∗

x f(x) = max

c dist(x;X)

)X <

X Y x

f(x) + c dist(x;X)

Figure 1.5.3. Illustration of Prop. 1.5.2. For c greater than the Lipschitz constant
of f , the “slope” of the penalty function counteracts the “slope” of f at the optimal
solution x∗.

with strict inequality if x ̸= x̂; here the first inequality follows using the
Lipschitz property of f to write

f(x)− f(x̂) ≥ −L∥x− x̂∥,

while the second inequality follows from the fact f(x̂) = F (x̂). In words,
the value of F (x) is strictly reduced when we project an x ∈ Y with x /∈ X
onto X . Hence the minima of F over Y can only lie within X , while F = f
within X . Thus all minima of F over Y must lie in X and also minimize
f over X (since F = f on X). Conversely, all minima of f over X are also
minima of F over X (since F = f on X), and by the preceding inequality,
they are also minima of F over Y . Q.E.D.

The following proposition provides a generalization for constraints
that involve the intersection of several sets.

Proposition 1.5.3: Let f : Y #→ ℜ be a function defined on a sub-
set Y of ℜn, and let Xi, i = 1, . . . ,m, be closed subsets of Y with
nonempty intersection. Assume that f is Lipschitz continuous over Y
with constant L, and that for some scalar β > 0, we have

dist(x;X1 ∩ · · · ∩Xm) ≤ β
m
∑

i=1

dist(x;Xi), ∀ x ∈ Y. (1.52)

Let c be a scalar such that c > βL. Then the set of minima of f over
∩m
i=1Xi coincides with the set of minima of

f(x) + c
m
∑

i=1

dist(x;Xi)

over Y .
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Proof: The proof is similar to the proof of Prop. 1.5.2, using Eq. (1.52)
to modify the main inequality. Denote F (x) = f(x) + c

∑m
i=1 dist(x;Xi)

and X = X1 ∩ · · · ∩Xm. For a vector x ∈ Y , let x̂i denote a vector of Xi

that is at minimum distance from x, and let x̂ denote a vector of X that
is at minimum distance from x. If c > βL, we have for all x ∈ Y ,

F (x) = f(x) + c
m
∑

i=1

∥x− x̂i∥

≥ f(x̂) +
(

f(x)− f(x̂)
)

+
c

β
∥x− x̂∥

≥ f(x̂) +

(

c

β
− L

)

∥x− x̂∥

≥ F (x̂),

with strict inequality if x ̸= x̂. The proof now proceeds as in Prop. 1.5.2.
Q.E.D.

It can be shown that the condition (1.52) is satisfied if all the sets
X1, . . . , Xm are polyhedral (this is a consequence of the well-known Hoff-
man’s Lemma). We finally note that exact penalty functions, and par-
ticularly the distance function dist(x;Xi), are often relatively convenient
in various contexts where difficult constraints complicate the algorithmic
solution. As an example, see Section 6.4.4, where incremental proximal
methods for highly constrained problems are discussed.

1.6 NOTES, SOURCES, AND EXERCISES

There is a very extensive literature on convex optimization, and in this sec-
tion we will restrict ourselves to noting some books, research monographs,
and surveys. In subsequent chapters, we will discuss in greater detail the
literature that relates to the specialized content of these chapters.

Books relating primarily to duality theory are Rockafellar [Roc70],
Stoer and Witzgall [StW70], Ekeland and Temam [EkT76], Bonnans and
Shapiro [BoS00], Zalinescu [Zal02], Auslender and Teboulle [AuT03], and
Bertsekas [Ber09].

The books by Rockafellar and Wets [RoW98], Borwein and Lewis
[BoL00], and Bertsekas, Nedić, and Ozdaglar [BNO03] straddle the bound-
ary between convex and variational analysis, a broad spectrum of topics
that integrate classical analysis, convexity, and optimization of both convex
and nonconvex (possibly nonsmooth) functions.

The book by Hiriart-Urruty and Lemarechal [HiL93] focuses on con-
vex optimization algorithms. The books by Rockafellar [Roc84] and Bert-
sekas [Ber98] have a more specialized focus on network optimization algo-
rithms and monotropic programming problems, which will be discussed in
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Chapters 4 and 6. The book by Ben-Tal and Nemirovski [BeN01] focuses
on conic and semidefinite programming [see also the 2005 class notes by
Nemirovski (on line), and the representative survey papers by Alizadeh and
Goldfarb [AlG03], and Todd [Tod01]]. The book by Wolkowicz, Saigal, and
Vanderberghe [WSV00] contains a collection of survey articles on semidefi-
nite programming. The book by Boyd and Vanderberghe [BoV04] describes
many applications, and contains a lot of related material and references.
The book by Ben-Tal, El Ghaoui, and Nemirovski [BGN09] focuses on
robust optimization; see also the survey by Bertsimas, Brown, and Cara-
manis [BBC11]. The book by Bauschke and Combettes [BaC11] develops
the connection of convex analysis and monotone operator theory in infinite
dimensional spaces. The book by Rockafellar and Wets [RoW98] also has
a substantial finite-dimensional treatment of this subject. The books by
Cottle, Pang, and Stone [CPS92], and Facchinei and Pang [FaP03] focus on
complementarity and variational inequality problems. The books by Palo-
mar and Eldar [PaE10], and Vetterli, Kovacevic, and Goyal [VKG14], and
the surveys in the May 2010 issue of the IEEE Signal Processing Magazine
describe applications of convex optimization in communications and sig-
nal processing. The books by Hastie, Tibshirani, and Friedman [HTF09],
and Sra, Nowozin, and Wright [SNW12] describe applications of convex
optimization in machine learning.

E X E R C I S E S

1.1 (Support Vector Machines and Duality)

Consider the classification problem associated with a support vector machine,

minimize 1
2∥x∥

2 + β
∑m

i=1
max

{

0, 1− bi(c′ix+ y)
}

subject to x ∈ ℜn, y ∈ ℜ,

with quadratic regularization, where β is a positive regularization parameter (cf.
Example 1.3.3).
(a) Write the problem in the equivalent form

minimize 1
2∥x∥

2 + β
∑m

i=1
ξi

subject to x ∈ ℜn, y ∈ ℜ,

0 ≤ ξi, 1− bi(c
′
ix+ y) ≤ ξi, i = 1, . . . , m.

Associate dual variables µi ≥ 0 with the constraints 1 − bi(c
′
ix + y) ≤ ξi,

and show that the dual function is given by

q(µ) =

{

q̂(µ) if
∑m

j=1
µjbj = 0, 0 ≤ µi ≤ β, i = 1, . . . ,m,

−∞ otherwise,
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where

q̂(µ) =

m
∑

i=1

µi − 1
2

∑m

i=1

∑m

j=1
bibjc

′
icjµiµj .

Does the dual problem, viewed as the equivalent quadratic program

minimize 1
2

∑m

i=1

∑m

j=1
bibjc

′
icjµiµj −

∑m

i=1
µi

subject to

m
∑

j=1

µjbj = 0, 0 ≤ µi ≤ β, i = 1, . . . ,m,

always have a solution? Is the solution unique? Note: The dual problem
may have high dimension, but it has a generally more favorable structure
than the primal. The reason is the simplicity of its constraint set, which
makes it suitable for special types of quadratic programming methods, and
the two-metric projection and coordinate descent methods of Section 2.1.2.

(b) Consider an alternative formulation where the variable y is set to 0, leading
to the problem

minimize 1
2∥x∥

2 + β
∑m

i=1
max{0, 1− bic

′
ix}

subject to x ∈ ℜn.

Show that the dual problem should be modified so that the constraint
∑m

j=1
µjbj = 0 is not present, thus leading to a bound-constrained quadratic

dual problem.

Note: The literature of the support vector machine field is extensive. Many of the
nondifferentiable optimization methods to be discussed in subsequent chapters
have been applied in connection to this field; see e.g., [MaM01], [FeM02], [SmS04],
[Bot05], [Joa06], [JFY09], [JoY09], [SSS07], [LeW11].

1.2 (Minimizing the Sum or the Maximum of Norms [LVB98])

Consider the problems

minimize

p
∑

i=1

∥Fix+ gi∥

subject to x ∈ ℜn,

(1.53)

and
minimize max

i=1,...,p
∥Fix+ gi∥

subject to x ∈ ℜn,

where Fi and gi are given matrices and vectors, respectively. Convert these
problems to second order cone form and derive the corresponding dual problems.
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1.3 (Complex l1 and l∞ Approximation [LVB98])

Consider the complex l1 approximation problem

minimize ∥Ax− b∥1

subject to x ∈ Cn,

where Cn is the set of n-dimensional vectors whose components are complex
numbers, and A and b are given matrix and vector with complex components.
Show that it is a special case of problem (1.53) and derive the corresponding dual
problem. Repeat for the complex l∞ approximation problem

minimize ∥Ax− b∥∞

subject to x ∈ Cn.

1.4

The purpose of this exercise is to show that the SOCP can be viewed as a special
case of SDP.

(a) Show that a vector x ∈ ℜn belongs to the second order cone if and only if
the matrix

xnI +

⎛

⎜

⎜

⎜

⎝

0 0 · · · 0 x1

0 0 · · · 0 x2

...
...

...
...

...
0 0 · · · 0 xn−1

x1 x2 · · · xn−1 0

⎞

⎟

⎟

⎟

⎠

is positive semidefinite. Hint : We have that for any positive definite sym-
metric n× n matrix A, vector b ∈ ℜn, and scalar d, the matrix

(

A b
b′ c

)

is positive definite if and only if

c− b′A−1b > 0.

(b) Use part (a) to show that the primal SOCP can be written in the form of
the dual SDP.

1.5 (Explicit Form of a Second Order Cone Problem)

Consider the SOCP (1.24).

(a) Partition the ni × (n+ 1) matrices (Ai bi ) as

(Ai bi ) =

(

Di di
p′i qi

)

, i = 1, . . . ,m,
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where Di is an (ni − 1)×n matrix, di ∈ ℜni−1, pi ∈ ℜn, and qi ∈ ℜ. Show
that

Aix− bi ∈ Ci if and only if ∥Dix− di∥ ≤ p′ix− qi,

so we can write the SOCP (1.24) as

minimize c′x

subject to ∥Dix− di∥ ≤ p′ix− qi, i = 1, . . . ,m.

(b) Similarly partition λi as

λi =

(

µi

νi

)

, i = 1, . . . ,m,

where µi ∈ ℜni−1 and νi ∈ ℜ. Show that the dual problem (1.25) can be
written in the form

maximize

m
∑

i=1

(d′iµi + qiνi)

subject to

m
∑

i=1

(D′
iµi + νipi) = c, ∥µi∥ ≤ νi, i = 1, . . . ,m.

(c) Show that the primal and dual interior point conditions for strong duality
(Prop. 1.2.4) hold if there exist primal and dual feasible solutions x and
(µi, νi) such that

∥Dix− di∥ < p′ix− qi, i = 1, . . . , m,

and
∥µi∥ < νi, i = 1, . . . ,m,

respectively.

1.6 (Separable Conic Problems)

Consider the problem

minimize

m
∑

i=1

fi(xi)

subject to x ∈ S ∩ C,

where x = (x1, . . . , xm) with xi ∈ ℜni , i = 1, . . . ,m, and fi : ℜ
ni #→ (−∞,∞] is

a proper convex function for each i, and S and C are a subspace and a cone of
ℜn1+···+nm , respectively. Show that a dual problem is

maximize

m
∑

i=1

qi(λi)

subject to λ ∈ Ĉ + S⊥,
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where λ = (λ1, . . . ,λm), Ĉ is the dual cone of C, and

qi(λi) = inf
zi∈ℜ

{

fi(zi)− λ′
izi
}

, i = 1, . . . ,m.

1.7 (Weber Points)

Consider the problem of finding a circle of minimum radius that contains r points
y1, . . . , yr in the plane, i.e., find x and z that minimize z subject to ∥x− yj∥ ≤ z
for all j = 1, . . . , r, where x is the center of the circle under optimization.

(a) Introduce multipliers µj , j = 1, . . . , r, for the constraints, and show that
the dual problem has an optimal solution and there is no duality gap.

(b) Show that calculating the dual function at some µ ≥ 0 involves the com-
putation of a Weber point of y1, . . . , yr with weights µ1, . . . , µr, i.e., the
solution of the problem

min
x∈ℜ2

r
∑

j=1

µj∥x− yj∥

(see Example 1.3.7).

1.8 (Inconsistent Convex Systems of Inequalities)

Let gj : ℜn #→ ℜ, j = 1, . . . , r, be convex functions over the nonempty convex set
X ⊂ ℜn. Show that the system

gj(x) < 0, j = 1, . . . , r,

has no solution within X if and only if there exists a vector µ ∈ ℜr such that

r
∑

j=1

µj = 1, µ ≥ 0,

µ′g(x) ≥ 0, ∀ x ∈ X.

Note: This is an example of what is known as a theorem of the alternative.
There are many results of this type, with a long history, such as the Farkas
Lemma, and the theorems of Gordan, Motzkin, and Stiemke, which address the
feasibility (possibly strict) of linear inequalities. They can be found in many
sources, including Section 5.6 of [Ber09]. Hint: Consider the convex program

minimize y

subject to x ∈ X, y ∈ ℜ, gj(x) ≤ y, j = 1, . . . , r.
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[Ned11] Nedić, A., 2011. “Random Algorithms for Convex Minimization
Problems,” Math. Programming, Ser. B, Vol. 129, pp. 225-253.

[Nee10] Needell, D., 2010. “Randomized Kaczmarz Solver for Noisy Linear
Systems,” BIT Numerical Mathematics, Vol. 50, pp. 395-403.

[Nes83] Nesterov, Y., 1983. “A Method for Unconstrained Convex Mini-
mization Problem with the Rate of Convergence O(1/k2),” Doklady AN
SSSR, Vol. 269, pp. 543-547; translated as Soviet Math. Dokl.

[Nes95] Nesterov, Y., 1995. “Complexity Estimates of Some Cutting Plane
Methods Based on Analytic Barrier,” Math. Programming, Vol. 69, pp.
149-176.

[Nes04] Nesterov, Y., 2004. Introductory Lectures on Convex Optimization,
Kluwer Academic Publisher, Dordrecht, The Netherlands.

[Nes05] Nesterov, Y., 2005. “Smooth Minimization of Nonsmooth Func-
tions,” Math. Programming, Vol. 103, pp. 127-152.

[Nes12] Nesterov, Y., 2012. “E�ciency of Coordinate Descent Methods on
Huge-Scale Optimization Problems,” SIAM J. on Optimization, Vol. 22,
pp. 341-362.

[Nev75] Neveu, J., 1975. Discrete Parameter Martingales, North-Holland,
Amsterdam, The Netherlands.



References 545

[NoW06] Nocedal, J., and Wright, S. J., 2006. Numerical Optimization,
2nd Edition, Springer, NY.

[Noc80] Nocedal, J., 1980. “Updating Quasi-Newton Matrices with Limited
Storage,” Math. of Computation, Vol. 35, pp. 773-782.

[OBG05] Osher, S., Burger, M., Goldfarb, D., Xu, J., and Yin, W., 2005.
“An Iterative Regularization Method for Total Variation-Based Image Res-
toration,” Multiscale Modeling and Simulation, Vol. 4, pp. 460-489.

[OJW05] Olafsson, A., Jeraj, R., and Wright, S. J., 2005. Optimization
of Intensity-Modulated Radiation Therapy with Biological Objectives,”
Physics in Medicine and Biology, Vol. 50, pp. 53-57.

[OMV00] Ouorou, A., Mahey, P., and Vial, J. P., 2000. “A Survey of Algo-
rithms for Convex Multicommodity Flow Problems,” Management Science,
Vol. 46, pp. 126-147.

[OrR70] Ortega, J. M., and Rheinboldt, W. C., 1970. Iterative Solution of
Nonlinear Equations in Several Variables, Academic Press, NY.

[OvG14] Ovcharova, N., and Gwinner, J., 2014. “A Study of Regularization
Techniques of Nondi↵erentiable Optimization in View of Application to
Hemivariational Inequalities,” J. of Optimization Theory and Applications,
Vol. 162, pp. 754-778.

[OzB03] Ozdaglar, A. E., and Bertsekas, D. P., 2003. “Routing and Wave-
length Assignment in Optical Networks,” IEEE Trans. on Networking, Vol.
11, pp. 259-272.

[PKP09] Predd, J. B., Kulkarni, S. R., and Poor, H. V., 2009. “A Collab-
orative Training Algorithm for Distributed Learning,” IEEE Transactions
on Information Theory, Vol. 55, pp. 1856-1871.

[PaE10] Palomar, D. P., and Eldar, Y. C., (Eds.), 2010. Convex Optimiza-
tion in Signal Processing and Communications, Cambridge Univ. Press,
NY.

[PaT94] Paatero, P., and Tapper, U., 1994. “Positive Matrix Factorization:
A Non-Negative Factor Model with Optimal Utilization of Error Estimates
of Data Values,” Environmetrics, Vol. 5, pp. 111-126.

[PaY84] Pang, J. S., Yu, C. S., 1984. “Linearized Simplicial Decomposition
Methods for Computing Tra�c Equilibria on Networks,” Networks, Vol.
14, pp. 427-438.

[Paa97] Paatero, P., 1997. “Least Squares Formulation of Robust Non-
Negative Factor Analysis,” Chemometrics and Intell. Laboratory Syst., Vol.
37, pp. 23-35.

[Pan84] Pang, J. S., 1984. “On the Convergence of Dual Ascent Methods for
Large-Scale Linearly Constrained Optimization Problems,” Unpublished
manuscript, The Univ. of Texas at Dallas.

[Pap81] Papavassilopoulos, G., 1981. “Algorithms for a Class of Nondi↵er-
entiable Problems,” J. of Optimization Theory and Applications, Vol. 34,



546 References

pp. 41-82.

[Pas79] Passty, G. B., 1979. “Ergodic Convergence to a Zero of the Sum of
Monotone Operators in Hilbert Space,” J. Math. Anal. Appl., Vol. 72, pp.
383-390.

[Pat93] Patriksson, M., 1993. “Partial Linearization Methods in Nonlinear
Programming,” J. of Optimization Theory and Applications, Vol. 78, pp.
227-246.

[Pat98] Patriksson, M., 1998. “Cost Approximation: A Unified Framework
of Descent Algorithms for Nonlinear Programs,” SIAM J. Optimization,
Vol. 8, pp. 561-582.

[Pat99] Patriksson, M., 1999. Nonlinear Programming and Variational In-
equality Problems: A Unified Approach, Springer, NY.

[Pat01] Patriksson, M., 2001. “Simplicial Decomposition Algorithms,” En-
cyclopedia of Optimization, Springer, pp. 2378-2386.

[Pat04] Patriksson, M., 2004. “Algorithms for Computing Tra�c Equilib-
ria,” Networks and Spatial Economics, Vol. 4, pp. 23-38.

[Pen02] Pennanen, T., 2002. “Local Convergence of the Proximal Point
Algorithm and Multiplier Methods Without Monotonicity,” Math. of Op-
erations Research, Vol. 27, pp. 170-191.

[Pfl96] Pflug, G., 1996. Optimization of Stochastic Models. The Interface
Between Simulation and Optimization, Kluwer, Boston.

[PiZ94] Pinar, M., and Zenios, S., 1994. “On Smoothing Exact Penalty
Functions for Convex Constrained Optimization,” SIAM J. on Optimiza-
tion, Vol. 4, pp. 486-511.

[PoJ92] Poljak, B. T., and Juditsky, A. B., 1992. “Acceleration of Stochastic
Approximation by Averaging,” SIAM J. on Control and Optimization, Vol.
30, pp. 838-855.

[PoT73] Poljak, B. T., and Tsypkin, Y. Z., 1973. “Pseudogradient Adapta-
tion and Training Algorithms,” Automation and Remote Control, Vol. 12,
pp. 83-94.

[PoT74] Poljak, B. T., and Tretjakov, N. V., 1974. “An Iterative Method
for Linear Programming and its Economic Interpretation,” Matecon, Vol.
10, pp. 81-100.

[PoT80] Poljak, B. T., and Tsypkin, Y. Z., 1980. “Adaptive Estimation Al-
gorithms (Convergence, Optimality, Stability),” Automation and Remote
Control, Vol. 40, pp. 378-389.

[PoT81] Poljak, B. T., and Tsypkin, Y. Z., 1981. “Optimal Pseudogradient
Adaptation Algorithms,” Automation and Remote Control, Vol. 41, pp.
1101-1110.

[PoT97] Polyak, R., and Teboulle, M., 1997. “Nonlinear Rescaling and
Proximal-Like Methods in Convex Optimization,” Math. Programming,
Vol. 76, pp. 265-284.



References 547

[Pol64] Poljak, B. T., 1964. “Some Methods of Speeding up the Convergence
of Iteration Methods,” Z. VyC̆isl. Mat. i Mat. Fiz., Vol. 4, pp. 1-17.

[Pol71] Polak, E., 1971. Computational Methods in Optimization: A Uni-
fied Approach, Academic Press, NY.

[Pol78] Poljak, B. T., 1978. “Nonlinear Programming Methods in the Pres-
ence of Noise,” Math. Programming, Vol. 14, pp. 87–97.

[Pol79] Poljak, B. T., 1979. “On Bertsekas’ Method for Minimization of
Composite Functions,” Internat. Symp. Systems Opt. Analysis, Benoussan,
A., and Lions, J. L., (Eds.), Springer-Verlag, Berlin and NY, pp. 179-186.

[Pol87] Poljak, B. T., 1987. Introduction to Optimization, Optimization
Software Inc., NY.

[Pol88] Polyak, R. A., 1988. “Smooth Optimization Methods for Minimax
Problems,” SIAM J. on Control and Optimization, Vol. 26, pp. 1274-1286.

[Pol92] Polyak, R. A., 1992. “Modified Barrier Functions (Theory and
Methods),” Math. Programming, Vol. 54, pp. 177-222.

[Pow69] Powell, M. J. D., 1969. “A Method for Nonlinear Constraints
in Minimizing Problems,” in Optimization, Fletcher, R., (Ed.), Academic
Press, NY, pp. 283-298.

[Pow73] Powell, M. J. D., 1973. “On Search Directions for Minimization
Algorithms,” Math. Programming, Vol. 4, pp. 193-201.

[Pow11] Powell, W. B., 2011. Approximate Dynamic Programming: Solving
the Curses of Dimensionality, 2nd Ed., Wiley, NY.

[Pre95] Prekopa, A., 1995. Stochastic Programming, Kluwer, Boston.

[Psh65] Pshenichnyi, B. N., 1965. “Dual Methods in Extremum Problems,”
Kibernetika, Vol. 1, pp. 89-95.

[Pyt98] Pytlak, R., 1998. “An E�cient Algorithm for Large-Scale Nonlinear
Programming Problems with Simple Bounds on the Variables,” SIAM J.
on Optimization, Vol. 8, pp. 532-560.

[QSG13] Qin, Z., Scheinberg, K., and Goldfarb, D., 2013. “E�cient Block-
Coordinate Descent Algorithms for the Group Lasso,” Math. Programming
Computation, Vol. 5, pp. 143-169.

[RFP10] Recht, B., Fazel, M., and Parrilo, P. A., 2010. “Guaranteed Mini-
mum-Rank Solutions of Linear Matrix Equations via Nuclear Norm Mini-
mization,” SIAM Review, Vol. 52, pp. 471-501.

[RGV14] Richard, E., Gai↵as, S., and Vayatis, N., 2014. “Link Prediction
in Graphs with Autoregressive Features,” J. of Machine Learning Research,
Vol. 15, pp. 565-593.

[RHL13] Razaviyayn, M., Hong, M., and Luo, Z. Q., 2013. “A Unified
Convergence Analysis of Block Successive Minimization Methods for Non-
smooth Optimization,” SIAM J. on Optimization, Vol. 23, pp. 1126-1153.

[RHW86] Rumelhart, D. E., Hinton, G. E., and Williams, R. J., 1986.
“Learning Internal Representation by Error Backpropagation,” in Parallel



548 References

Distributed Processing-Explorations in the Microstructure of Cognition,
by Rumelhart and McClelland, (eds.), MIT Press, Cambridge, MA, pp.
318-362.

[RHW88] Rumelhart, D. E., Hinton, G. E., and Williams, R. J., 1988.
“Learning Representations by Back-Propagating Errors,” in Cognitive Mod-
eling, by T. A. Polk, and C. M. Seifert, (eds.), MIT Press, Cambridge, MA,
pp. 213-220.

[RHZ14] Razaviyayn, M., Hong, M., and Luo, Z. Q., 2013. “A Unified
Convergence Analysis of Block Successive Minimization Methods for Non-
smooth Optimization,” SIAM J. on Optimization, Vol. 23, pp. 1126-1153.
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Backpropagation 119
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Dual pair representation 219
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Exponential smoothing 116, 134,
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Farkas’ Lemma 492, 505, 506
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Feasibility problem 34, 283, 429
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Fejér Convergence Theorem 126, 158,
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Fejér monotonicity 464
Fenchel duality 10, 510
Fenchel inequality 512
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Forward-backward algorithm 427
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Fritz John optimality conditions 6
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Fundamental Theorem of Linear Pro-
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G

GPA algorithm 200-202, 229
Gauss-Southwell order 376, 441
Generalized polyhedral approxima-
tion 107, 196, 201, 229
Generalized simplicial decomposi-
tion 209, 229
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Geometric convergence 57
Global maximum 495
Global minimum 495
Gradient 456
Gradient method 56, 59
Gradient method distributed 104,
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Gradient method with momentum
63, 92
Gradient projection 73, 82, 136, 302,
374, 385, 396, 427, 434

H

Halfspace 484
Heavy ball method 63, 92
Hessian matrix 457
Hierarchical decomposition 77
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Hyperplane 484
Hyperplane separation 484-487
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Ill-conditioning 60, 109, 413
Image 445, 446
Improper function 468
Incremental Gauss-Newton method
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Incremental Newton method 97, 101,
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Incremental aggregated method 91,
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Incremental constraint projection
method 102, 365, 429
Incremental gradient method 84, 105,
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Incremental gradient with momen-
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Incremental method 25, 83, 166,
320
Incremental proximal method 341,
385, 429
Incremental subgradient method 84,
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Inner linearization 107, 182, 188,
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Infeasible problem 494
Infimum 444
Inner approximation 402
Inner product 444
Instability 186, 191, 269
Integer programming 6
Interior of a set 412, 453
Interior point 453
Interior point method 108, 412, 415,
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Interpolated iteration 249, 253, 298,
459
Inverse barrier 412
Inverse image 445, 446

J

K

Kaczmarz method 85, 98, 131
Krasnosel’skii-Mann Theorem 252,
285, 300, 459

L

`1-norm 451
`1-norm 450
LMS method 119
Lagrange multiplier 507
Lagrangian function 3, 507
Lasso problem 27
Least absolute value deviations 27,
288
Least mean squares method 119
Left-continuous function 455
Level set 469
Limit 451
Limit point 451, 453
Limited memory quasi-Newton me-
thod 63, 338
Line minimization 60, 65, 69, 320
Line segment principle 473
Lineality space 479
Linear-conic problems 15, 16
Linear convergence 57
Linear equation 445
Linear function 445
Linear inequality 445
Linear programming 16, 415, 434
Linear programming duality 506
Linear regularity 369
Linear transformation preservation
of closedness 483
Linearly independent vectors 446
Lipschitz continuity 141, 455, 512
Local convergence 68
Local maximum 495
Local minimum 495
Location theory 32
Logarithmic barrier 412, 416
Logistic loss 30
Lower limit 452
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Lower semicontinuous function 455,
469

M

Majorization-maximization algorithm
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Matrix completion 28, 35
Matrix factorization 30, 373
Max crossing problem 499
Max function 470
Maximal monotone mapping 255
Maximum likelihood 31
Maximum norm 450
Maximum point 444, 495
Mean Value Theorem 457, 458
Merit function 54, 417
Min common problem 499
Min common/max crossing frame-
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Minimax duality 502, 516
Minimax duality gap 9
Minimax duality theorems 516
Minimax equality 12, 516-518
Minimax problems 9, 12, 35, 113,
147, 164, 215, 217
Minimax theory 498, 502, 516
Minimizer 495
Minimum point 444, 495
Minkowski-Weyl Theorem 492
Minkowski-Weyl representation 492
Mirror descent 82, 385, 395
Momentum term 63, 92
Monotone mapping 255
Monotonically nondecreasing sequence
451
Monotonically nonincreasing sequence
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Monotropic programming 83, 197,
208, 431
Multicommodity flow 38, 193, 217
Multiplier method 109, 261, 267
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Negative halfspace 484
Neighborhood 453

Nelder-Mead algorithm 83
Nested sequence 481
Network optimization 37, 189, 193,
208, 217, 375
Newton’s method 67, 74, 75, 97,
338, 416, 424
Nonexpansive mapping 57, 249, 459
Nonlinear Farkas’ Lemma 505
Nonmonotonic stepsize rule 70
Nonnegative combination 472
Nonquadratic regularization 242, 294,
382, 393
Nonsingular matrix 447
Nonstationary iteration 57, 461
Nonvertical Hyperplane Theorem
486
Nonvertical hyperplane 486
Norm 450
Norm equivalence 454
Normal cone 145
Normal of a hyperplane 484
Nuclear norm 28, 35
Null step 212
Nullspace 447

O

Open ball 453
Open halfspace 484
Open set 453
Open sphere 453
Optimality conditions 3, 144, 470,
508-511, 514
Orthogonal complement 446
Orthogonal vectors 444
Outer approximation 402
Outer linearization 107, 182, 194
Overrelaxation 253

P

PARTAN 64
Parallel subspace 445
Parallel projections method 76, 438
Parallel tangents method 64
Partitioning 9
Partial cutting plane method 187
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Partial derivative 456
Partial minimization 496
Partial proximal algorithm 297
Partially asynchronous algorithm 105,
377
Penalty method 38, 108, 120, 326
Penalty parameter 38, 40, 109
Perturbation function 501
Polar Cone Theorem 488, 492
Polar cone 488, 491
Polyhedral Proper Separation The-
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Polyhedral approximation 107, 182,
196, 217, 385
Polyhedral cone 492
Polyhedral function 493
Polyhedral set 468, 489
Positive combination 472
Positive definite matrix 449
Positive halfspace 484
Positive semidefinite matrix 449
Positively homogeneous function 488,
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Power regularization 393
Predictor-corrector method 421, 432
Primal-dual method 416, 420
Primal function 501
Primal problem 2, 499
Projection Theorem 471
Prolongation Lemma 473
Proper Separation Theorem 486
Proper function 468
Properly separating hyperplane 485,
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Proximal Newton algorithm 338, 428
Proximal algorithm 80, 110, 120,
234, 293, 307, 374, 384, 393, 439
Proximal cutting plane method 270
Proximal gradient algorithm 82, 112,
133, 330, 336, 385, 428, 436-438
Proximal inner linearization 278
Proximal operator 248, 296
Proximal simplicial decomposition
280
Pythagorean Theorem 450

Q

Quadratic penalty function 39
Quadratic programming 21, 483
Quasi-Newton method 68, 74, 338

R

Randomized coordinate descent 376,
440
Randomized incremental method 84,
86, 131, 344, 353, 429
Range 444
Range space 447
Rank 447
Recession Cone Theorem 478
Recession cone of a function 480
Recession cone of a set 478
Recession direction 478
Recession function 480
Reflection operator 249
Regression 26
Regularization 26-31, 117, 133, 232,
235, 287, 361, 382, 393
Relative boundary 473
Relative boundary point 473
Relative interior 473
Relative interior point 473
Relatively open 473
Relaxation method 375
Reshu✏ing 96
Restricted simplicial decomposition
192, 204
Retractive sequence 481
Retractive set 482
Right-continuous function 455
Robust optimization 20, 47
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Saddle Point Theorem 518
Saddle point 498, 517-518
Scaling 61
Schwarz inequality 450
Second order cone programming 17,
49, 50, 230, 423
Second order expansions 458
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Self-dual cone 17
Semidefinite programming 17, 22,
424
Sensitivity 501
Separable problems 7, 289, 362, 405
Separating Hyperplane Theorem 485
Separating hyperplane 485
Sequence definitions 451
Serious step 272
Set intersection theorems 482
Shapley-Folkman Theorem 9
Sharp minimum 80, 176, 179, 242-
244, 436
Shrinkage operation 133, 287, 330,
362
Side constraints 213, 217
Simplicial decomposition method 72,
107, 182, 188, 193, 209, 221, 228-
230, 278, 280, 320
Single commodity network flow 38,
208, 375
Singular matrix 447
Slater condition 8, 505
Smoothing 113, 168, 326, 427
Span 446
Sphere 453
Splitting algorithm 113, 120, 427
Square root of a matrix 450
Stationary iteration 56
Steepest descent direction 59, 128
Steepest descent method 59, 78, 401
Stepsize rules 69, 308, 316
Stochastic Newton method 120
Stochastic approximation 94
Stochastic gradient method 93, 167
Stochastic programming 32
Stochastic subgradient method 93,
167
Strict Separation Theorem 485
Strict local minimum 495
Strictly convex function 468
Strictly separating hyperplane 485
Strong convexity 312, 435, 440, 471

Strong duality 3, 499
Strong monotonicity 296
Subdi↵erential 136, 141, 143, 146,
167, 171, 511-514
Subgradient 136, 147, 148, 167, 511-
514
Subgradient methods 78, 136, 179
Subsequence 452
Subspace 445
Superlinear convergence 68, 100, 338,
393, 437
Supermartingale Convergence 462-
464
Support function 488
Support vector machine 30, 48
Supporting Hyperplane Theorem 484
Supporting hyperplane 484
Supremum 444
Symmetric matrix 449

T

Theorems of the alternative 52
Tikhonov regularization 111
Total variation denoising 28
Totally asynchronous algorithm 105,
376
Triangle inequality 450
Trust region 70, 296
Two-metric projection method 74,
102, 129, 189, 374

U

Uniform sampling 96, 344
Upper limit 452
Upper semicontinuous function 455,
469

V

Vector sum preservation of closed-
ness 483
Vertical hyperplane 486

W

Weak Duality Theorem 3, 7, 499,
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Weierstrass’ Theorem 456, 495
Weighted sup-norm 380
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