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Preface

This two-volume book is based on a first-year graduate course on dynamic
programming and optimal control that I have taught for over twenty years
at Stanford University, the University of Illinois, and the Massachusetts In-
stitute of Technology. The course has been typically attended by students
from engineering, operations research, economics, and applied mathemat-
ics. Accordingly, a principal objective of the book has been to provide a
unified treatment of the subject, suitable for a broad audience. In par-
ticular, problems with a continuous character, such as stochastic control
problems, popular in modern control theory, are simultaneously treated
with problems with a discrete character, such as Markovian decision prob-
lems, popular in operations research. Furthermore, many applications and
examples, drawn from a broad variety of fields, are discussed.

The book may be viewed as a greatly expanded and pedagogically
improved version of my 1987 book “Dynamic Programming: Deterministic
and Stochastic Models,” published by Prentice-Hall. I have included much
new material on deterministic and stochastic shortest path problems, as
well as a new chapter on continuous-time optimal control problems and the
Pontryagin Minimum Principle, developed from a dynamic programming
viewpoint. I have also added a fairly extensive exposition of simulation-
based approximation techniques for dynamic programming. These tech-
niques, which are often referred to as “neuro-dynamic programming” or
“reinforcement learning,” represent a breakthrough in the practical ap-
plication of dynamic programming to complex problems that involve the
dual curse of large dimension and lack of an accurate mathematical model.
Other material was also augmented, substantially modified, and updated.

With the new material, however, the book grew so much in size that
it became necessary to divide it into two volumes: one on finite horizon,
and the other on infinite horizon problems. This division was not only
natural in terms of size, but also in terms of style and orientation. The
first volume is more oriented towards modeling, and the second is more
oriented towards mathematical analysis and computation. I have included
in the first volume a final chapter that provides an introductory treatment
of infinite horizon problems. The purpose is to make the first volume self-

xiii



xiv Preface

contained for instructors who wish to cover a modest amount of infinite
horizon material in a course that is primarily oriented towards modeling,
conceptualization, and finite horizon problems,

Many topics in the book are relatively independent of the others. For
example Chapter 2 of Vol. I on shortest path problems can be skipped
without loss of continuity, and the same is true for Chapter 3 of Vol. I,
which deals with continuous-time optimal control. As a result, the book
can be used to teach several different types of courses.

(a) A two-semester course that covers both volumes.

(b) A one-semester course primarily focused on finite horizon problems
that covers most of the first volume.

(¢) A one-semester course focused on stochastic optimal control that cov-
ers Chapters 1, 4, 5, and 6 of Vol. I, and Chapters 1, 2, and 4 of Vol.
IL.

(d) A one-semester course that covers Chapter 1, about 50% of Chapters
2 through 6 of Vol. I, and about 70% of Chapters 1, 2, and 4 of Vol.
I1. This is the course I usually teach at MIT.

(e) A one-quarter engineering course that covers the first three chapters
and parts of Chapters 4 through 6 of Vol. I.

(f) A one-quarter mathematically oriented course focused on infinite hori-
zon problems that covers Vol. II.

The mathematical prerequisite for the text is knowledge of advanced
calculus, introductory probability theory, and matrix-vector algebra. A
summary of this material is provided in the appendixes. Naturally, prior
exposure to dynamic system theory, control, optimization, or operations
research will be helpful to the reader, but based on my experience, the
material given here is reasonably self-contained.

The book contains a large number of exercises, and the serious reader
will benefit greatly by going through them. Solutions to all exercises are
compiled in a manual that is available to instructors from the author. Many
thanks are due to the several people who spent long hours contributing
to this manual, particularly Steven Shreve, Eric Loiederman, Lakis Poly-
menakos, and Cynara Wu.

Dynamic programming is a conceptually simple technique that can
be adequately explained using elementary analysis. Yet a mathematically
rigorous treatment of general dynamic programming requires the compli-
cated machinery of measure-theoretic probability. My choice has been to
bypass the complicated mathematics by developing the subject in general-
ity, while claiming rigor only when the underlying probability spaces are
countable. A mathematically rigorous treatment of the subject is carried
out in my monograph “Stochastic Optimal Control: The Discrete Time



Preface XV

Case,” Academic Press, 1978, coauthored by Steven Shreve. This mono-
graph complements the present text and provides a solid foundation for the
subjects developed somewhat informally here.

Finally, I am thankful to a number of individuals and institutions
for their contributions to the book. My understanding of the subject was
sharpened while I worked with Steven Shreve on our 1978 monograph.
My interaction and collaboration with John Tsitsiklis on stochastic short-
est paths and approximate dynamic programming have been most valu-
able. Michael Caramanis, Emmanuel Fernandez-Gaucherand, Pierre Hum-
blet, Lennart Ljung, and John Tsitsiklis taught from versions of the book,
and contributed several substantive comments and homework problems. A
number of colleagues offered valuable insights and information, particularly
David Castanon, Eugene Feinberg, and Krishna Pattipati. NSF provided
research support. Prentice-Hall graciously allowed the use of material from
my 1987 book. Teaching and interacting with the students at MIT have
kept up my interest and excitement for the subject.

Dimitri P. Bertsekas
Spring, 1995

1 This monograph was republished by Athena Scientific in 1996, and can also
be freely downloaded from the author’s www site.
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Preface

Preface to the Second Edition

This second edition has expanded by nearly 30% the coverage of the origi-
nal. Most of the new material is concentrated in four areas:

(a)

In Chapter 4, a section was added on estimation and control of sys-
tems with a non-probabilistic (set membership) description of uncer-
tainty. This subject, a personal favorite of the author since it was
the subject of his 1971 Ph.D. thesis, has become popular, as minimax
and Hs control methods have gained increased prominence.

Chapter 6 was doubled in size, to reflect the popularity of subopti-
mal control and neuro-dynamic programming methods. In particular,
the coverage of certainty equivalent, and limited lookahead methods
has been substantially expanded. Furthermore, a new section was
added on neuro-dynamic programming and rollout algorithms, and
their applications in combinatorial optimization and stochastic opti-
mal control.

In Chapter 7, an introduction to continuous-time, semi-Markov deci-
sion problems was added in a separate last section.

A new appendix was included, which deals with various formulations
of problems of decision under uncertainty. The foundations of the
minimax and expected utility approaches are framed within a broader
context, and some of the aspects of utility theory are discussed.

There are also miscellaneous additions and improvements scattered through-
out the text, and a more detailed coverage of deterministic problems is
given in Chapter 1. Finally, a new internet-based feature was added to
the book, which extends its scope and coverage. Many of the theoretical
exercises have been solved in detail and their solutions have been posted
in the book’s www page

http://www.athenasc.com/dpbook.html

These exercises have been marked with the symbol Gwwy

I would like to express my thanks to the many colleagues who con-

tributed suggestions for improvement of the second edition.

Dimitri P. Bertsekas
Fall, 2000



Preface xvii

Preface to the Third Edition

The third edition contains a substantial amount of new material, particu-
larly on approximate dynamic programming, which has now become one
of the principal focal points of the book. In particular:

(a) The subject of minimax control was developed in greater detail, in-
cluding a new section in Chapter 1, which connects with new material
in Chapter 6.

(b) The section on auction algorithms for shortest paths in Chapter 2 was
eliminated. These methods are not currently used in dynamic pro-
gramming, and a detailed discussion has been provided in a chapter
from the author’s Network Optimization book. This chapter can be
freely downloaded from

http://web.mit.edu/dimitrib/www/net.html

(¢) A section was added in Chapter 2 on dynamic programming and
shortest path algorithms for constrained and multiobjective problems.

(d) The material on sufficient statistics and partially observable Markov
decision problems in Section 5.4 was restructured and expanded.

(e) Considerable new material was added in Chapter 6:

(1) An expanded discussion of one-step lookahead policies and as-
sociated performance bounds in Section 6.3.1.

(2) A discussion of aggregation methods and discretization of conti-
nuous-state problems (see Subsection 6.3.4).

(3) A discussion of model predictive control and its relation to other
suboptimal control methods (see Subsection 6.5.2).

(4) An expanded treatment of open-loop feedback control and re-
lated methods based on a restricted structure (see Subsection
6.5.3).

I have also added a few exercises, and revised a few sections while
preserving their essential content. Thanks are due to Haixia Lin, who
worked out several exercises, and to Janey Yu, who reviewed some of the
new sections and gave me valuable feedback.

Dimitri P. Bertsekas
http://web.mit.edu/dimitrib/www/home.html
Summer 2005



xviii Preface

Preface to the Fourth Edition

The fourth edition contains a substantial amount of new material, par-
ticularly on approximate DP in Chapter 6. This chapter was thoroughly
reorganized and rewritten, to bring it in line, both with the contents of Vol.
II, whose latest edition appeared in 2012, and with recent developments,
which have propelled approximate DP to the forefront of attention.

Some of the highlights of the revision of Chapter 6 are an increased
emphasis on one-step and multistep lookahead methods, parametric ap-
proximation architectures, neural networks, rollout, and Monte Carlo tree
search. Among other applications, these methods have been instrumental
in the recent spectacular success of computer Go programs. The material
on approximate DP also provides an introduction and some perspective for
the more analytically oriented treatment of Vol. II.

The material of the chapters other than Chapter 6 has been reorga-
nized and somewhat enriched, but not nearly as much. I have just added
a few exercises and illustrative examples, and revised a few sections while
preserving their essential content. The material on minimum variance con-
trol of autoregressive and moving average linear models (Sections 5.3, 6.1.4,
and Appendix F in the 3rd edition) was eliminated in this edition, as over
time it became disconnected from the remainder of the book. This mate-
rial is now covered far more comprehensively in specialized textbooks. The
material on adaptive control (Section 6.1 in the 3rd edition) has also been
substantially reduced. A copy of the 3rd edition material that has been
omitted from the 4th edition is posted at the book’s web site

http://www.athenasc.com/dpbook.html

together with other instructional resources, such as my classroom slides
and solutions to the exercises marked with the symbol Gww). The course
material from several offerings of my class can be found at the MIT Open
CourseWare (OCW) site:

https://ocw.mit.edu/index.htm

Links to a series of video lectures on approximate DP and related topics
may be found at my website, which also contains my research papers on
the subject.

Another change is this edition is that the chapter sequence has been
reordered, so that the book is now naturally divided in two parts. Part I
consists of Chapters 1-4 that are fundamental and ideally should be read
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as a group. Part IT consists of Chapters 5, 6 and 7, each of which is
terminal. These chapters can be read independently of each other, and in
fact they may be attempted by some readers immediately after Chapter
1, with relatively little loss of continuity. The introductory Section 1.1
explains in more detail the new structure of the book.

Together with Vol. I, this volume provides an instructor with flexibil-
ity to follow several different pathways though the material. In my recent
graduate offerings of the subject at MIT, I have covered most of Chapters 1
and 2, parts of Chapters 3 and 4, and most of Chapter 5, in the first half of
a semester, and then spent the second half of the semester on approximate
DP using Chapter 6 and Vol. II.

As always, many thanks are due to the students in my classes at
MIT and elsewhere for stimulating interactions. I would like to single out
Thomas Stahlbuhk, who has been very helpful with his comments. Thanks
are also due to colleagues and collaborators, particularly John Tsitsiklis,
Ben Van Roy, Mengdi Wang, and Huizhen Yu, for valuable interactions
and suggestions for revision.

Dimitri P. Bertsekas
http://web.mit.edu/dimitrib/www/home.html
Winter 2017
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On this 2nd Printing

In the 2nd printing of the 4th edition the approximate DP Chapter 6 has
been updated and rewritten to bring it in line with the two reinforcement
learning books written by the author in the interim [Ber19a], [Ber20a]. The
remainder of the book was essentially left unchanged, and the total number
of pages was also unchanged.

Dimitri P. Bertsekas
http://web.mit.edu/dimitrib/www/home.html
Summer 2020
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2 The Dynamic Programming Algorithm Chap. 1

Life can only be understood going backwards,
but it must be lived going forwards.
Kierkegaard

INTRODUCTION

This book deals with situations where decisions are made in stages. The
outcome of each decision may not be fully predictable but can be antici-
pated to some extent before the next decision is made. The objective is
to minimize a certain cost over a given number of stages — a mathematical
expression of what is considered an undesirable outcome.

A key aspect of such situations is that decisions cannot be viewed
in isolation since one must balance the desire for low present cost with
the undesirability of high future costs. The dynamic programming (DP)
technique captures this tradeoff. At each stage, it ranks decisions based on
the sum of the present cost and the expected future cost, assuming optimal
decision making for subsequent stages.

There is a very broad variety of practical problems that can be treated
by DP. In this book, we try to keep the main ideas uncluttered by irrelevant
assumptions on problem structure. To this end, we formulate a broadly
applicable model of stochastic optimal control of a dynamic system with
perfect state observations over a finite number of stages (a finite horizon).
This model will be the starting point for our development, and will occupy
us for the first four of the seven chapters of this volume (which may be
viewed as Part I of the book). The last three chapters (which may be
viewed as Part II of the book) deal with related topics, and are terminal
chapters for the purposes of this volume. In fact each of these chapters may
be attempted by some readers immediately after Chapter 1, with relatively
little loss of continuity. In summary, the seven chapters are structured as
follows (see Fig. 1.1.1):

(1) The first chapter deals with the formulation of a general optimal
control problem over a finite horizon, it demonstrates its broad ap-
plicability in deterministic and stochastic settings, and develops the
DP algorithm for its solution.

(2) The second chapter considers the deterministic finite-state case of the
problem. It explores the connections with the classical shortest path
problem, and the special algorithms that this connection brings to
bear.
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PART | | PART Il
|
Finite Horizon |
Problems
Ch. 1 |
I Infinite Horizon
> Problems
| Ch. 5
Deterministic Stochastic |
Problems Pl |
Ch. 2 [
l Approximate
| ~ DP
| Ch. 6
Perfect-State Imperfect-State !
Info Info I
Ch. 3 Ch. 4 |
Continuous Time
l »| Optimal Control
| Ch. 7
I

Figure 1.1.1 Illustration of the structure of the seven chapters of the present
volume.

3)

(4)

The third chapter considers the stochastic general-state case of the
problem, and illustrates various aspects of the solution process by
means of some important applications.

The fourth chapter also considers the stochastic general-state case,
but contrary to the third chapter, it considers the situation where
the exact state of the system is not observed perfectly by the decision
maker/controller. This is a much harder problem, but conceptually
it is closely related to the case of perfect state observation. Much
of the chapter is devoted to explaining this important conceptual
connection.

The fifth chapter is an introduction to the theory of infinite horizon
problems. It focuses on the relatively easy but important case of
finite state problems. Volume II considers infinite horizon problems
in greater generality and depth.

The sixth chapter considers approximations to the exact DP solution
method. This is a subject of great importance in practice, with a rich
algorithmic methodology and very broad applications. We focus here
primarily on finite horizon problems, so that this chapter can be read
independently of Chapter 5. However, much of the discussion extends
to infinite horizon problems, and on occasion we pause to indicate the
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nature of the extension. We will consider approximate DP for infinite
horizon problems in greater detail in Vol. II.

(7) The seventh chapter is a terminal chapter on deterministic optimal
control in continuous space and time. It may be skipped without
loss of continuity. Alternatively, it may be read immediately follow-
ing Chapter 1. Among others, we emphasize here the methodological
connections with DP and the analog of the DP algorithm in continu-
ous time, which is the Hamilton-Jacobi-Bellman equation.

1.1.1 General Structure of Finite Horizon Optimal Control
Problems

Our finite horizon model has two principal features: (1) a discrete-time
dynamic system, and (2) a cost function that is additive over time. The
dynamic system expresses the evolution of some variables, the system’s
“state,” under the influence of decisions made at discrete instances of time.
The system has the form

xk-‘rl:fk(xkaukawk)u k:0717"'7N_17
where

k indexes discrete time,

x) is the state of the system and summarizes past information that is
relevant for future optimization,

ug is the control or decision variable to be selected at time k,

wy, is a random parameter (also called disturbance or noise depending on
the context),

N is the horizon or number of times control is applied,

and fy is a function that describes the system and in particular the mech-
anism by which the state is updated.

The cost function is additive in the sense that the cost incurred at
time k, denoted by g (zk,ur, wy), accumulates over time. The total cost

18
N-1

gn(zN) + Z G (Th, Uk, W),
k=0
where gy (2n) is a terminal cost incurred at the end of the process. How-
ever, because of the presence of wy, the cost is generally a random variable
and cannot be meaningfully optimized. We therefore formulate the problem
as an optimization of the expected cost

N-1
E {gN(iEN) +) gk(d?k,uk,wk)} ;
k=0
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Wk | Demand at Period k

Stock at Period k Stock at Period k + 1

Tk w! Inventory System ——— w

Tk4+1 = Tk + Up — Wk

Stock Ordered at
Period k

Cost of Period k
r(ugk) + cug

Figure 1.1.2 Inventory control example. At period k, the current stock
(state) zp, the stock ordered (control) ug, and the demand (random dis-
turbance) wy determine the cost r(zy) + cug of period k and the stock
Tpy1 = Tk + up — wy, at the next period.

where the expectation is with respect to the joint distribution of the random
variables involved. The optimization is over the controls wg, w1, ..., un—1,
but some qualification is needed here: each control wg is selected with
some knowledge of the current state zj (either its exact value or some
other related information).

A more precise definition of the terminology just used will be given
shortly. We first provide some orientation by means of examples.

Example 1.1.1 (Inventory Control - Open-Loop and Closed-
Loop Optimization)

Consider a problem of ordering a quantity of a certain item at each of N
periods so as to (roughly) meet a stochastic demand, while minimizing the
incurred expected cost. Let us denote

x) stock available at the beginning of the kth period,

ug stock ordered (and immediately delivered) at the beginning of the kth
period,
wy demand during the kth period with given probability distribution.
We assume that wo,wi,...,wn—1 are independent random variables,
and that excess demand is backlogged and filled as soon as additional inven-

tory becomes available. Thus, stock evolves according to the discrete-time
equation

Tht1 = Tk + Uk — Wk,

where negative stock corresponds to backlogged demand (see Fig. 1.1.2).
The cost incurred in period k consists of two components:
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(a) A cost r(zk) representing a penalty for either positive stock x (holding
cost for excess inventory) or negative stock z, (shortage cost for unfilled
demand).

(b) The purchasing cost cux, where c is cost per unit ordered.

There is also a terminal cost R(zn) for being left with inventory zn at the
end of N periods. Thus, the total cost over N periods is

N—1
E< R(zn) + Z (T(xk) + cuk)
k=0
We want to minimize this cost by proper choice of the orders uo,...,un—1,

subject to the natural constraint us > 0 for all k.

At this point we need to distinguish between closed-loop and open-
loop minimization of the cost. In open-loop minimization we select all orders
ug, ..., uN—1 at once at time 0, without waiting to see the subsequent demand
levels. In closed-loop minimization we postpone placing the order uj until the
last possible moment (time k) when the current stock x5 will be known. The
idea is that since there is no penalty for delaying the order uy up to time k,
we can take advantage of information that becomes available between times
0 and k (the demand and stock level in past periods).

Closed-loop optimization is of central importance in DP and is the type
of optimization that we will consider almost exclusively in this book. Thus, in
our basic formulation, decisions are made in stages while gathering informa-
tion between stages that will be used to enhance the quality of the decisions.
The effect of this on the structure of the resulting optimization problem is
quite profound. In particular, in closed-loop inventory optimization we are
not interested in finding optimal numerical values of the orders but rather we
want to find an optimal rule for selecting at each period k an order uy for
each possible value of stock xi that can conceivably occur. This is an “action
versus strategy” distinction.

Mathematically, in closed-loop inventory optimization, we want to find
a sequence of functions px, k=0, ..., N — 1, mapping stock x; into order us
so as to minimize the expected cost. The meaning of uy is that, for each k
and each possible value of xy,

ux(zr) = amount that should be ordered at time k if the stock is x.

The sequence m = {uo,...,un—1} will be referred to as a policy or
control law. For each 7, the corresponding cost for a fixed initial stock x is

N-1

Jr(mo) = E{ R(zn) + Z (T(xk) + Cuk(xk)) ;
k=0

and we want to minimize Jr(zo) for a given xo over all 7 that satisfy the
constraints of the problem. This is a typical DP problem. We will analyze
this problem in various forms in subsequent sections. For example, we will
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show in Section 3.2 that for a reasonable choice of the cost function, the
optimal ordering policy is of the form

(@ )_{Sk—xk if xx < Sk,
FE\TR) = otherwise,

where S}, is a suitable threshold level determined by the data of the problem.
In other words, when stock falls below the threshold Sk, order just enough to
bring stock up to Sk.

The preceding example illustrates the main ingredients of our formu-

lation:

(a)

(e)

A discrete-time system of the form

Ty = fr(Tr, wp, wi),

where fj, is some function; for example in the inventory case, we have
Jr (T, up, wi) = T + up — wy.

Independent random parameters wy. This will be generalized by al-
lowing the probability distribution of wy to depend on xy and wug; in
the context of the inventory example, we can think of a case where
the level of demand wy, is affected by the current stock level xy.

A control constraint; in the example, we have up > 0. In general,
the constraint set will depend on z; and the time index k, that is,
ug € Uk(xg). To see how constraints dependent on xj can arise in the
inventory context, think of a situation where there is an upper bound
B on the level of stock that can be accommodated, so ur < B — .

An additive cost of the form

N—-1
E {gN(iL’N) + ) gk(Ik,Uk,wk)} ;

k=0
where gi are some functions; in the inventory example, we have
gn(zn) = R(zn) and gi(xk, uk, wg) = r(xg) + cug.

Optimization over (closed-loop) policies, i.e., rules for choosing uy, for
each k and each possible value of xy.

We next consider the important special case where in addition to

discrete time, the problem has a discrete state structure.

1.1.2 Discrete-State and Finite-State Problems

In the preceding example, the state xj was a continuous real variable, and
it is easy to think of multidimensional generalizations where the state is
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an n-dimensional vector of real variables. It is also possible, however, that
the state takes values from a discrete set, such as the integers.

A version of the inventory problem where a discrete viewpoint is more
natural arises when stock is measured in whole units (such as cars), each
of which is a significant fraction of xy, ug, or wg. It is more appropriate
then to take as state space the set of all integers rather than the set of real
numbers. The form of the system equation and the cost per period will, of
course, stay the same.

Generally, there are many situations where the state is naturally dis-
crete and there is no continuous counterpart of the problem. Such sit-
uations are often conveniently specified in terms of the probabilities of
transition between the states. What we need to know is p;;(u, k), which
is the probability at time k that the next state will be j, given that the
current state is ¢, and the control selected is u, i.e.,

pij(u, k) = P{aszrl =j|xr=1t,u, = u}

This type of state transition can alternatively be described in terms of the
discrete-time system equation

Tp41 = Wk,
where the probability distribution of the random parameter wy is
Plwy =j |z = i,up = u} = pij (u, k).
Conversely, given a discrete-state system in the form

Trr1 = [r(Tk, uk, W),
together with the probability distribution Py(wy | xg,uxr) of wk, we can
provide an equivalent transition probability description. The corresponding
transition probabilities are given by

pij(u, k) = Po{Wi(i,u, j) | o) =i, ux, = u},
where W (i, u, j) is the set

Wk(ivuvj) = {’LU | Jj= fk(ivuvw)}'

Thus a discrete-state system can equivalently be described in terms
of a difference equation or in terms of transition probabilities. Depend-
ing on the given problem, it may be notationally or mathematically more
convenient to use one description over the other.

The following examples illustrate discrete-state problems. The first
example involves a deterministic problem, i.e., a problem where there is no
stochastic uncertainty. In such a problem, when a control is chosen at a
given state, the next state is fully determined; i.e., for any state ¢, control
u, and time k, the transition probability pi;(u, k) is equal to 1 for a single
state 7, and it is O for all other candidate next states. The other three
examples involve stochastic problems, where the next state resulting from
a given choice of control at a given state cannot be determined a priori.
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Figure 1.1.3 The transition graph of the deterministic scheduling problem of
Example 1.1.2. Each arc of the graph corresponds to a decision leading from
some state (the start node of the arc) to some other state (the end node of the
arc). The corresponding cost is shown next to the arc. The cost of the last
operation is shown as a terminal cost next to the terminal nodes of the graph.

Example 1.1.2 (A Deterministic Scheduling Problem)

Suppose that to produce a certain product, four operations must be performed
on a certain machine. The operations are denoted by A, B, C, and D. We
assume that operation B can be performed only after operation A has been
performed, and operation D can be performed only after operation C has
been performed. (Thus the sequence CDAB is allowable but the sequence
CDBA is not.) The setup cost Cry for passing from any operation m to any
other operation n is given. There is also an initial startup cost Sa or Sc for
starting with operation A or C, respectively (cf. Fig. 1.1.3). The cost of a
sequence is the sum of the setup costs associated with it; for example, the
operation sequence ACDB has cost

Sa+Cac +Ccp +Cbs.

We can view this problem as a sequence of three decisions, namely the
choice of the first three operations to be performed (the last operation is
determined from the preceding three). It is appropriate to consider as state
the set of operations already performed, the initial state being an artificial
state corresponding to the beginning of the decision process. The possible
state transitions corresponding to the possible states and decisions for this
problem are shown in Fig. 1.1.3. Here the problem is deterministic, i.e., at
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a given state, each choice of control leads to a uniquely determined state.
For example, at state AC the decision to perform operation D leads to state
ACD with certainty, and has cost Cop. Deterministic problems with a finite
number of states can be conveniently represented in terms of transition graphs
such as the one of Fig. 1.1.3. The optimal solution corresponds to the path
that starts at the initial state and ends at some state at the terminal time
and has minimum sum of arc costs plus the terminal cost. We will study
systematically problems of this type in Chapter 2.

Example 1.1.3 (Machine Replacement)

Consider a problem of operating efficiently over IV time periods a machine
that can be in any one of n states, denoted 1,2, ...,n. We denote by g(i) the
operating cost per period when the machine is in state ¢, and we assume that

g(1) <g(2) <--- < g(n).

The implication here is that state ¢ is better than state ¢ 4+ 1, and state 1
corresponds to a machine in best condition.

During a period of operation, the state of the machine can become worse
or it may stay unchanged. We thus assume that the transition probabilities

pij = P{next state will be j | current state is i}

satisfy
pij =0 if 7 < d.

We assume that at the start of each period we know the state of the
machine and we must choose one of the following two options:

(a) Let the machine operate one more period in the state it currently is.
(b) Repair the machine and bring it to the best state 1 at a cost R.

We assume that the machine, once repaired, is guaranteed to stay in state
1 for one period. In subsequent periods, it may deteriorate to states j > 1
according to the transition probabilities p1;.

Thus the objective here is to decide on the level of deterioration (state)
at which it is worth paying the cost of machine repair, thereby obtaining the
benefit of smaller future operating costs. Note that the decision should also
be affected by the period we are in. For example, we would be less inclined
to repair the machine when there are few periods left.

The system evolution for this problem can be described by the graphs
of Fig. 1.1.4. These graphs depict the transition probabilities between vari-
ous pairs of states for each value of the control and are known as transition
probability graphs or simply transition graphs. Note that there is a different
graph for each of the two controls.
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Pin

Do not Repair Repair

Figure 1.1.4 Machine replacement example. Transition probability graphs
for each of the two possible controls (repair or not repair). At each stage and
state 4, the cost of repairing is R + g(1), and the cost of not repairing is g(2).
The terminal cost is 0.

Example 1.1.4 (Control of a Queue)

Consider a queueing system with room for n customers operating over N
time periods. We assume that service of a customer can start (end) only
at the beginning (end) of the period and that the system can serve only
one customer at a time. The probability p,, of m customer arrivals during
a period is given, and the numbers of arrivals in two different periods are
independent. Customers finding the system full depart without attempting
to enter later. The system offers two kinds of service, fast and slow, with cost
per period ¢y and cs, respectively. Service can be switched between fast and
slow at the beginning of each period. With fast (slow) service, a customer in
service at the beginning of a period will terminate service at the end of the
period with probability g (respectively, gs) independently of the number of
periods the customer has been in service and the number of customers in the
system (qf > gs). There is a cost r(i) for each period for which there are ¢
customers in the system. There is also a terminal cost R(¢) for ¢ customers
left in the system at the end of the last period.

The problem is to choose, at each period, the type of service as a func-
tion of the number of customers in the system so as to minimize the expected
total cost over N periods. One expects that when there is a large number of
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customers i in queue, it is better to use the fast service, and the question is
to find the values of 7 for which this is true.

Here it is appropriate to take as state the number 7 of customers in the
system at the start of a period and as control the type of service provided.
Then, the cost per period is r(#) plus ¢y or ¢s depending on whether fast or
slow service is provided. We derive the transition probabilities of the system.

When the system is empty at the start of the period, the probability
that the next state is j is independent of the type of service provided. It
equals the given probability of j customer arrivals when j < n,

pOj(uf):p()j(us):pj, jZO,l,...,Tl—l,

and it equals the probability of n or more customer arrivals when j = n,

oo
Pon(ty) = pon(us) = Z D
When there is at least one customer in the system (¢ > 0), we have
pij(uy) =0, if j <i—1,
pij(us) = qrpo,  ifj=i—1,
pij(uy) = P{j — ¢ + 1 arrivals, service completed}

+ P{j — 4 arrivals, service not completed }

= qspj—it1+ (L —qf)pi—i, ifi—-1<j<n-—1,

oo
Pitn—1)(uf) = qs Z pm + (1 — qf)pn—1-4,

oo
pin(ur) =(1=q5) Y pm.

The transition probabilities when slow service is provided are also given by
these formulas with uy and ¢y replaced by us and ¢, respectively.

Example 1.1.5 (Optimizing a Chess Match Strategy)

A player is about to play a two-game chess match with an opponent, and
wants to maximize his winning chances. Each game can have one of two
outcomes:

(a) A win by one of the players (1 point for the winner and 0 for the loser).
(b) A draw (1/2 point for each of the two players).

If the score is tied at 1-1 at the end of the two games, the match goes into
sudden-death mode, whereby the players continue to play until the first time
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one of them wins a game (and the match). The player has two playing styles
and he can choose one of the two at will in each game, independently of the
style he chose in previous games.

(1) Timid play with which he draws with probability ps > 0, and he loses
with probability (1 — pa).

(2) Bold play with which he wins with probability p., and he loses with
probability (1 — pw).

e
SO

1st Game / Timid Play 1st Game / Bold Play

2nd Game / Timid Play 2nd Game / Bold Play

Figure 1.1.5 Chess match problem for Example 1.1.5. Transition probability
graphs for each of the two possible controls (timid or bold play). Note here
that the state space is not the same at each stage. The terminal cost is -1 at
the winning final scores 2-0 and 1.5-0.5, 0 at the losing final scores 0-2 and
0.5-1.5, and —p,, at the tied score 1-1.

Thus, in a given game, timid play never wins, while bold play never draws.
The player wants to find a style selection strategy that maximizes his proba-
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bility of winning the match. Note that once the match gets into sudden death,
the player should play bold, since with timid play he can at best prolong the
sudden death play, while running the risk of losing. Therefore, there are only
two decisions for the player to make, the selection of the playing strategy in
the first two games.

We can model the problem as one with two stages, and with states the
possible scores at the start of each of the first two stages (games), as shown in
Fig. 1.1.5. The initial state is the initial score 0-0. The transition probabilities
for each of the two different controls (playing styles) are also shown in Fig.
1.1.5. There is a cost at the terminal states: a cost of -1 at the winning scores
2-0 and 1.5-0.5, a cost of 0 at the losing scores 0-2 and 0.5-1.5, and a cost of
—pw at the tied score 1-1 (since the probability of winning in sudden death
is pw). Note that to maximize the probability P of winning the match, we
must minimize —P.

This problem has an interesting feature. One would think that if p,, <
1/2, the player would have a less than 50-50 chance of winning the match,
even with optimal play, since his probability of losing is greater than his
probability of winning any one game, regardless of his playing style. This is
not so, however, because the player can adapt his playing style to the current
score, but his opponent does not have that option. In other words, the player
can use a closed-loop strategy, and it will be seen later that with optimal
play, as determined by the DP algorithm, he has a better than 50-50 chance
of winning the match provided p., is higher than a threshold value p, which,
depending on the value of pq, may satisfy p < 1/2.

1.2 THE BASIC PROBLEM

We now formulate a general problem of decision under stochastic uncer-
tainty over a finite number of stages. This problem, which we call basic,
is central in this book. We will discuss solution methods based on DP in
the first five chapters, and we will extend our analysis to versions of this
problem involving an infinite number of stages in Chapter 5 and in Vol. II
of this work.

The basic problem is very general. In particular, we will not require
that the state, control, or random parameter take a finite number of values
or belong to a space of n-dimensional vectors. A surprising aspect of DP is
that its applicability depends very little on the nature of the state, control,
and random parameter spaces. For this reason it is convenient to proceed
without any assumptions on the structure of these spaces; indeed such
assumptions would become a serious impediment later.

Basic Problem

We are given a discrete-time dynamic system

xk-‘rl:fk(xkaukawk)u k:0717"'7N_17
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where the state xj is an element of a space Si, the control uy is an element
of a space C}, and the random “disturbance” wy is an element of a space
Dy.

The control uy is constrained to take values in a given nonempty
subset U(xr) C Cf, which depends on the current state zy; i.e., up €
Ui (z) for all zj € Sy, and k.

The random disturbance wy, is characterized by a probability distri-
bution Py(- | 2x,ur) that may depend explicitly on x and ug but not on
values of prior disturbances wg_1, ..., wo.

We consider the class of policies (also called control laws) that consist
of a sequence of functions

™= {:LLO""’:U’N_l}7

where p maps states xy into controls ur = wuk(xk) and is such that
uk(xg) € Uk(xy) for all xp € Sk. Such policies will be called admissible.

Given an initial state xp and an admissible policy 7 = {uo, ..., un—-1},
the states x; and disturbances wj are random variables with distributions
defined through the system equation

Ik+1:fk($k;,uk(xk)awk); k:O,l,,N—l (11)

Thus, for given functions gi, £k = 0,1, ..., N, the expected cost of 7 starting
at X0 is

N-1
Jr(wo) = E {QN(IN) + Z gk(ﬂﬁk,uk(ﬂik)vu%)}

k=0

where the expectation is taken over the random variables wy and zy. An
optimal policy 7* is one that minimizes this cost; i.e.,

e+ (20) = min Jx(20),

where II is the set of all admissible policies.

Note that the optimal policy 7* is associated with a fixed initial state
xo. However, an interesting aspect of the basic problem and of DP is that
it is typically possible to find a policy 7* that is simultaneously optimal
for all initial states.

The optimal cost depends on xp and is denoted by J*(xo); i.e.,

J*(zo) = mig Jr(20).

kS
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It is useful to view J* as a function that assigns to each initial state xo the
optimal cost J*(xzo) and call it the optimal cost function or optimal value
function.t

The Role and Value of Information

We noted earlier the distinction between open-loop minimization, where
we select all controls ug, ..., ux—1 at once at time 0, and closed-loop mini-
mization, where we select a policy {po, ..., un—1} that applies the control
pr(zy) at time k with knowledge of the current state xj (see Fig. 1.2.1).
With closed-loop policies, it is possible to achieve lower cost, essentially by
taking advantage of the extra information (the knowledge of the current
state). The reduction in cost may be called the walue of the informa-
tion and can be significant indeed. If the information is not available, the
controller cannot adapt appropriately to unexpected values of the state,
and as a result the cost can be adversely affected. For example, in the
inventory control example of the preceding section, the information that
becomes available at the beginning of each period k is the inventory stock
xj. Clearly, this is important information to the inventory manager, who
will want to adjust the amount uy to be purchased depending on whether
the current stock xj is running high or low.

Wi
up, = pig(Tr) System Tk
> Tht1 = [r(Tr, up, wi) >
- 1223 ~t

Figure 1.2.1 Information gathering in the basic problem. At each time k the
controller observes the current state x and applies a control ur = pk(zy) that
depends on that state.

1 For the benefit of the mathematically oriented reader we note that in the
preceding equation, “min” denotes the greatest lower bound (or infimum) of
the set of numbers {Jx(zo) | # € II}. A notation more in line with normal
mathematical usage would be to write J*(xo) = infrem Jr(zo). However (as
discussed in Appendix B), we find it convenient to use “min” in place of “inf”
even when the infimum is not attained. It is less distracting, and it will not lead
to any confusion.
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Example 1.2.1

To illustrate the benefits of the proper use of information, let us consider
the chess match example of the preceding section (Example 1.1.5). There,
a player can select timid play (probabilities pq and 1 — pq for a draw and a
loss, respectively) or bold play (probabilities p,, and 1 — p,, for a win and a
loss, respectively) in each of the two games of the match. Suppose the player
chooses a policy of playing timid if and only if he is ahead in the score, as
illustrated in Fig. 1.2.2; we will see in the next section that this policy is
optimal, assuming pg > pw. Then after the first game (in which he plays
bold), the score is 1-0 with probability p,, and 0-1 with probability 1 — p.
In the second game, he plays timid in the former case and bold in the latter
case. Thus after two games, the probability of a match win is pwpq, the
probability of a match loss is (1 — pw)27 and the probability of a tied score is
pw(l—pa) + (1 — pw)pw, in which case he has a probability p,, of winning the
subsequent sudden-death game. Thus the probability of winning the match
with the given strategy is

Pwpd + Pu(pu(l = pa) + (1 = pu)puw),
which, with some rearrangement, gives

Probability of a match win = p2 (2 — pw) + Pw (1l — puw)pa- (1.2)

Bold Play

Figure 1.2.2 Illustration of the policy used in Example 1.2.1 to obtain a
greater than 50-50 chance of winning the chess match and associated transition
probabilities. The player chooses a policy of playing timid if and only if he is
ahead in the score.

Suppose now that p,, < 1/2. Then the player has a greater probability
of losing than winning any one game, regardless of the type of play he uses.
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From this we can infer that no open-loop strategy can give the player a greater
than 50-50 chance of winning the match. Yet from Eq. (1.2) it can be seen
that with the closed-loop strategy of playing timid if and only if the player
is ahead in the score, the chance of a match win can be greater than 50-50,
provided that p,, is close enough to 1/2 and pgq is close enough to 1. As an
example, for p,, = 0.45 and pg = 0.9, Eq. (1.2) gives a match win probability
of roughly 0.53.

To calculate the value of information, let us consider the four open-loop
policies, whereby we decide on the type of play to be used without waiting to
see the result of the first game. These are:

(1) Play timid in both games; this has a probability p2p. of winning the
match.

(2) Play bold in both games; this has a probability p2 + 2p% (1 — pw) =
p2(3 — 2py) of winning the match.

(3) Play bold in the first game and timid in the second game; this has a
probability pupa + pZ (1 — pa) of winning the match.

(4) Play timid in the first game and bold in the second game; this also has
a probability pwpa 4+ p%(1 — pg) of winning the match.

The first policy is always dominated by the others, and the optimal
open-loop probability of winning the match is

Open-loop probability of win = max (pi(S — 2Dw), Pwpd + P (1 — pd)) (13)
= P + Pu(l = puw) max(2pw, pa).

Thus if pq > 2pw, we see that the optimal open-loop policy is to play timid
in one of the two games and play bold in the other, while if pg < 2py, it is
optimal to play bold in both games.

As an example, for p, = 0.45 and pg = 0.9, Eq. (1.3) gives an optimal
open-loop match win probability of roughly 0.425. Thus, the value of the
information (the outcome of the first game) is the difference of the optimal
closed-loop and open-loop values, which is approximately 0.53—0.425 = 0.105.
More generally, by subtracting Egs. (1.2) and (1.3), we see that

Value of information = p2, (2 = pw) + pw(l — puw)pa
— Py — pu(l — puw) max(2pw, pa)
= pw(l = pw) min(pw, pa — puw).

We note, however, that whereas availability of the state information
cannot hurt, it may not result in an advantage either. For instance, in
deterministic problems, where no random disturbances are present, one
can predict the future states given the initial state and the sequence of
controls. Thus, optimization over all sequences {ug,u1,...,un—1} of con-
trols leads to the same optimal cost as optimization over all admissible
policies. The same can be true even in some stochastic problems (see for
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example Exercise 1.27). This brings up a related issue. Assuming no in-
formation is forgotten, the controller actually knows the prior states and
controls xg,uo,...,Tk_1,ur_1 as well as the current state xj. Therefore,
the question arises whether policies that use the entire system history can
be superior to policies that use just the current state. The answer turns
out to be negative although the proof is technically complicated (see, e.g.,
[BeS78]). The intuitive reason is that, for a given time k and state zy, all
future expected costs depend explicitly just on xj and not on prior history.

Encoding Risk in the Cost Function

As mentioned above, an important characteristic of stochastic problems
is the possibility of using information with advantage. Another distin-
guishing characteristic is the need to take into account risk in the problem
formulation. For example, in a typical investment problem one is not only
interested in the expected profit of the investment decision, but also in its
variance: given a choice between two investments with nearly equal ex-
pected profit and markedly different variance, most investors would prefer
the investment with smaller variance. This indicates that expected value
of cost or reward need not be the most appropriate yardstick for expressing
a decision maker’s preference between decisions.

As a more dramatic example of the need to take risk into account
when formulating optimization problems under uncertainty, consider the
so-called St. Petersburg paradox. Here, a person is offered the opportunity
of paying x dollars in exchange for participation in the following game: a
fair coin is flipped sequentially and the person is paid 2% dollars, where k
is the number of times heads have come up before tails come up for the
first time. The decision that the person must make is whether to accept
or reject participation in the game. Now if he accepts, his expected profit
from the game is

=1

.9k _ —_
ngﬂ 28—z = oo,
k=0

so if his acceptance criterion is based on maximization of expected profit,
he is willing to pay any amount = to enter the game. This, however, is in
strong disagreement with observed behavior, due to the risk element in-
volved in entering the game, and shows that a different formulation of the
problem is needed. The formulation of problems of decision under uncer-
tainty so that risk is properly taken into account is a deep subject with an
interesting theory. An introduction to this theory is given in Appendix F.
It is shown in particular that minimization of expected cost is appropriate
under reasonable assumptions, provided the cost function is suitably chosen
so that it properly encodes the risk preferences of the decision maker.
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THE DYNAMIC PROGRAMMING ALGORITHM

The DP algorithm rests on a very simple idea, the principle of optimality.
The name is due to Bellman, who contributed a great deal to the popular-
ization of DP and to its transformation into a systematic tool. Roughly,
the principle of optimality states the following rather obvious fact.

Principle of Optimality

Let m* = {ug, 15, ..., Wy_1} be an optimal policy for the basic prob-
lem, and assume that when using 7*, a given state x; occurs at time
1 with positive probability. Consider the subproblem whereby we are
at x; at time ¢ and wish to minimize the “cost-to-go” from time ¢ to
time N

N-1
E {QN(J?N) +> gk(ﬂck,uk(xk),wk)} :
k=1

Then the truncated policy {s, p1f, 1, ..., i _, } is optimal for this sub-
problem.

The intuitive justification of the principle of optimality is very simple.
If the truncated policy {u;, 1y 1, - -, #}y_1} were not optimal as stated, we
would be able to reduce the cost further by switching to an optimal policy
for the subproblem once we reach x;. For an auto travel analogy, suppose
that the fastest route from Los Angeles to Boston passes through Chicago.
The principle of optimality translates to the obvious fact that the Chicago
to Boston portion of the route is also the fastest route for a trip that starts
from Chicago and ends in Boston.

The principle of optimality suggests that an optimal policy can be
constructed in piecemeal fashion, first constructing an optimal policy for
the “tail subproblem” involving the last stage, then extending the optimal
policy to the “tail subproblem” involving the last two stages, and continuing
in this manner until an optimal policy for the entire problem is constructed.
The DP algorithm is based on this idea: it proceeds sequentially, by solving
all the tail subproblems of a given time length, using the solution of the
tail subproblems of shorter time length. We introduce the algorithm with
two examples, one deterministic and one stochastic.

The DP Algorithm for a Deterministic Scheduling Example

Let us consider the scheduling Example 1.1.2, and let us apply the princi-
ple of optimality to calculate the optimal schedule. We have to schedule
optimally the four operations A, B, C, and D. The numerical values of the
transition and setup costs are shown in Fig. 1.3.1 next to the corresponding
arcs.
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According to the principle of optimality, the “tail” portion of an op-
timal schedule must be optimal. For example, suppose that the optimal
schedule is CABD. Then, having scheduled first C and then A, it must
be optimal to complete the schedule with BD rather than with DB. With
this in mind, we solve all possible tail subproblems of length two, then all
tail subproblems of length three, and finally the original problem that has
length four (the subproblems of length one are of course trivial because
there is only one operation that is as yet unscheduled). As we will see
shortly, the tail subproblems of length k 4 1 are easily solved once we have
solved the tail subproblems of length k, and this is the essence of the DP
technique.

(=]

-

w

w

N

-

Figure 1.3.1 Transition graph of the deterministic scheduling problem, with
the cost of each decision shown next to the corresponding arc. Next to each
node/state we show the cost to optimally complete the schedule starting from
that state. This is the optimal cost of the corresponding tail subproblem (cf. the
principle of optimality). The optimal cost for the original problem is equal to
10, as shown next to the initial state. The optimal schedule corresponds to the
thick-line arcs.

Tail Subproblems of Length 2: These subproblems are the ones that involve
two unscheduled operations and correspond to the states AB, AC, CA, and
CD (see Fig. 1.3.1)

State AB: Here it is only possible to schedule operation C as the next
operation, so the optimal cost of this subproblem is 9 (the cost of
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scheduling C after B, which is 3, plus the cost of scheduling D after
C, which is 6).

State AC': Here the possibilities are to (a) schedule operation B and
then D, which has cost 5, or (b) schedule operation D and then B,
which has cost 9. The first possibility is optimal, and the correspond-
ing cost of the tail subproblem is 5, as shown next to node AC in Fig.
1.3.1.

State CA: Here the possibilities are to (a) schedule operation B and
then D, which has cost 3, or (b) schedule operation D and then B,
which has cost 7. The first possibility is optimal, and the correspond-
ing cost of the tail subproblem is 3, as shown next to node CA in Fig.
1.3.1.

State CD: Here it is only possible to schedule operation A as the next
operation, so the optimal cost of this subproblem is 5.

Tail Subproblems of Length 3: These subproblems can now be solved using
the optimal costs of the subproblems of length 2.

State A: Here the possibilities are to (a) schedule next operation B
(cost 2) and then solve optimally the corresponding subproblem of
length 2 (cost 9, as computed earlier), a total cost of 11, or (b) sched-
ule next operation C (cost 3) and then solve optimally the correspond-
ing subproblem of length 2 (cost 5, as computed earlier), a total cost
of 8. The second possibility is optimal, and the corresponding cost of
the tail subproblem is 8, as shown next to node A in Fig. 1.3.1.

State C': Here the possibilities are to (a) schedule next operation A
(cost 4) and then solve optimally the corresponding subproblem of
length 2 (cost 3, as computed earlier), a total cost of 7, or (b) schedule
next operation D (cost 6) and then solve optimally the corresponding
subproblem of length 2 (cost 5, as computed earlier), a total cost of
11. The first possibility is optimal, and the corresponding cost of the
tail subproblem is 7, as shown next to node A in Fig. 1.3.1.

Original Problem of Length 4: The possibilities here are (a) start with op-
eration A (cost 5) and then solve optimally the corresponding subproblem
of length 3 (cost 8, as computed earlier), a total cost of 13, or (b) start
with operation C (cost 3) and then solve optimally the corresponding sub-
problem of length 3 (cost 7, as computed earlier), a total cost of 10. The
second possibility is optimal, and the corresponding optimal cost is 10, as
shown next to the initial state node in Fig. 1.3.1.

Note that having computed the optimal cost of the original problem
through the solution of all the tail subproblems, we can construct the opti-
mal schedule by starting at the initial node and proceeding forward, each
time choosing the operation that starts the optimal schedule for the cor-
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responding tail subproblem. In this way, by inspection of the graph and
the computational results of Fig. 1.3.1, we determine that CABD is the
optimal schedule.

The DP Algorithm for the Inventory Control Example

Consider the inventory control Example 1.1.1. Similar to the solution of
the preceding deterministic scheduling problem, we calculate sequentially
the optimal costs of all the tail subproblems, going from shorter to longer
problems. The only difference is that the optimal costs are computed as
expected values, since the problem here is stochastic.

Tail Subproblems of Length 1: Assume that at the beginning of period
N — 1 the stock is xny—_1. Clearly, no matter what happened in the past,
the inventory manager should order the amount of inventory that mini-
mizes over uy—1 > 0 the sum of the ordering cost and the expected termi-
nal holding/shortage cost. Thus, he should minimize over uy_; the sum
cun—1 + E{R(xn)}, which can be written as

cun-1+ E {R(zn-1+un-1—wn-1)}.

WN-—1

Adding the holding/shortage cost of period N — 1, we see that the optimal
cost for the last period (plus the terminal cost) is given by

In_1(zn_1) =7r(xN-1)

+ min Jeuyoi+ E {R(zn_1+un—1—wn-1)}

UN-—12> WN -1

Naturally, Jy_1 is a function of the stock zy_1. It is calculated either
analytically or numerically (in which case a table is used for computer
storage of the function Jy_1). In the process of calculating Jy_1, we obtain
the optimal inventory policy & _;(xn—1) for the last period: p}_;(zn—1)
is the value of uy_1 that minimizes the right-hand side of the preceding
equation for a given value of zy_1.

Tail Subproblems of Length 2: Assume that at the beginning of period
N — 2 the stock is xny_2. It is clear that the inventory manager should
order the amount of inventory that minimizes not just the expected cost
of period N — 2 but rather the

(expected cost of period N — 2) + (expected cost of period N — 1,
given that an optimal policy will be used at period N — 1),

which is equal to

r(zn—2) + cun—2 + E{Jn_1(zn_1)}.
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Using the system equation xy_1 = xny_2 + un_2 — WN_2, the last term is
also written as Jy_1(xN_2 + unN_2 — WN_2).

Thus the optimal cost for the last two periods given that we are at
state xy_2, denoted Jy_a(xn_2), is given by

In_2(zn_2) = r(zNn_2)

+ min |cun—2+ E {Jv_i(en—2+un—2—wNn_2)}
unN—220 wWN_2

Again Jy_o(xn_2) is calculated for every zy_o. At the same time, the
optimal policy py_o(zn—2) is also computed.

Tail Subproblems of Length N — k: Similarly, we have that at period k,
when the stock is xy, the inventory manager should order uj to minimize

(expected cost of period k) 4 (expected cost of periods k+1,..., N —1,

given that an optimal policy will be used for these periods).

By denoting by Ji(zx) the optimal cost, we have
Je(wg) = r(zp) + Ini>1% cuy + E{Jk+1(:vk 4+ up — wk)} , (1.4)
uk7 wk

which is actually the DP equation for this problem.

The functions Jy(zx) denote the optimal expected cost for the tail
subproblem that starts at period k with initial inventory x;. These func-
tions are computed recursively backward in time, starting at period NV — 1
and ending at period 0. The value Jo(zo) is the optimal expected cost
when the initial stock at time 0 is zg. During the calculations, the optimal
policy is simultaneously computed from the minimization in the right-hand
side of Eq. (1.4).

The example illustrates the main advantage offered by DP. While
the original inventory problem requires an optimization over the set of
policies, the DP algorithm of Eq. (1.4) decomposes this problem into a
sequence of minimizations carried out over the set of controls. Each of
these minimizations is much simpler than the original problem.

The DP Algorithm

We now state the DP algorithm for the basic problem and show its opti-
mality by translating into mathematical terms the heuristic argument given
above for the inventory example.
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Proposition 1.3.1: For every initial state 2, the optimal cost J*(x)
of the basic problem is equal to Jo(zo), given by the last step of the
following algorithm, which proceeds backward in time from period
N — 1 to period 0:

In(zN) = gn(2N), (1.5)

Jr(zr) = min E{gk(ﬂﬁk,uk,wk)+Jk+1(fk(33k,1tk,wk))},

ug €Uk (zg) wi
k=0,1,...,N —1,
(1.6)
where the expectation is taken with respect to the probability distribu-
tion of wy, which depends on x) and uy. Furthermore, if u}, = uj, (k)
minimizes the right side of Eq. (1.6) for each z; and k, the policy
7 ={pug,- .., _y} is optimal.

Proof:f For any admissible policy © = {po, pt1,...,un—1} and each k =
0,1,...,N —1, denote 7* = {pug, k41, , un-1}. For k=0,1,...,N—1,
let J}(x1) be the optimal cost for the (IV — k)-stage problem that starts at
state x, and time k, and ends at time N,

N-1
Ji(ey) =min E {gN(IN) +> gi(ﬂci,m(xi),wi)}.

1=

For k = N, we define J§(zn) = gn(zn). We will show by induction
that the functions J;| are equal to the functions Jy generated by the DP
algorithm, so that for k£ = 0, we will obtain the desired result.

Indeed, we have by definition J3 = Jy = gn. Assume that for
some k and all zy1, we have Jy | (zxy1) = Jer1(@h41). Then, since
7wk = (ug, 7%+1), we have for all xy,

Ji(xrr) = min E {gk(ﬂck,uk(ﬂik),wk)

(g, b +1Y W, wn 1

N-1
bontan) 4 Y gi<wi7ui<wi>vwi>}

i=k+1

T Our proof is somewhat informal and assumes that the functions Jy are
well-defined and finite. For a strictly rigorous proof, some technical mathemat-
ical issues must be addressed; see Section 1.5. These issues do not arise if the
disturbance wy, takes a finite or countable number of values and the expected
values of all terms in the expression of the cost function (1.1) are well-defined
and finite for every admissible policy 7.



26 The Dynamic Programming Algorithm Chap. 1

=min F {gk (ks (1), wr)

N-1
E {QN(JCN)+ > gi(a?i,ui(xi),wi)H }

W15 WN—1 i—ht 1

+ min
akt1

= min E {gk (zh, (), wr) + Ty (fr (s uk(xk),wk))}

min F {gk(l'kaﬂk(xk)awk) + Jk+1(fk($kaﬂk(xk)awk))}

M wp

= min E {gk(xk,uk,wk)+Jk+1(fk(:ck,uk,wk))}

up €U, () wg

Jk(xk)v

completing the induction. In the second equation above, we moved the
minimum over 7%+ inside the braced expression, using a principle of opti-
mality argument: “the tail portion of an optimal policy is optimal for the
tail subproblem” (a more rigorous justification of this step is given in Sec-
tion 1.5). In the third equation, we used the definition of Jiy1> and in the
fourth equation we used the induction hypothesis. In the fifth equation, we
converted the minimization over u; to a minimization over uy, using the
fact that for any function F' of x and u, we have

- i B
wmin F(z, u(x)) Jin F(e,u),

where M is the set of all functions p(z) such that u(z) € U(z) for all z.
Q.E.D.

The argument of the preceding proof provides an interpretation of
Ji(x1) as the optimal cost for an (N — k)-stage problem starting at state
x and time k, and ending at time N. We consequently call Ji(zx) the
cost-to-go at state x and time k, and refer to Jj, as the cost-to-go function
or optimal cost function at time k.}

Ideally, we would like to use the DP algorithm to obtain closed-form
expressions for Ji or an optimal policy. In this book, we will discuss quite
a few models that admit analytical solution by DP. Even if such models
rely on oversimplified assumptions, they are often very useful. They may
provide valuable insights about the structure of the optimal solution of
more complex models, and they may form the basis for suboptimal control
schemes. Furthermore, the broad collection of analytically solvable models
provides helpful guidelines for modeling: when faced with a new problem it

1 In maximization problems the DP algorithm (1.6) is written with maxi-
mization in place of minimization, and then Jj, is referred to as the optimal value
function at time k.
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is worth trying to pattern its model after one of the principal analytically
tractable models.

Unfortunately, in many practical cases an analytical solution is not
possible, and one has to resort to numerical execution of the DP algorithm.
This may be quite time-consuming since the minimization in the DP Eq.
(1.6) must be carried out for each value of ;. The state space must be
discretized in some way if it is not already a finite set. The computa-
tional requirements are proportional to the number of possible values of
Tk, so for complex problems the computational burden may be excessive.
Nonetheless, DP is the only general approach for sequential optimization
under uncertainty, and even when it is computationally prohibitive, it can
serve as the basis for more practical suboptimal approaches, which will be
discussed in Chapter 6. Moreover, the DP computation is still far more
economical than a brute force search, as the following example illustrates.

Example 1.3.1 (Complexity Aspects of DP)

Let us calculate more precisely the computational requirements of DP in a
finite-spaces context. Assume that the state spaces Xo, X1,...,Xn—1 have
no more than n elements each, and that at each state there are no more than
m control elements available. Then the total number of state-control-time
triples is no more than nmN. Thus nmN is an upper bound to the total
number of times that expressions of the form

E {gk(l’mumwk) + Jr41 (fk($k7uk7wk))}7

W

need to be calculated in the course of the DP algorithm [cf. Eq. (1.6)].

Of course the preceding expression may involve potentially significant
computation. In particular, the expected value requires a number of calcula-
tions of the form

gr(@r, uk, wi) + Jrgr (Fe (@, uk, we)). (1.7)

This number is between 1 (for a deterministic problem) to n (typically, for
a stochastic problem if the distribution of wy is known). In either case, the
number of times the expression (1.7) needs to be calculated is polynomial in
n, m, and N.

Let us compare this computation with a brute force approach, which
enumerates and compares all the possible solutions. A closed-loop policy
{po,...,un—1} is characterized by a single control at each state-time pair
(zk,k), and there are no more than nN such pairs. With as many as m
controls available at each of these pairs, we see that the number of distinct
policies can be as many as m™Y. If we restrict ourselves to open-loop se-
quences (which we can for deterministic problems), still for a given initial
condition, the number of possible sequences is as many as m”~. Thus the
size of the solution space grows exponentially with N for both stochastic and
deterministic problems.
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A final observation is that the favorable complexity properties of DP de-
pend critically on the additive structure of the cost function. We will see later
in Section 1.4 that we can convert problems with a nonadditive cost structure
to the basic problem format through a technique called state augmentation.
However, in doing so the number of states grows again exponentially with N.

Dynamic Programming Examples

Let us now illustrate some of the analytical and computational aspects of
DP by means of examples.

Example 1.3.2

We will go through the details of the DP algorithm for a stochastic inventory
control problem that is similar to the one of Sections 1.1 and 1.2, but slightly
different in some details. In particular, we assume that the inventory wg
and the demand wy are nonnegative integers, and that the excess demand
(wg — Tk — ug) is lost. As a result, the stock equation takes the form

ZTr+1 = max(0, zp + up — wg).
We also assume that there is an upper bound of 2 units on the stock that can
be stored, i.e. there is a constraint xy + ur < 2. The holding/storage cost for
the kth period is given by
(zr + up — wy)?,
implying a penalty both for excess inventory and for unmet demand at the
end of the kth period. The ordering cost is 1 per unit stock ordered. Thus
the cost per period is
gk(xkvukvwk) = ug + (iCk + ur — wk)2.
The terminal cost is assumed to be 0,

gN(l’N) =0.

The planning horizon N is 3 periods, and the initial stock x¢ is 0. The demand
wy, has the same probability distribution for all periods, given by

p(wr = 0) = 0.1, p(wr =1) =0.7, p(wr = 2) =0.2.
The system can also be represented in terms of the transition probabilities
pij(u) between the three possible states, for the different values of the control

(see Fig. 1.3.2).
The starting equation for the DP algorithm is

Ja(x3) =0,
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0.1

Stock = 2 . . Stock = 2 Stock = QO . Stock = 2

Stock =1 : Stock =1 Stock =1 : Stock =1
O O O

Stock =0 . : . Stock =0 Stock =0 . . Stock =0
Stock purchased =0 Stock purchased =1
Stock = 2 O Stock = 2
0.1
Stock =1 O Stock =1
0.7
0.2
Stock =0 Stock =0

Stock purchased = 2

Stage 0 Stage 0 Stage 1 Stage 1 Stage 2 Stage 2
Stock | Cost-to-go | Optimal | Cost-to-go | Optimal | Cost-to-go | Optimal
stock to stock to stock to
purchase purchase purchase
0 3.7 2.5 1.3
2.7 0 1.5 0 0.3 0
2 2.818 0 1.68 0 1.1 0

Figure 1.3.2 System and DP results for Example 1.3.2. The transition proba-
bility diagrams for the different values of stock purchased (control) are shown.
The numbers next to the arcs are the transition probabilities. The control
u = 1 is not available at state 2 because of the limitation zj + ux < 2. Simi-
larly, the control w = 2 is not available at states 1 and 2. The results of the
DP algorithm are given in the table.

since the terminal state cost is 0 [cf. Eq. (1.5)]. The algorithm takes the form
[cf. Eq. (1.6)]

Je(zk) = min E {Uk+($k+uk—wk)2+<]k+1 (HlaX(O,xk-Fuk—wk))}y
0Sup <2—zp wy
ug=0,1,2

where k =0, 1,2, and xk, ur, wr can take the values 0, 1, and 2.
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Period 2: We compute J2(z2) for each of the three possible states. We have

J2(0)

min E {ug + (u2 — wz)z}

ug=0,1,2 wy

= min [uz +0.1(u2)? + 0.7(uz — 1)* + 0.2(uz2 — 2)%].
ug=0,1,

We calculate the expectation of the right side for each of the three possible
values of us:

up=0: F{}=0.7-14+02-4=1.5,
up=1: F{}=1401-1402-1=1.3,
up=2:F{}=2+4+01-4407-1=3.1
Hence we have, by selecting the minimizing us,
J2(0) = 1.3, w3 (0) = 1.
For xo = 1, we have

(1) = min, UJE2{U2 + (1 +uz —w)”}

= min [us +0.1(1 4+ u2)® + 0.7(u2)” + 0.2(uz — 1)%].
ug=0,

The expected value in the right side is

up=0: F{}=01-140.2-1=0.3,
up=1: F{}=1+401-4407-1=2.1.
Hence
J2(1) = 0.3, us(1) = 0.

For x2 = 2, the only admissible control is uz = 0, so we have

J2(2) = E{(2—w)*} =0.1-4+40.7-1=11,
w2

J2(2) =11,  pi(2)=0.

Period 1: Again we compute Ji(z1) for each of the three possible states
z1 = 0,1,2, using the values J2(0), J2(1), J2(2) obtained in the previous
period. For z; = 0, we have

Ji(0)= min F {ul + (u1 —w1)* + Jo (max(O, U — w1))}

w1 =0,1,2 wy ’

ur =0: E{} =0.1-J2(0) +0.7(1 + J2(0)) + 0.2(4 + J2(0)) =2
up =1: E{} =1+40.1(1+ J2(1)) +0.7- J2(0) + 0.2(1 + J2(0)) 5
u =2: B{} =2+01(4+ J2(2)) +0.7(1+ J2(1)) + 0.2 - J2(0) = 3.68,

8,
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Ji(0) =25,  pi(0)=1.

For x; = 1, we have

Ji(1) = min E {ul + (14w — w1)2 + Jz(max(O, 14+u — wl))},

u1=0,1 w1y

u =0: E{} =0.1(1+ J2(1)) + 0.7+ J2(0) + 0.2(1 + J2(0)) = 1.5,
up=1:EB{}=1+01(4+ J2(2)) +0.7(1+ J2(1)) + 0.2 - J2(0) = 2.68,
(1) =15 ui(1)=0.

For x1 = 2, the only admissible control is u; = 0, so we have

Ji(2)=E {(2 —w1)® + J (max(O7 2— wl))}

=0.1(4 4 J2(2)) +0.7(1 + J2(1)) + 0.2 J2(0)
= 1.68,

Ji(2) =168,  ui(2)=0.

Period 0: Here we need to compute only Jo(0) since the initial state is known
to be 0. We have

Jo(()) = uolil(i)l,ll,z wEO {UO + (7.L() — w0)2 + J1 (max(O, ug — w())) },

uo=0: E{} =0.1-J1(0) + 0.7(1 + J1(0)) 4+ 0.2(4 + Ji(0)) = 4.0,

uo=1: E{-} =1+0.1(1+ J1(1)) +0.7- J1(0) + 0.2(1 + J1 (0 ):

uo=2: E{} =2+0.1(4+ J1(2)) +0.7(1+ Ji(1)) + 0.2 - J1(0) =
Jo(0) =37,  us(0)=1.

If the initial state were not known a priori, we would have to compute
in a similar manner Jy(1) and Jo(2), as well as the minimizing ug. The reader
may verify (Exercise 1.1) that these calculations yield

Jo(1) =27, us(1) =0,

Jo(2) =2.818,  u5(2) = 0.

Thus the optimal ordering policy for each period is to order one unit if the
current stock is zero and order nothing otherwise. The results of the DP
algorithm are given in tabular form in Fig. 1.3.2.
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Example 1.3.3 (A Linear-Quadratic Problem)

This is an example involving a one-dimensional linear system and a quadratic
cost function. It illustrates an important class of problems that admit an
analytical solution, and will be discussed in much greater detail later.

A certain material is passed through a sequence of two ovens (see Fig.
1.3.3). Denote

xo: initial temperature of the material,
zr, k = 1,2: temperature of the material at the exit of oven k,
uk—1, k = 1,2: prevailing temperature in oven k.

We assume a model of the form

ze+1 = (1 — a)zg + auy, k=0,1,

where a is a known scalar from the interval (0,1). The objective is to get
the final temperature z2 close to a given target T', while expending relatively
little energy. This is expressed by a cost function of the form

r(ze —T)° + ug + uj,

where r > 0 is a given scalar. We assume no constraints on uy. (In reality,
there are constraints, but if we can solve the unconstrained problem and
verify that the solution satisfies the constraints, everything will be fine.) The
problem is deterministic; i.e., there is no stochastic uncertainty. However,
such problems can be placed within the basic framework by introducing a
fictitious disturbance taking a unique value with probability one.

Initial Final
Tcmpgggaturc Oven 1 x1 Oven 2 Temp;;ature
Temperature Temperature F———=
uo Uy

Figure 1.3.3 The linear-quadratic problem of Example 1.3.3. The tempera-

ture of the material evolves according to zx4+1 = (1 — a)xg + aug, where a is
some scalar with 0 < a < 1.

We have N = 2 and a terminal cost ga2(z2) = r(2z2 — T)?, so the initial
condition for the DP algorithm is [cf. Eq. (1.5)]

JQ(JZQ) = 7‘(232 — T)2.

For the next-to-last stage, we have [cf. Eq. (1.6)]

J1 (:El) = m

1

= min
uy

in [uf + Js (xg)}

{uf + Jg((l —a)r1 + aul)].
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Substituting the previous form of J2, we obtain

Ji(z1) = min {u% + 7'((1 —a)z1 + auy — T)z} . (1.8)

u1

This minimization will be done by setting to zero the derivative with respect
to ui. This yields

0=2u1 + 2ra((1 —a)x1 + aur — T),

and by collecting terms and solving for u1, we obtain the optimal temperature

for the last oven:
ra(T —(1- a)xl)

1+ ra?

p (1) =

Note that this is not a single control but rather a control function, a rule that
tells us the optimal oven temperature u; = pj(z1) for each possible value of
the state x1.

By substituting the optimal u; in the expression (1.8) for Ji, we obtain

_ r2a2((1 —a)ry — T)2 ra? (T -(1- a)ml) ’
Ji(z1) = AT ra9)? +r|(1—-a)z1+ 52 -T

r2a? 1—-a)x1 —T ? ra? 2 2
((1—|—7‘az)2 ) +T(1+ra2_1> ((1—a):c1—T)
r((l —a)ry — T)2
1+ ra?

We now go back one stage. We have [cf. Eq. (1.6)]

Jo(zo) = min [ug + Jl(xl)} = min {ug + J1 ((1 —a)zo + auo)} ,

uo ©o

and by substituting the expression already obtained for Ji, we have

Jo(zo) = min

uo

5 r((l —a)?z0 + (1 — a)aug — T)2
ot 1+ra?

We minimize with respect to up by setting the corresponding derivative to
zero. We obtain

2r(1 — a)a((l —a)?z0 + (1 — a)auo — T)
1+ ra? '

0= 2uo +

This yields, after some calculation, the optimal temperature of the first oven:

r(l— a)a(T —-(1- a)2:c0)
1+ ra2(1 +(1- a)z)

HS(HCO) =
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The optimal cost is obtained by substituting this expression in the formula
for Jo. This leads to a straightforward but lengthy calculation, which in the
end yields the rather simple formula

r((l —a)?zo — T)2

1—|—ra2(1+(1—a)2)'

Jo(mo) =

This completes the solution of the problem.

One noteworthy feature in this example is the facility with which we
obtained an analytical solution. A little thought while tracing the steps of
the algorithm will convince the reader that what simplifies the solution is
the quadratic nature of the cost and the linearity of the system equation.
In Section 3.1 we will see that, generally, when the system is linear and the
cost is quadratic, the optimal policy and cost-to-go function are given by
closed-form expressions, regardless of the number of stages N.

Another noteworthy feature of the example is that the optimal policy
remains unaffected when a zero-mean stochastic disturbance is added in the
system equation. To see this, assume that the material’s temperature evolves
according to

ZTr+1 = (1 — a)zi + aur + wy, k=0,1,

where wo, w1 are independent random variables with given distribution, zero
mean
E{wo} = E{wl} = 07

and finite variance. Then the equation for Jy [cf. Eq. (1.6)] becomes

Ji(x1) = min E {uf + r((l —a)x1 + aur + wi — T)z}

Ul wq

= min [u% + r((l —a)r1 + aur — T)2

uy
+ 2TE{w1}((1 —a)zr1 +auy — T) + rE{w%}} .
Since E{w;} = 0, we obtain

Ji(x1) = min [u% + r((l —a)z1 + auy — T)2} + rE{wi}.
uy

Comparing this equation with Eq. (1.8), we see that the presence of w1 has
resulted in an additional inconsequential constant term, rE{w%}. Therefore,
the optimal policy for the last stage remains unaffected by the presence of wi,
while Ji(z1) is increased by rE{w?}. It can be seen that a similar situation
also holds for the first stage. In particular, the optimal cost is given by the
same expression as before except for an additive constant that depends on
E{w3} and E{w?}.

If the optimal policy is unaffected when the disturbances are replaced by
their means, we say that certainty equivalence holds. We will derive certainty
equivalence results for several types of problems involving a linear system and
a quadratic cost (see Sections 3.1, 4.2, and 4.3).
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Example 1.3.4 (Optimizing a Chess Match Strategy)

Consider the chess match Example 1.1.5. There, a player can select timid
play (probabilities pq and 1 — pg for a draw or loss, respectively) or bold play
(probabilities p,, and 1 — p,, for a win or loss, respectively) in each game of
the match. We want to formulate a DP algorithm for finding the policy that
maximizes the player’s probability of winning the match. Note that here we
are dealing with a maximization problem. We can convert the problem to a
minimization problem by changing the sign of the cost function, but a simpler
alternative, which we will generally adopt, is to replace the minimization in
the DP algorithm with maximization.

Let us consider the general case of an N-game match, and let the state
be the net score, i.e., the difference between the points of the player minus
the points of the opponent (so a state of 0 corresponds to an even score). The
optimal cost-to-go function at the start of the kth game is given by the DP
recursion

Ji(xr) = max [paJit1(z) + (1 = pa) Jur1 (zr, — 1),
Puwditr(@r + 1) + (1 = puw)Jesar (zx — 1)].

The maximum above is taken over the two possible decisions:

(1.9)

(a) Timid play, which keeps the score at x;, with probability p4, and changes
i to xr — 1 with probability 1 — pg.

(b) Bold play, which changes zy to zx + 1 or to xx — 1 with probabilities
Pw or (1 — pw), respectively.

It is optimal to play bold when
pudit1(@r + 1) + (1 = puw) i1 (zr — 1) > padi+i(zr) + (1 — pa) Jet1(ze — 1)

or equivalently, if

Pw Jov1(@k) = Jpt1(zr — 1) (1.10)
pa — Jrt1(ze +1) — Jepa(zp — 1) '
The DP recursion is started with
1 if zxy > 0,
JIn(zn) = {pw ifzy =0, (1.11)
0 if zy <O.

In this equation, we have Jn(0) = pw because when the score is even after N
games (zny = 0), it is optimal to play bold in the first game of sudden death.

By executing the DP algorithm (1.9) starting with the terminal condi-
tion (1.11), and using the criterion (1.10) for optimality of bold play, we find
the following, assuming that pg > puw:

Jn-1(zy-1) =1for zy_1 >1; optimal play: either
In-1(1) = max[pa + (1 = pa)pw, pw + (1 = pw)pu]
=pa+ (1 — pa)pw; optimal play: timid
Jn-1(0) = pw; optimal play: bold
Jn—_1(=1) =pZ; optimal play: bold

Jn-1(zn-1) =0 for xxy—1 < —1; optimal play: either.
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Also, given Jy—_1(zn—-1), and using Egs. (1.9) and (1.10), we obtain

Jn-2(0) = max [pdpw + (1= pa)pi, Pw(pa+ (1 = pa)pw) + (1 — puw)pis

and that if the score is even with 2 games remaining, it is optimal to play
bold. Thus for a 2-game match, the optimal policy for both periods is to
play timid if and only if the player is ahead in the score. The region of pairs

(pw,pa) for which the player has a better than 50-50 chance to win a 2-game
match is

R = { (usp) | J0(0) = pu (b + (u + pa)(1 = ) > 1/2},

and, as noted in Example 1.2.1, it includes points where p,, < 1/2.

Example 1.3.5 (Finite State Systems)

We mentioned earlier (cf. the examples in Section 1.1) that systems with
a finite number of states can be represented either in terms of a discrete-
time system equation or in terms of the probabilities of transition between
the states. Let us work out the DP algorithm corresponding to the latter
case. We assume for the sake of the following discussion that the problem is
stationary, i.e., the transition probabilities, the cost per stage, and the control
constraint sets do not change from one stage to the next. Then, if

pij(u) = P{zry1 =7 | 2p = i, up = u}

are the transition probabilities, we can alternatively represent the system by
the system equation (cf. the discussion of the previous section)

Tk+1 = Wk,
where the probability distribution of the disturbance wy, is
Plwr =j | xx = t,ur = u} = pij(u).

Using this system equation and denoting by g (¢, u) the expected cost per stage
at state ¢ when control u is applied, the DP algorithm can be rewritten as

By = min [, u) + B{ s (w0}

or equivalently (in view of the distribution of wy given previously)

Ji(i) = min [Q(Z}U) +sz‘j(u)Jk+1(j)1 :

weU (i)
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As an illustration, in the machine replacement Example 1.1.3, this al-
gorithm takes the form

() =0, i=1,...,n,

Ji(i) = min lR-Fg(l) + Jir1 (1), 9(8) + ZPz‘ijH(j)] :

The two expressions in the above minimization correspond to the two available
decisions (replace or not replace the machine).
In the queueing Example 1.1.4, the DP algorithm takes the form

Jk(i) = min

(i) +er + Y pis(us)Jer1(5), 7(6) +es + Y pig (usmﬂu)] :

j=0 j=0
The two expressions in the above minimization correspond to the two possible
decisions (fast and slow service).

1.4 STATE AUGMENTATION AND OTHER REFORMULATIONS

We now discuss how to deal with situations where some of the assumptions
of the basic problem are violated. Generally, in such cases the problem can
be reformulated into the basic problem format. This process is called state
augmentation because it typically involves the enlargement of the state
space. The general guideline in state augmentation is to include in the
enlarged state at time k all the information that is known to the controller
at time k and can be used with advantage in selecting uy. Unfortunately,
state augmentation often comes at a price: the reformulated problem may
have very complex state and/or control spaces. We provide some examples.

Time Delays

In many applications the system state x;4; depends not only on the pre-
ceding state x; and control u; but also on earlier states and controls. In
other words, states and controls influence future states with some time de-
lay. Such situations can be handled by state augmentation; the state is
expanded to include an appropriate number of earlier states and controls.

For simplicity, assume that there is at most a single period time delay
in the state and control; i.e., the system equation has the form

Tk+4+1 :fk(xk,:ck,l,uk,uk,l,wk), kZl,Q,...,N—l, (112)

z1 = fo(zo,uo, wo).
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Time delays of more than one period can be handled similarly.
If we introduce additional state variables y; and sj, and we make the
identifications y; = xg_1, Sk = ug—1, the system equation (1.12) yields

Thi1 Se(Tr, Yr, ur, sk, w)
Yk+1 | = Tk . (1.13)
Sk+1 Uk

By defining Zy, = (xk, yk, Sk) as the new state, we have

Trr = fr(@r, up, wy),

where the system function fy, is defined from Eq. (1.13). By using the pre-
ceding equation as the system equation and by expressing the cost function
in terms of the new state, the problem is reduced to the basic problem with-
out time delays. Naturally, the control u; should now depend on the new
state Ty, or equivalently a policy should consist of functions pu of the cur-
rent state zj, as well as the preceding state xy_; and the preceding control
Uk—1-
When the DP algorithm for the reformulated problem is translated
in terms of the variables of the original problem, it takes the form

In(zn) = gn(zN),

In_1(@N—1,TN—2,uN—2)

= min E {QN—1($N—1aUN—17wN—1)
uN_1€UN_1(zN_1) wN_1

+ JIn(fv-1(zN_1, BN 2, uN -1, uN—2,WN 1)) }7

Ji(Th, Th—1,up—1) = min E {gk(xkaukawk)
up €U (zg) wy

+ Jk+1(fk(xbfﬂkflvukvukflvwk)aIkvuk)}a k=1,...,N =2,

JQ(IE()) = min E {go(:to,UQ,wO)—|—Jl(fo(xo,uO,wo),Io,uO)}.
ug€Up(z0) wo

Similar reformulations are possible when time delays appear in the
cost; for example, in the case where the cost has the form

N-1
E {QN(CCN,le) + go(zo, uo, wo) + Z gk(xkafﬂk—laukawk)} .
=1

The extreme case of time delays in the cost arises in the nonadditive form

E{gn(ZN,TN-1,. ., B0, UN-1, ..., U0, WN—1,...,W0)}.
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Then, the problem can be reduced to the basic problem format, by taking
as augmented state

Tk = (:Ekuxk—lu'"7x07uk—17"'7u07wk—17"'7w0)

and F { gn(Z N)} as reformulated cost. Policies consist of functions uy of
the present and past states xy, ..., xo, the past controls ug_1,...,up, and
the past disturbances wg—_1,...,wp. Naturally, we must assume that the
past disturbances are known to the controller. Otherwise, we are faced
with a problem where the state is imprecisely known to the controller.
Such problems are known as problems with imperfect state information
and will be discussed in Chapter 4.

Correlated Disturbances

Consider the case where the disturbances wy are correlated over time. A
common situation that can be handled efficiently by state augmentation
arises when the process wo, ..., wy—1 can be represented as the output of
a linear system driven by independent random variables. As an example,
suppose that by using statistical methods, we determine that the evolution
of wy, can be modeled by an equation of the form

Wi = AWk—1 + &k,

where X is a given scalar and {;} is a sequence of independent random
vectors with given distribution. Then we can introduce an additional state
variable

Yk = Wk—-1

and obtain a new system equation

Thi1 | _  Fr(@r, ur, Aye + &)
Yk+1 Yk + & ’
where the new state is the pair Z; = (2, yx) and the new disturbance is

the vector &.
More generally, suppose that wy can be modeled by

Wi, = CrlYk+1,
where
Y1 = Aryr + &k, k=0,...,N—1,

Ay, Cy are known matrices of appropriate dimension, and & are indepen-
dent random vectors with given distribution (see Fig. 1.4.1). By viewing
yr as an additional state variable, we obtain the new system equation

($k+1> _ (fk (&, u, Cr(Aryr + &) )
Yk+1 Aryr + &k '
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§k Yk+1 (o
— | Ukt1 = Aryr + &k > O —>

Figure 1.4.1 Representing correlated disturbances as the output of a linear sys-
tem driven by independent random vectors.

Note that in order to have perfect state information, the controller
must be able to observe yi. Unfortunately, this is true only in the minority
of practical cases; for example when CY is the identity matrix and wg_1 is
observed before uy is applied. In the case of perfect state information, the
DP algorithm takes the form

IN(zN,yn) = gn(zN),

Je(®k,yp) = min F {gk (2, u, Cr(Aryr + &)

up €U (zg) &k

+ Jit1 (fk (2, wr, Cr(Apyr + &), Aryr + §k) }

Forecasts

Consider the case where at time k the controller has access to a forecast
yr. that results in a reassessment of the probability distribution of wy and
possibly of future disturbances. For example, yx may be an exact prediction
of wy or an exact prediction that the probability distribution of wy is a
specific one out of a finite collection of distributions. Forecasts of interest
in practice are, for example, probabilistic predictions on the state of the
weather, the interest rate for money, and the demand for inventory.

Generally, forecasts can be handled by state augmentation although
the reformulation into the basic problem format may be quite complex. We
will treat here only a simple special case.

Assume that at the beginning of each period k, the controller re-
ceives an accurate prediction that the next disturbance wj will be selected
according to a particular probability distribution out of a given collection
of distributions {Q1,...,Q@m}; i.e., if the forecast is 7, then wy is selected
according to ;. The a priori probability that the forecast will be i is
denoted by p; and is given.

For instance, suppose that in our earlier inventory example the de-
mand wy, is determined according to one of three distributions @1, @2, and
@3, corresponding to “small,” “medium,” and “large” demand. Each of the
three types of demand occurs with a given probability at each time period,
independently of the values of demand at previous time periods. However,
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the inventory manager, prior to ordering uy, gets to know through a fore-
cast the type of demand that will occur. (Note that it is the probability
distribution of demand that becomes known through the forecast, not the
demand itself.)

The forecasting process can be represented by means of the equation

Yr+1 = &k,

where yx41 can take the values 1,..., m, corresponding to the m possible
forecasts, and & is a random variable taking the value 7 with probability
pi- The interpretation here is that when & takes the value ¢, then wg41
will occur according to the distribution Q;.

By combining the system equation with the forecast equation yx11 =
&k, we obtain an augmented system given by

<$k+1> B (fk(ﬂﬁk,uk,wk))
Yk+1 ) &k '

jk = (Ika yk)a

The new state is

and because the forecast yi is known at time k, perfect state information
prevails. The new disturbance is

Wy, = (Wi, &),

and its probability distribution is determined by the distributions @; and
the probabilities p;, and depends explicitly on Zx (via yx) but not on the
prior disturbances.

Thus, by suitable reformulation of the cost, the problem can be cast
into the basic problem format. Note that the control applied depends on
both the current state and the current forecast. The DP algorithm takes
the form

IN(zN,yYN) = gn(2N),

Je(@k,yx) = min F {gk(fck,w,wk)
up €UL(7g) wy

m (1.14)
+ > pidke (filwn, uk, wi),6) | yk},
i=1
where y; may take the values 1,...,m, and the expectation over wy is

taken with respect to the distribution @, .

It should be clear that the preceding formulation admits several ex-
tensions. One example is the case where forecasts can be influenced by
the control action and involve several future disturbances. However, the
price for these extensions is increased complexity of the corresponding DP
algorithm.
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Simplification for Uncontrollable State Components

When augmenting the state of a given system we often end up with com-
posite states, consisting of several components. It turns out that if some
of these components cannot be affected by the choice of control, the DP
algorithm can be simplified considerably, as we will now describe.

Let the state of the system be a composite (z, yx) of two components
x and yi. The evolution of the main component, xy, is affected by the
control u according to the equation

Try1 = [r(Th, Yr, Uk, W),

where the probability distribution Py(wy | @k, Yk, uk) is given. The evolu-
tion of the other component, yx, is governed by a given conditional distri-
bution Py (yx | 1) and cannot be affected by the control, except indirectly
through zx. One is tempted to view y as a disturbance, but there is a
difference: yj is observed by the controller before applying wug, while wy
occurs after uy is applied, and indeed wy may probabilistically depend on
UL -

We will formulate a DP algorithm that is executed over the control-
lable component of the state, with the dependence on the uncontrollable
component being “averaged out.” In particular, let Jg(zg,yx) denote the
optimal cost-to-go at stage k and state (zx,yx), and define

Tr(zr) = E{Jk(xrp0) | 71}
Yk
We will derive a DP algorithm that generates Jy(z).

Indeed, we have
Tr(@r) = By {Jk(r,yx) | 21}

=K { min  E {9r (ks Yis uk, wi)
Yk W Tkt 1,Yk+1 » Yk Uk,
up €U (2, Y1) IR

+ Jig1 (Tt 1, Yos1) | Too Yo ui ) | Ik}

= Euk{ min - Eyy {gk(ka, Yk, Uk, W)
up €U (TE,yk)

+ By {1 (g1, ykr1) | 2o )| Cck,yk,uk} | wk}7

and finally

jk(ﬂik) = E{ min E{gk(xkvykaukvwk)
i | uk€UL(Th,yk) wg

(1.15)
+jk+1(fk(17k,yk,w,wk))}’ xk}
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The advantage of this equivalent DP algorithm is that it is executed
over a significantly reduced state space. For example, if xj, takes n possible
values and yj takes m possible values, then DP is executed over n states
instead of nm states. Note, however, that the minimization in the right-
hand side of the preceding equation yields an optimal control law as a
function of the full state (xg, yx).

As an example, consider the augmented state resulting from the in-
corporation of forecasts, as described earlier in this section. Then, the
forecast yi represents an uncontrolled state component, so that the DP
algorithm can be simplified as in Eq. (1.15). In particular, by defining

Je(wr) =Y pidilar,i),  k=0,1,...,N—1,
=1

and

Jn(zn) = gn(zN),
we have, using Eq. (1.14),

m

Je(wg) =) pi min E {gk(xkaukawk)

o1 ukCUk(zr) wi
+ jk+1(fk($k,uk,wk)) |y = i},

which is executed over the space of zj rather than z; and yi. This is a
simpler algorithm than the one of Eq. (1.14).

Uncontrollable state components often occur in arrival systems, such
as queueing, where action must be taken in response to a random event
(such as a customer arrival) that cannot be influenced by the choice of
control. Then the state of the arrival system must be augmented to include
the random event, but the DP algorithm can be executed over a smaller
space, as per Eq. (1.15). Here is another example of similar type.

Example 1.4.1 (Tetris)

Tetris is a popular video game played on a two-dimensional grid. Each square
in the grid can be full or empty, making up a “wall of bricks” with “holes”
and a “jagged top.” The squares fill up as blocks of different shapes fall from
the top of the grid and are added to the top of the wall. As a given block
falls, the player can move horizontally and rotate the block in all possible
ways, subject to the constraints imposed by the sides of the grid and the
top of the wall. The falling blocks are generated independently according to
some probability distribution, defined over a finite set of standard shapes.
The game starts with an empty grid and ends when a square in the top row
becomes full and the top of the wall reaches the top of the grid. When a
row of full squares is created, this row is removed, the bricks lying above this
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row move one row downward, and the player scores a point. The player’s
objective is to maximize the score attained (total number of rows removed)
within NV steps or up to termination of the game, whichever occurs first.

We can model the problem of finding an optimal tetris playing strategy
as a stochastic DP problem. The control, denoted by wu, is the horizontal
positioning and rotation applied to the falling block. The state consists of
two components:

(1) The board position, i.e., a binary description of the full/empty status
of each square, denoted by .

(2) The shape of the current falling block, denoted by y.

There is also an additional termination state which is cost-free. Once the
state reaches the termination state, it stays there with no change in cost.

The shape y is generated according to a probability distribution p(y),
independently of the control, so it can be viewed as an uncontrollable state
component. The DP algorithm (1.15) is executed over the space of « and has
the intuitive form

jk(x) = ZP(Z/) max [9(1’7% u) + jk+1 (f(:c7y7 u))}7 for all x,

where g(x,y,u) and f(z,y,u) are the number of points scored (rows removed),
and the board position (or termination state) when the state is (z,y) and con-
trol u is applied, respectively. Note, however, that despite the simplification
in the DP algorithm achieved by eliminating the uncontrollable portion of
the state, the number of states = is enormous, and the problem can only be
addressed by suboptimal methods, which will be discussed in Chapter 6 and
in Vol. II.

1.5 SOME MATHEMATICAL ISSUES

Let us now discuss some technical issues relating to the basic problem
formulation and the validity of the DP algorithm. The reader who is not
mathematically inclined need not be concerned about these issues and can
skip this section without loss of continuity; the mathematical fine points do
not contribute significantly to the intuition for solving practical problems
and do not matter if the disturbances wy can take only a finite number of
values.

Once an admissible policy {uo,...,un—1} is adopted, the following
sequence of events is envisioned at the typical stage k:

1. The controller observes xj and applies uy = ux(xy).

2. The disturbance wy, is generated according to the given distribution
Pi(- | g, pr(zn)).

3. The cost g (wk, wr(xk), wk) is incurred and added to previous costs.
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4. The next state x4 is generated according to the system equation

Trgr = fi(Th, (@), we).
If this is the last stage (k = N — 1), the terminal cost gn(zn) is
added to previous costs and the process terminates. Otherwise, k is
incremented, and the same sequence of events is repeated at the next
stage.

For each stage, the above process is well-defined and is couched in
precise probabilistic terms. Matters are, however, complicated by the need
to view the cost as a well-defined random variable with well-defined ex-
pected value. The framework of probability theory requires that for each
policy we define an underlying probability space, i.e., a set 2, a collection
of events in €2, and a probability measure on these events. In addition, the
cost must be a well-defined random variable on this space in the sense of
Appendix C (a measurable function from the probability space into the real
line in the terminology of measure-theoretic probability theory). For this
to be true, additional (measurability) assumptions on the functions f%, gx,
and pr may be required, and it may be necessary to introduce additional
structure on the spaces Si, C, and Dy. Furthermore, these assumptions
may restrict the class of admissible policies, since the functions pg may be
constrained to satisfy additional (measurability) requirements.

Thus, unless these additional assumptions and structure are specified,
the basic problem is formulated inadequately from a mathematical point
of view. Unfortunately, a rigorous formulation for general state, control,
and disturbance spaces is well beyond the mathematical framework of this
introductory book and will not be undertaken here. Nonetheless, it turns
out that these difficulties are mainly technical and do not substantially
affect the basic results to be obtained. For this reason, we find it convenient
to proceed with informal derivations and arguments; this is consistent with
most of the literature on the subject.

We would like to stress, however, that under at least one frequently
satisfied assumption, the mathematical difficulties mentioned above disap-
pear. In particular, let us assume that the disturbance spaces Dy, are all
countable and the expected values of all terms in the cost are finite for every
admissible policy (this is true in particular if the spaces Dy, are finite sets).
Then, for every admissible policy, the expected values of all the cost terms
can be written as (possibly infinite) sums involving the probabilities of the
elements of the spaces Dy, and no measurability framework is needed.

Alternatively, one may write the cost as
N—-1

T, TN

Jx(z0) = FE {gzv(xzv) + ) 0k (xk,uk(xk))} ; (1.16)

k=0
where

9 (ks (1)) =F {gk(xk,uk(xk),wk) | Ikvﬂk(ilfk)},
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with the preceding expectation taken with respect to the distribution Py ( |
Th, [k (x;g)) defined on the countable set Dj. Then one may take as the ba-

sic probability space the Cartesian product of the spaces Sk, k=1,...,N,
given for all k by

Skt = {@k+1 € Ski1 | Tha1 = (o, (k) w ), 2k € Sk, wi € Dy},

where Sy = {zo}. The set S, is the subset of all states that can be reached
at time k when the policy {uo, ..., pun—1} is used. Because the disturbance
spaces Dy, are countable, the sets S’k are also countable (this is true since the
union of any countable collection of countable sets is a countable set). The
system equation xx11 = fx (azk, i (xg), wk), the probability distributions
Pk(~ | zk, ,uk(a:k)), the initial state zo, and the policy {uo, ..., un—1} define
a probability distribution on the countable set Sp x -+ x Sy, and the
expected value in the cost expression (1.16) is defined with respect to this
latter distribution.

Let us now give a more detailed proof of the validity of the DP al-
gorithm (Prop. 1.3.1). We assume that the disturbance wy, takes a finite
or countable number of values and the expected values of all terms in the
expression of the cost function are finite for every admissible policy 7. Fur-
thermore, the functions Ji(xj) generated by the DP algorithm are finite
for all states xp and times k. We do not need to assume that the minimum
over uy, in the definition of Ji(zy) is attained by some uy € U(xy).

For any admissible policy # = {po,u1,...,un-1} and each k =
0,1,...,N —1, denote 7% = {pug, k41, -, un-1}. For k=0,1,...,N—1,
let J}(x1) be the optimal cost for the (IV — k)-stage problem that starts at
state xp and time k, and ends at time N; i.e.,

N-1
Jp(z) = min £ {QN(iUN) +> gi(wi,ui(fﬂi)awi)} :

1=

For k = N, we define Jy(zn) = gn(zn). We will show by induction
that the functions J; are equal to the functions J; generated by the DP
algorithm, so that for £ = 0, we will obtain the desired result.

For any € > 0, and for all k and xy, let uf(xs) attain the minimum
in the equation

Je(zr) = min  E{gr(@r, uk, wi) + Jog1 (folzr, we, wi)) },
u €U (z1) w (1.17)
k=01,....N—1,

within €; i.e., for all z;, and k, we have uf(x) € Uk(zi) and

u%;{gk (Ik,,ui(:zrk),wk) + Jr+1 (fk (a:k,,u;(a:k), wk))} < Jk(Ik) + €. (118)
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Let J{(xk) be the expected cost starting at state xj, at time k, and using
the policy {uf, t5,1,--->uy_1}- We will show that for all ), and &, we
have

Je(zr) < Ji(wr) < Jre(xr) + (N — E)e, (1.19)
Ji(xy) < Ji(xk) < T (k) + (N = k), (1.20)
Jk(ack) = J,:(CC]C) (1.21)

It is seen using Eq. (1.18) that the inequality (1.19) holds for k = N — 1.
Also since Gy = Jn, we have Jy_1 = J3_;, which together with Eq.
(1.19), implies Eq. (1.20) for k = N — 1. Thus Egs. (1.19)-(1.21) hold for
index k = N — 1. Assume that Eqgs. (1.19)-(1.21) hold for index k + 1. We
will show that they also hold for index k.

Indeed, we have

Ji(ak) = g{gk(wk,ui(wk),wk) g (i (e g () wr) ) }
< ﬂ{gk(:vk,u;(:vk),wk) + Jigr (fr (rs g, (), wi) ) } + (N — k= 1)e

< Jip(zg)+e+ (N —k—1)e
= Jp(z) + (N — k)e,

where the first equation holds by the definition of J§, the first inequality
holds by the induction hypothesis, and the second inequality holds by Eq.
(1.18). We also have

Ji(zr) = ﬂ{gk(ﬂﬂk,ﬂi(ﬂ?k),wk) + Iy (fr(hs g (k) wi)) }
> E{gr(wr, pf(zr), wr) + Jegr (e (zr, p (2r), wi)) }
Wi
> min  E{gc(®k, vk, wi) + Jog1 (fr(@r, ur, wr)) }
up €U (z) wy,

= Jk(‘rk)v

where the first inequality holds by the induction hypothesis. Combining
the preceding two relations, we see that Eq. (1.19) holds for index k.
For every policy # = {uo, 11, - - -, in—1}, we have

35 = a0 + 3 o o))
< g{gk(ﬂfkvﬂi(ﬂfk),wk) + Tt (fo (2n pf, (), wie) ) |+ (N =k = 1)e

< Ji(wk) +e+ (N —k—1)e
= min B {gr(@r, vk, wr) + Jerr (fa(2n, up, wi)) } + (N — k)e

up €U (z) wy,

< ﬂ{gk(wmuk(iﬂk)awk) + s (fr(2r (), i) ) b+ (N — ke

= Te(a) + (N = B)e,
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where the first inequality holds by the induction hypothesis, and the sec-
ond inequality holds by Eq. (1.18). Taking the minimum over 7% in the
preceding relation, we obtain for all xj

Ji(xr) < Ji(xr) + (N — k)e.
We also have by the definition of J;, for all xy,
Ji (k) < Ji(zn).

Combining the preceding two relations, we see that Eq. (1.20) holds for
index k. Finally, Eq. (1.21) follows from Egs. (1.19) and (1.20), by taking
€ — 0, and the induction is complete.

Note that by using € = 0 in the relation

J(zx) < Ji (k) + Ne,

[cf. Eq. (1.20)], we see that a policy that attains the minimum for all z
and k in Eq. (1.17) is optimal.

In conclusion, the basic problem has been formulated rigorously, and
the DP algorithm has been proved rigorously only when the disturbance
spaces Do, ..., Dyn_1 are countable sets, and the expected values of all
the cost expressions associated with the problem and the DP algorithm are
finite. In the absence of these assumptions, the reader should interpret sub-
sequent results and conclusions as essentially correct but mathematically
imprecise statements. In fact, when discussing infinite horizon problems
(where the need for precision is greater), we will make the countability
assumption explicit.

We note, however, that the advanced reader will have little difficulty
in establishing most of our subsequent results concerning specific finite
horizon applications, even if the countability assumption is not satisfied.
This can be done by using the DP algorithm as a verification theorem.
In particular, if one can find within a subset of policies II (such as those
satisfying certain measurability restrictions) a policy that attains the min-
imum in the DP algorithm, then this policy can be readily shown to be
optimal within II. This result is developed in Exercise 1.29, and can be
used by the mathematically oriented reader to establish rigorously many
of our subsequent results concerning specific applications. For example, in
linear-quadratic problems (Section 3.1) one determines from the DP algo-
rithm a policy in closed form, which is linear in the current state. When wy,
can take uncountably many values, it is necessary that admissible policies
consist of Borel measurable functions uy. Since the linear policy obtained
from the DP algorithm belongs to this class, the result of Exercise 1.29
guarantees that this policy is optimal.

For a rigorous mathematical treatment of DP that resolves the asso-
ciated measurability issues and supplements the present text, we refer to
the book [BeS78]. Appendix A of Vol. I provides a more accessible survey.
The paper [YuB15] describes some recent related developments relating to
the policy iteration method (cf. Section 5.3.2).
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DYNAMIC PROGRAMMING AND MINIMAX CONTROL

The problem of optimal control of uncertain systems has traditionally been
treated in a stochastic framework, whereby all uncertain quantities are de-
scribed by probability distributions, and the expected value of the cost is
minimized. However, in many practical situations a stochastic description
of the uncertainty may not be available, and one may have information with
less detailed structure, such as bounds on the magnitude of the uncertain
quantities. In other words, one may know a set within which the uncertain
quantities are known to lie, but may not know the corresponding prob-
ability distribution. Under these circumstances one may use a minimax
approach, whereby the worst possible values of the uncertain quantities
within the given set are assumed to occur.

The minimax approach for decision making under uncertainty is de-
scribed in Appendix F and is contrasted with the expected cost approach,
which we have been following so far. In its simplest form, the corresponding
decision problem is described by a triplet (IT, W, J), where II is the set of
policies under consideration, W is the set in which the uncertain quantities
are known to belong, and J : TI Xx W +— [—00, +00] is a given cost function.
The objective is to

minimize max J (7, w)
weW
over all 7 € II.

It is possible to formulate a minimax counterpart to the basic prob-
lem with perfect state information. This problem is a special case of the
abstract minimax problem above, as discussed more fully in Appendix F.
Generally, it is unusual for even the simplest special cases of this problem to
admit a closed-form solution. However, a computational solution using DP
is possible, and our purpose in this section is to describe the corresponding
algorithm.

In the framework of the basic problem, consider the case where the
disturbances wop, w1, ...,wn—1 do not have a probabilistic description but
rather are known to belong to corresponding given sets Wi (xg, ux) C Dy,
k=0,1,..., N —1, which may depend on the current state zj; and control
ug. Consider the problem of finding a policy # = {po,...,un—1} with
ur(zg) € Uk(ay) for all 2 and k, which minimizes the cost function

N-1
Jr(x0) = max TN) + T Tr), W
w(@0) pew X ) gn @)+ g (@ (e, wr)
k=0,1,...,N—1 k=0

The DP algorithm for this problem takes the following form, which resem-
bles the one corresponding to the stochastic basic problem (maximization
is used in place of expectation):

In(zn) = gn(2N), (1.22)
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Jk;(xk;) —u IIllI(l )w IIla(X ) gk(mk,uk,wk) +Jk;+ (?k;(xk,uk;,wk;)) .

This algorithm can be explained by using a principle of optimality
type of argument. In particular, we consider the tail subproblem whereby
we are at state xj at time k, and we wish to minimize the “cost-to-go”

w; EW; (24,14 (@

N-—1
max [QN(CCN) + Z gi(:vi,ui(:vi),wi)] 7
’Ll

i=k,k+1,...,N— i=k
and we argue that if 7 = {uf,pf,...,uy_;} is an optimal policy for
the minimax problem, then the truncated policy {,u,’;,,u,’;ﬂ, Co N ) I8

optimal for the tail subproblem. The optimal cost of this subproblem is
Jr(xk), as given by the DP algorithm (1.22)-(1.23). The algorithm ex-
presses the intuitively clear fact that when at state xzj, at time k, then
regardless of what happened in the past, we should choose u; that mini-
mizes the worst/maximum value over wy, of the sum of the current stage
cost plus the optimal cost of the tail subproblem that starts from the next
state.

We will now give a mathematical proof that the DP algorithm (1.22)-
(1.23) is valid, and that the optimal cost is equal to Jo(zo). For this it is
necessary to assume that Ji(xg) > —oo for all x; and k. This is analogous
to the assumption we made in the preceding section for the validity of the
DP algorithm under stochastic disturbances, i.e., that the values Jj(z)
generated by the DP algorithm are finite for all states z; and stages k. In
the stochastic case the key step of the proof was to bring the minimization
over the controls of future stages inside the expectation over the disturbance
of the current stage. Similarly, in the minimax case the key step is to bring
the minimization over the controls of future stages inside the maximization
over the disturbance of the current stage. The following lemma provides
the key argument for doing so.

Lemma 1.6.1: Let f : W — X be a function, and M be the set of
all functions p : X — U, where W, X, and U are some sets. Then for
any functions Gop : W — (—o0, 0] and G1 : X x U — (—o00, 00| such
that

Enei[r]lGl (f(w),u) > —00, for all w € W,

we have

min max [Go(w)—FGl (f(w), u(f(w)))} = max [GO(wH?SEGl (f(w),u)}.

HEM weW weWw
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Proof: We have for all p € M

max | Go(w) + G ( f(w), p(f(w))) | = max|Go(w) + min G1 (f(w).u)|

weW

and by taking the minimum over u € M, we obtain

min max [ Go(w)-+Ga (f(w), p(f(w)))] > max | Go(w)-+min G (f(w). u)].
(1.24)

To show the reverse inequality, for any € > 0, let ue € M be such that

G1(f(w), pe(f(w))) gLnEiIIJlGl(f(w),u)—i—e, for all w € W.

[Such a pe exists because of the assumption minyey G1(f(w),u) > —o00.]
Then

min max {Go(w) + G1( f(w), u(f(w)) )}

neEM weWw
< max[Go(w) + Ga ( f(w), pe(F(w))]

we

< max {Go(w) —i—umei[rlel (f(w),u)} +e.

Since € > 0 can be taken arbitrarily small, we obtain the reverse to Eq.
(1.24), and the desired result follows. Q.E.D.

To see how the conclusion of the lemma can fail without the condition

Lnei[r]lGl (f(w),u) > —o0

for all w, let u be a scalar, let w = (w1, ws2) be a two-dimensional vector,
and let there be no constraints on v and w (U = R, W = R x R, where R
is the real line). Let also

Go(w) = wr, f(w) = wa, G1(f(w),u) = f(w) + u.

Then, for all 4 € M we have,

1r:§1€av)l§ [Go(w) + Gl(f(w)’ p(f (w)) )] = w1619131,a7i;(2€§ﬁ[w1 + w2 + ,u(wz)} = 00,
so that

min max {Go(w) + G1(f(w), u(f(w)) )} = 0.

peEM weW

On the other hand,

1 (000 + iy ()] =, e, o+ gl ] = o



52 The Dynamic Programming Algorithm Chap. 1

since min,ep|ws + u] = —oo for all ws.

We now turn to proving the DP algorithm (1.22)-(1.23). The proof
is similar to the one for the DP algorithm for stochastic problems. The
optimal cost J*(x) of the problem is given by

J*(x9) = min - - - min max e max
) EN—-1 woEW[zg,n0(w0)]  wy_1€EW[zy_1,0un—1(zN-1)]
N-1
E gk (zk, e (2n), wi) + gn(zw)
k=0
= min--- min | min max cee max
Ho KN—2 | PFN—1 woEW[z0,p0(®0)]  wN_2EW[zN_2,uN—2(zN_2)]
N-—2
E i (@i, (@), wi) + max
0 wy_1EW[zN_1.uN—1(zN_1)]

[ngl(«TNfl, pN—1(xN_1),wN_1) + JN($N)}]] .

We can interchange the minimum over py—1 and the maximum over wo, ..., WN—2
by applying Lemma 1.6.1 with the identifications

w = (wo, w1, ..., WN-2), U =UN-1, flw) =2zN-1,

Go(w) = {ij_o“’ g (ks pe (), wi)  if wy, € Wi (2, (1)) for all k,
00 otherwise,

G (f(w),u) = {él(f(w),u) i u € Un_1(f(w)),

00 otherwise,
where
G (f(w),u) = max {gN,l(f(w),u,wN,l)
wy_1€EWN_1 (f(IU);U)
+ In(fn-1(f(w), u,wal))},
to obtain

J*(z0) = min-- - min

1o BN -2
max e max
woEW[zo,pu0(x0)]  wn_26W[rN_2,uN—2(ZN—2)] (1.25)
N—2
Z gk (zhy b (k) wi) + JNl(iUNl)] .
k=0

The required condition minyey G1(f(w),u) > —oo for all w (required for
application of Lemma 1.6.1) is implied by the assumption Jy_1(zn_1) >
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—oo for all zy_1. Now, by working with the expression for J*(z¢) in Eq.
(1.25), and by similarly continuing backwards, with N — 1 in place of N,
etc., after IV steps we obtain

J*(z0) = Jo(z0),

which is the desired relation. The line of argument just given also shows
that an optimal policy for the minimax problem can be constructed by
minimizing in the right-hand side of the DP Eq. (1.23), similar to the case
of the DP algorithm for the stochastic basic problem.

Unfortunately, as mentioned earlier, there are hardly any interesting
examples of an analytical, closed-form solution of the DP algorithm (1.22)-
(1.23). A computational solution, requires qualitatively comparable effort
to the one of the stochastic DP algorithm. Instead of the expectation
operation, one must carry out a maximization operation for each x; and k.

Minimax control problems will be revisited in Chapter 3 in the con-
text of reachability of target sets and target tubes (Section 3.6.2), and in
Chapter 6 in the context of model predictive control (Section 6.5.3).

NOTES, SOURCES, AND EXERCISES

Dynamic programming is a simple mathematical technique that has been
used for many years by engineers, mathematicians, and social scientists in
a variety of contexts. It was Bellman, however, who realized in the early
fifties that DP could be developed (in conjunction with the then appearing
digital computer) into a systematic tool for optimization. In his influential
books [Bel57], [BeD62], Bellman demonstrated the broad scope of DP and
helped streamline its theory.

Following Bellman’s works, the mathematical and algorithmic aspects
of infinite horizon problems were extensively investigated, extensions to
continuous-time problems were formulated and analyzed, and the mathe-
matical issues discussed in Section 1.5 were addressed. In addition, DP was
used in a broad variety of applications, ranging from many branches of en-
gineering to statistics, economics, finance, and some of the social sciences.
Samples of these applications will be given in subsequent chapters.

A major methodological advance has been the use of various types
of approximations in DP methods for large-scale applications, starting in
the late 80s. Considerable success has been obtained in a variety of fields,
including prominent achievements with programs that have learned how to
play games, such as backgammon, Go, chess, and others, at impressive and
sometimes above human level. We collectively refer to these methods as
“approximate DP”; the name “reinforcement learning” is also often used
in artificial intelligence, and the names “neuro-dynamic programming” and
“adaptive dynamic programming” are often used in automatic control, with
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essentially the same meaning. We discuss these methods in Chapter 6 and
also, more extensively, in Vol. IT of this work. The author’s reinforcement
learning books [Ber19a], [Ber20a] are focused on approximate DP, using
the basic problem of the present chapter as a starting point.

EXERCISES

1.1

Complete the calculations needed to verify that Jo(1) = 2.7 and Jo(2) = 2.818
in Example 1.3.2.

1.2
Consider the system
Tyl = Tk + Uk + Wk, k=0,1,2,3,

with initial state xo = 5, and the cost function

3

> (@i + i)

k=0

Apply the DP algorithm for the following three cases:

(a) The control constraint set Uy (zx) is {u | 0 < zp +u < 5, u : integer} for
all x; and k, and the disturbance wy, is equal to zero for all k.

(b) The control constraint and the disturbance wy, are as in part (a), but there
is in addition a constraint x4 = 5 on the final state. Hint: For this problem
you need to define a state space for x4 that consists of just the value
x4 = 5, and also to redefine Us(z3). Alternatively, you may use a terminal
cost ga(za) equal to a very large number for x4 # 5.

(c) The control constraint is as in part (a) and the disturbance wy takes the
values —1 and 1 with equal probability 1/2 for all x; and uy, except if
Tk + ug is equal to 0 or 5, in which case wr = 0 with probability 1.

1.3

Suppose we have a machine that is either running or is broken down. If it runs
throughout one week, it makes a gross profit of $100. If it fails during the week,
gross profit is zero. If it is running at the start of the week and we perform
preventive maintenance, the probability that it will fail during the week is 0.4. If
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we do not perform such maintenance, the probability of failure is 0.7. However,
maintenance will cost $20. When the machine is broken down at the start of the
week, it may either be repaired at a cost of $40, in which case it will fail during
the week with a probability of 0.4, or it may be replaced at a cost of $150 by a
new machine that is guaranteed to run through its first week of operation. Find
the optimal repair, replacement, and maintenance policy that maximizes total
profit over four weeks, assuming a new machine at the start of the first week.

1.4

A game of the blackjack variety is played by two players as follows: Both players
throw a die. The first player, knowing his opponent’s result, may stop or may
throw the die again and add the result to the result of his previous throw. He then
may stop or throw again and add the result of the new throw to the sum of his
previous throws. He may repeat this process as many times as he wishes. If his
sum exceeds seven (i.e., he busts), he loses the game. If he stops before exceeding
seven, the second player takes over and throws the die successively until the sum
of his throws is four or higher. If the sum of the second player is over seven, he
loses the game. Otherwise the player with the larger sum wins, and in case of a
tie the second player wins. The problem is to determine a stopping strategy for
the first player that maximizes his probability of winning for each possible initial
throw of the second player. Formulate the problem in terms of DP and find an
optimal stopping strategy for the case where the second player’s initial throw is
three. Hint: Let N = 6 and consider a state space consisting of the following 15
states:
z* : busted

1" : already stopped at sum 4 1<i<7),

287" ¢ current sum is i but the player has not yet stopped (1 <7 < 7).

The optimal strategy is to throw until the sum is four or higher.

1.5 (Computer Assignment)

In the classical game of blackjack the player draws cards knowing only one card
of the dealer. The player loses upon reaching a sum of cards exceeding 21. If
the player stops before exceeding 21, the dealer draws cards until reaching 17 or
higher. The dealer loses upon reaching a sum exceeding 21 or stopping at a lower
sum than the player’s. If player and dealer end up with an equal sum no one
wins. In all other cases the dealer wins. An ace for the player may be counted
as a 1 or an 11 as the player chooses. An ace for the dealer is counted as an 11
if this results in a sum from 17 to 21 and as a 1 otherwise. Jacks, queens, and
kings count as 10 for both dealer and player. We assume an infinite card deck so
the probability of a particular card showing up is independent of earlier cards.

(a) For every possible initial dealer card, calculate the probability that the
dealer will reach a sum of 17, 18, 19, 20, 21, or over 21.
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(b) Calculate the optimal choice of the player (draw or stop) for each of the
possible combinations of dealer’s card and player’s sum of 12 to 20. Assume
that the player’s cards do not include an ace.

(c) Repeat part (b) for the case where the player’s cards include an ace.

1.6 (Knapsack Problem)

Assume that we have a vessel whose maximum weight capacity is z and whose
cargo is to consist of different quantities of N different items. Let v; denote
the value of the ith type of item, w; the weight of ith type of item, and z; the
number of items of type ¢ that are loaded in the vessel. The problem is to find
the most valuable cargo, i.e., to maximize Efil x;v; subject to the constraints

Zﬁil ziw; < z and x; = 0,1,2,... Formulate this problem in terms of DP.

1.7 (Traveling Repairman Problem)

A repairman must service n sites, which are located along a line and are sequen-
tially numbered 1,2, ...,n. The repairman starts at a given site s with 1 < s < n,
and is constrained to service only sites that are adjacent to the ones serviced so
far, i.e., if he has already serviced sites 7,7 + 1,...,j, then he may service next
only site ¢ — 1 (assuming 1 < i) or site j+ 1 (assuming j < n). There is a waiting
cost ¢; for each time period that site ¢ has remained unserviced and there is a
travel cost t;; for servicing site j immediately after servicing site 4. Formulate a
DP algorithm for finding a minimum cost service schedule.

1.8 (Ordering Matrix Multiplications) Gww
Given a sequence of matrix multiplications
MiMs -+ MyMy41 -+ Mn,

where each M}, is a matrix of dimension nx X ngy1, the order in which multipli-
cations are carried out can make a difference. For example, if n1 = 1, ny = 10,
ns = 1, and ng = 10, the calculation ((M1M2)M3) requires 20 scalar multi-

plications, but the calculation (Ml (MzMg)) requires 200 scalar multiplications
(multiplying an m X n matrix with an n x k matrix requires mnk scalar multi-
plications).

(a) Derive a DP algorithm for finding the optimal multiplication order [any
order is allowed, including orders that involve multiple partial products
each consisting of two or more adjacent matrices, e.g., ((MlMg)(M3M4))].
Solve the problem for N =3, n1 = 2, ne =10, ng = 5, and n4 = 1.

(b) Derive a DP algorithm for finding the optimal multiplication order within
the class of orders where at each step, we maintain only one partial product
that consists only of adjacent matrices, e.g., ((Ml (MzMg))M4).
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1.9 (Paragraphing Problem)

The paragraphing problem deals with breaking up a sequence of N words of given
lengths into lines of length A. Let wi,...,wnx be the words and let L1, ..., Ly be
their lengths. In a simple version of the problem, words are separated by blanks
whose ideal width is b, but blanks can stretch or shrink if necessary, so that a
line wi, Wi+1,...,w;+xr has length exactly A. The cost associated with the line
is (k+ 1)|o' — b|, where b’ = (A — L; — -+ — Li1x)/(k + 1) is the actual average
width of the blanks, except if we have the last line (N = i+ k), in which case the
cost is zero when b’ > b. Formulate a DP algorithm for finding the minimum cost
separation. Hint: Consider the subproblems of optimally separating w;, ..., wnN
fori=1,...,N.

1.10 (Interval Scheduling)

We have N intervals labeled 1,..., N. The ¢th interval has start point y;, end
point z;, and value v;. We want to select a subset of these intervals that has
maximum total value, and such that no pair overlaps. Formulate a DP algorithm
to solve this problem. Hint: Suppose the intervals are ordered so that z; <--- <
zn. Let the number of periods be N and the states be z1,...,zn. Let also the
optimal value at state z; be the maximal value over nonoverlapping intervals
whose start time is greater than z;.

1.11

Consider a smaller version of a popular puzzle game. Three square tiles numbered
1, 2, and 3 are placed in a 2 X 2 grid with one space left empty. The two tiles
adjacent to the empty space can be moved into that space, thereby creating new
configurations. Use a DP argument to answer the question whether it is possible
to generate a given configuration starting from any other configuration.

1.12

From a pile of eleven matchsticks, two players take turns removing one or four
sticks. The player who removes the last stick wins. Use a DP argument to show
that there is a winning strategy for the player who plays first.

1.13 (Counterfeit Coin Problem)

We are given six coins, one of which is counterfeit and is known to have different
weight than the rest. Construct a strategy to find the counterfeit coin using a
two-pan scale in a minimum average number of tries. Hint: There are two initial
decisions that make sense: (1) test two of the coins against two others, and (2)
test one of the coins against one other.
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1.14 (Multiplicative Cost)

In the framework of the basic problem, consider the case where the cost has the
multiplicative form

E {gN(xN) cgn—1(ZN—1,uN—1,WN—1) - - - go(Z0, Lo, wo)}-

Develop a DP-like algorithm for this problem assuming that g (zk, ur,wr) > 0
for all zy, uk, wk, and k.

1.15

Consider a device consisting of N stages connected in series, where each stage
consists of a particular component. The components are subject to failure, and
to increase the reliability of the device duplicate components are provided. For
j=1,2,...,N, let (1+ m;) be the number of components for the jth stage, let
pj(m;) be the probability of successful operation of the jth stage when (1 4 m;)
components are used, and let ¢; denote the cost of a single component at the jth
stage. Formulate in terms of DP the problem of finding the number of components
at each stage that maximize the reliability of the device expressed by

p1(ma) - p2(mz) - pn(mn),

subject to the cost constraint Z;V:1 cjm; < A, where A > 0 is given.

1.16 Gwvw

An innkeeper charges a different rate for a room as the day progresses, depending
on whether he has many or few vacancies. His objective is to maximize his
expected total income during the day. Let x be the number of empty rooms at
the start of the day, and let y be the number of customers that will ask for a
room in the course of the day. We assume (somewhat unrealistically) that the
innkeeper knows y with certainty, and upon arrival of a customer, quotes one of
m prices 7, i = 1,...,m, where 0 < r; <rg < --- < rpy. A quote of a rate 7;
is accepted with probability p; and is rejected with probability 1 — p;, in which
case the customer departs, never to return during that day.

(a) Formulate this as a problem with y stages and show that the maximal
expected income, as a function of x and y, satisfies the recursion

J,y) = max [pi(ri+J(e =1y = 1)+ (1 -p)Iay 1),

1=1,....m
for all z > 1 and y > 1, with initial conditions

J(z,0) = J(0,y) =0, for all  and y.
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Assuming that the product p;r; is monotonically nondecreasing with i,
and that p; is monotonically nonincreasing with ¢, show that the innkeeper
should always charge the highest rate 7.

(b) Consider a variant of the problem where each arriving customer, with prob-
ability pi, offers a price r; for a room, which the innkeeper may accept or
reject. In the latter case the customer departs, never to return during that
day. Show that an appropriate DP algorithm is

J(w,y) =Y pimax[r, + J(@— 1,y = 1), J(z,y - 1)],

i=1
with initial conditions
J(z,0) = J(0,y) =0, for all z and y.

Show also that for given x and y it is optimal to accept a customer’s offer
if it is larger than some threshold 7(z,y). Hint: This part is related to DP
for uncontrollable state components (cf. Section 1.4).

1.17 (Investing in a Stock) Gww

An investor observes at the beginning of each period k the price xj of a stock and
decides whether to buy 1 unit, sell 1 unit, or do nothing. There is a transaction
cost ¢ for buying or selling. The stock price can take one of n different values

v, ..., v" and the transition probabilities

i = Plowpr =’ | an = v'}

are known. The investor wants to maximize the total worth of his stock at a
fixed final period N minus his investment costs from period 0 to period N — 1
(revenue from a sale is viewed as negative cost). We assume that the function

Py(z)=FE{zn |z =2} —=x

is monotonically nonincreasing as a function of x; i.e., the expected profit from
a purchase is a nonincreasing function of the purchase price.

(a) Assume that the investor starts with N or more units of stock and an
unlimited amount of cash, so that a purchase or sale decision is possible
at each period regardless of the past decisions and the current price. For
every period k, let x, be the largest value of x € {vl, ...,v"} such that
Py(z) > ¢, and let Ty be the smallest value of € {v',...,v"} such that
Py (xz) < —c. Show that it is optimal to buy if xx < z,, sell if T, < xx, and
do nothing otherwise. Hint: Formulate the problem as one of maximizing

N-1

E Z(ukPk(xk)—dukl) )

k=0
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where ui, € {—1,0,1}.

(b) Formulate an efficient DP algorithm for the case where the investor starts
with less than N units of stock and an unlimited amount of cash. Show
that it is still optimal to buy if zx < z, and it is still not optimal to sell if
2 < Tp. Could it be optimal to buy at any prices z) greater than z,?

(c) Consider the situation where the investor initially has N or more units of
stock and there is a constraint that for any time k the number of purchase
decisions up to k should not exceed the number of sale decisions up to k by
more that a given fixed number m (this models approximately the situation
where the investor has a limited initial amount of cash). Formulate an
efficient DP algorithm for this case. Show that it is still optimal to sell if
T < 2, and it is still not optimal to buy if z; < x&.

(d) Consider the situation where there are restrictions on both the initial
amount of stock as in part (b), and the number of purchase decisions as in
part (c). Derive a DP algorithm for this problem.

(e) How would the analysis of (a)-(d) be affected if cash is invested at a given
fixed interest rate?

1.18 (Regular Polygon Theorem) Gww

According to a famous theorem (attributed to the ancient Greek geometer Zen-
odorus), of all N-side polygons inscribed in a given circle, those that are regular
(all sides are equal) have maximal area.

(a) Prove the theorem by applying DP to a suitable problem involving sequen-
tial placement of N points in the circle.

(b) Use DP to solve the problem of placing a given number of points on a subarc
of the circle, so as to maximize the area of the polygon whose vertices are
these points, the endpoints of the subarc, and the center of the circle.

1.19 (Inscribed Polygon of Maximal Perimeter)

Consider the problem of inscribing an N-side polygon in a given circle, so that
the polygon has maximal perimeter.

(a) Formulate the problem as a DP problem involving sequential placement of
N points in the circle.

(b) Use DP to show that the optimal polygon is regular (all sides are equal).

1.20 Gwvw

A decision maker must continually choose between two activities over a time
interval [0,T]. Choosing activity 7 at time ¢, where ¢ = 1,2, earns reward at a
rate ¢;(t), and every switch between the two activities costs ¢ > 0. Thus, for
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example, the reward for starting with activity 1, switching to 2 at time ¢;, and
switching back to 1 at time t2 > t1 earns total reward

t1 to T
/ g1(t) dt + / g2(t) dt + / g1(t) dt — 2c.
0 t1 to

We want to find a set of switching times that maximize the total reward. As-
sume that the function g1(t) — g2(t) changes sign a finite number of times in the
interval [0, 7]. Formulate the problem as a finite horizon problem and write the
corresponding DP algorithm. See Shreve [Shr81] for a fuller development of this
problem.

1.21

A farmer annually producing zj units of a certain crop stores (1 — ug)xx units
of his production, where 0 < uy < 1, and invests the remaining uxxy units, thus
increasing the next year’s production to a level 41 given by

Tkl = Tk + WrULTE, k=0717...7N—1.

The scalars wy are independent random variables with identical probability dis-
tributions that do not depend either on zj or uy. Furthermore, E{wy} =w > 0.
The problem is to find the optimal investment policy that maximizes the total
expected product stored over N years

Wi
k=0,1,...,N—1

N-1
E :CN+Z(1—uk)$Ck
k=0
Show the optimality of the following policy that consists of constant functions:
(8) 6% > 1, iy (w0) = -+ = iy (1) = 1.
(b) f0<w < 1/N, pi(zo) =+ = py_1(zn-1) =0.
(¢) f1/N<w<1,

Ho(zo) = -+ = by 7@y 5,) =1,
py 7@N_p) = =pn_a(zn-1) =0,
where k is such that 1/(k +1) <@ < 1/k.
1.22
Let xi denote the number of educators in a certain country at time k and let yx
denote the number of research scientists at time k. New scientists (potential edu-

cators or research scientists) are produced during the kth period by educators at
a rate 7y per educator, while educators and research scientists leave the field due
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to death, retirement, and transfer at a rate d5. The scalars v¢, k =0,1,...,N—1,
are independent identically distributed random variables taking values within a
closed and bounded interval of positive numbers. Similarly éx, k =0,1,..., N—1,

are independent identically distributed and take values in an interval [§,d'] with
0 < 6 < ¢ < 1. By means of incentives, a science policy maker can determine
the proportion uy of new scientists produced at time k£ who become educators.
Thus, the number of research scientists and educators evolves according to the
equations

Trt1 = (1 — 0n)xk + UkTVeTk,

Y1 = (1 = 0n)yr + (1 — u)vexr.

The initial numbers xo, yo are known, and it is required to find a policy

{ms (o, o), - un—1(zn—1,yn—1)}
with
0<a<pplzry) <B <, for all zy, yx,and k,

which maximizes E,, s, {yn} (i-e., the expected final number of research scientists
after N periods). The scalars o and 8 are given.

(a) Show that the cost-to-go functions Jx(xk,yr) are linear; i.e., for some
scalars &, Ck,
Ji(Tr, yk) = Euxr + ColY-

(b) Derive an optimal policy {ug, ..., #x—_1} under the assumption
E{v} > E{0x}
and show that this optimal policy can consist of constant functions.

(c) Assume that the proportion of new scientists who become educators at
time k is ug + € (rather than wy), where ¢, are identically distributed
independent random variables that are also independent of v, d; and take
values in the interval [—«, 1—]. Derive the form of the cost-to-go functions
and the optimal policy.

1.23 (Discounted Cost per Stage)

In the framework of the basic problem, consider the case where the cost is of the

form
N-—1
E {ocNgN(xN) + Z akgk(xk,uk7wk)} 7

w
k=0,1,...,N—1 k=0

where « is a discount factor with 0 < o < 1. Show that an alternate form of the
DP algorithm is given by
Vn(zn) = gn(2N),

Vk(:ck) = min E {gk(xk,uk,wk) + aVk+1(fk(xk,uk,wk))}.
ukEUk(ack)wk
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1.24 (Exponential Cost Function)

In the framework of the basic problem, consider the case where the cost is of the

form
N—-1
E ex TN) + Tk, Uk, Wk .
wkNl{ p(gN( N) ng(k k k))}

k=0,1,... k=0

(a) Show that the optimal cost and an optimal policy can be obtained from
the DP-like algorithm

JIn(zn) = exp(gn(2n)),

Ji(xr) = min E{Jk+1(fk(fck7uk7wk))exp(gk(fclwulwwk))}‘
ukEUk(ack)wk

(b) Define the functions Vi(xx) = In Ji(zr). Assume also that g is a function
of z and wuy only (and not of wg). Show that the above algorithm can be
rewritten as

Vn(zn) = gn(zN),

Vi(zr) = min {gk(:cmuk) + lnEC {exp(VkH (fk(mk7uk7wk)))}} .

up €U (x,)

Note: The exponential is an example of a risk-sensitive cost function that
can be used to encode a preference for policies with a small variance of the
cost gy (zN) +ZkN;)1 gk (K, uk, wy). The associated problems have a lot of
interesting properties, which are discussed in several sources, e.g., [DeR79],
[Whi90], [FeM94], [JBE94], [BaB95], [Bas00], [Pat01], [Berl6b].

1.25 (Terminating Process)

In the framework of the basic problem, consider the case where the system evo-
lution terminates at time ¢ when a given value w; of the disturbance at time ¢
occurs, or when a termination decision u; is made by the controller. If termina-
tion occurs at time i, the resulting cost is

T+ ng(xmuk,wk),
k=0

where T is a termination cost. If the process has not terminated up to the final
time N, the resulting cost is gn(zn) + E;f;ol gk (xk, uk, wr). Reformulate the
problem into the framework of the basic problem. Hint: Augment the state space
with a special termination state.
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1.26

Alexei plays a game that starts with a deck with b “black” cards and r “red”
cards. At each time period he draws a random card and decides between the
following two options:

ithout looking a e card, “predic at it is black, in which case he

1) Without looki t th d, “predict” that it is black, i hich h
wins the game if the prediction is correct and loses if the prediction is
incorrect.

(2) “Discard” the card, after looking at its color, and continue the game with
one card less.

If the deck has only black cards he wins the game, while if the deck has only
red cards he loses the game. Alexei wants to find a policy that maximizes his
probability of a win.

(a) Formulate Alexei’s problem into the format of the finite-horizon basic prob-
lem with perfect state information. Identify states, controls, and distur-
bances, and write the DP algorithm.

(b) Use induction to show that the optimal probability of a win starting with

b black cards and r red cards is .
r
(c) Characterize the optimal policies.
(d) Suppose that Alexei is given the additional option to randomize his decision
at each time period. In particular, he may choose a probability p € [0, 1],
flip a coin that has probability of head equal to p, and decide upon option

1 or 2 above depending on the outcome of the flip. What would then be
the optimal policies?

1.27 (Semilinear Systems) Gww

Consider a problem involving the system
Tir = Ay + fi(uk) + wi,

where z € R", fir are given functions, and Ay and wy are random n X n matri-
ces and n-vectors, respectively, with given probability distributions that do not
depend on xk, uy or prior values of Ay and wy. Assume that the cost function is
linear in the states and has the form

N—1

E nen + Y (C;gl’k + gk (/Jk(l’k))) :
Ag ok k=0
k=0,1,...,N—1 =
where ¢, are given vectors and g are given functions. Show that if the optimal
cost for this problem is finite and the control constraint sets U (z1) are indepen-
dent of xy, then the cost-to-go functions of the DP algorithm are affine (linear
plus constant). Assuming that there is at least one optimal policy, show that
there exists an optimal policy that is open-loop, i.e., uj(xx) = constant for all
Tk € .
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1.28 (Monotonicity Property of DP) Gww)

An evident, yet very important property of the DP algorithm is that if the termi-
nal cost gn is changed to a uniformly larger cost gy [i-e., gn(zn) < Gy (zn) for all
xn], then the last stage cost-to-go Jn—1(zn—1) will be uniformly increased. More
generally, given two functions Jy+1 and Jxi1 with Jei1(ze41) < Je1 (k1) for
all xg+1, we have, for all xy and ug € Uy (zk),

E {gk(l’mumwk) + Jrt1 (fk($k7uk7wk))}
wg,

<E {gk(wkmk,wk) + jk+1(fk(xk,uk,wk))}.
W

Suppose now that in the basic problem the system and cost are time invariant;
ie, Sy, =85, Ch=C, Dy =D, fr=f, U, =U, P, = P, and gy = g for some
S, C, D, f, U, P, and g. Use induction to show that if in the DP algorithm we
have Jy_1(z) < Jy(z) for all z € S, then

Ji(x) < Jpg1(z), for all x € S and k.
Similarly, if we have Jy_1(z) > Jn(z) for all z € S, then

Ji(x) > Tt (), for all x € S and k.

1.29 (DP Algorithm for Minimization over a Subset of Policies)

This exercise is primarily of theoretical interest (see the discussion at the end of
Section 1.5), but also relates to situations where we can guess that an optimal
policy may be found within a special class of policies. Consider a variation of the
basic problem whereby we want to find

min Jy (20),
mwell

where II is some given subset of the set of sequences {po, pt1, ..., un—1} of func-
tions pk : Sk — Ck with pr(zk) € Ug(zy) for all z, € Sk. Assume that for every
7 = {po, ..., un—1} € II, the sequence of cost-to-go functions J, x, k=0,..., N,
generated by

Jan(zN) = gn(TN),

Jrr(zp) = E {gk ($k7ﬂk(fck)7wk) + jrr,k+1(fk(13k7Mk(xk)7wk))}7

Wi

is well-defined in the sense that the functions jmk are real-valued, and that the
expected value in the preceding equation is well-defined and finite. Suppose also
that

7= {fo, fir, ..., fin-1}
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is a policy that belongs to II and attains the minimum in the DP algorithm, in
the sense that for all x, and k =0,...,N — 1, we have

E {gk (ivk7 e (Tk), wk) + J& k+1 (fk(ivm fk(zk), wk))}
wi

= min E{gk(ﬂfk,uk,wk)+Jﬁ,k+1(fk(xkvukvwk))}'
ukEUk(ack)wk

Show that 7 is optimal within IT in the sense that Jx (o) < Jxo(xo) for all 7 € II
and states zo. Hint: Use backwards induction to show that Jak(zr) < Jrk(xk)
for all m € 11, k, and states .

1.30 (Post-Decision States)

Consider the basic problem and assume that the system equation has a special
structure whereby from state xj after applying ur we move to an intermediate
“post-decision state” yr = pr(Tk,ur) at cost gr(xk,ur). Then from yi we move
at no cost to the new state xr41 according to

Tk4+1 = hk(ykv wk)v

where the distribution of the disturbance wy depends only on y, and not on
prior disturbances, states, and controls. The purpose of this exercise is to show
that it is possible to exploit the structure of the problem to execute the DP
algorithm more efficiently. Denote by Jx(zx) the optimal cost-to-go starting at
time k from state xi, and by Vi (yx) the optimal cost-to-go starting at time k
from post-decision state y.

(a) Show that a DP algorithm that generates only Jj is given by

Jk(xk:) = min [g(l’k,uk) +Ewk{Jk:+1 (hk(pk(xkyuk)7wk)) }}
up €U (zg)

(b) Show that a DP algorithm that generates both Ji and Vi is given by

Jp(rx) = min [g(l’muk)+Vk(pk($k7uk))}
ukEUk(:vk)

Vi(yx) = Euw,, {Jk+1 (hk(yk7 W), wk) }
(c) Show that a DP algorithm that generates only Vj for all k is given by

(g1 (P (Y, i), wn g 1)

Vi(yr) = Euw, {

min
U1 E€UE41 (hg (g wi))

+ Vier 1 (Prg1 (b (Yr, wie), Uk+1))] }
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