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Abstract

In this paper we consider deterministic and stochastic shortest path problems with an infinite, possibly uncountable, number of states. The objective is to reach or approach a special destination state through a minimum cost path. We use an optimal control problem formulation, under assumptions that parallel those for finite-node shortest path problems, i.e., there exists a path to the destination starting from every node, and all cycles have positive or at least nonnegative length. Our analysis makes use of the recently developed theory of abstract semicontractive dynamic programming models. We investigate questions of existence and uniqueness of solution of the optimality equation, existence of optimal paths, and the validity of various algorithms patterned after the classical methods of value and policy iteration. Our analysis applies to classical shortest path problems and their countable node extensions, as well as optimal control problems where the objective is to control the state of a continuous-space system towards a target state.
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1. INTRODUCTION

The classical deterministic shortest path problem is to reach a special destination node with a minimum length path from every one of the finite number of nodes in a given directed graph. This is a fundamental problem that has an enormous range of applications and has been studied extensively (see e.g., the surveys [Dre69], [GaP88], and many textbooks, including [Roc84], [AMO89], [Ber98], [Ber05]). At any node \( x \), we may deterministically select a successor node \( y \) from a given set of possible successors, defined by the arcs \((x, y)\) of the graph that are outgoing from \( x \). While the problem is traditionally viewed as a combinatorial or network flow problem, it is also possible to consider it an optimal control problem. This viewpoint is particularly useful in stochastic extensions of the problem, where a formulation as a finite-state Markovian decision or optimal control problem is often most appropriate, with the role of states played by the nodes of the graph.

In this paper we consider shortest path problems with a possibly infinite number of states, using an optimal control point of view. We consider both a deterministic shortest path problem (DSP for short), and its stochastic shortest path counterpart (SSP for short). For SSP we assume that given any state and any control that can be applied at that state, the number of possible successor states is countable, so measurability issues do not arise within our framework. Based on the approach of this paper, it will be seen that DSP and SSP have similar structure, and for this reason, with appropriate adjustments in the definitions and assumptions, it will turn out that the extension of our results from DSP to SSP is straightforward. We will thus first formulate and analyze DSP, which is the simpler of the two problems.

Our starting point for DSP is a graph with a possibly (uncountable) infinite set of nodes \( X \cup \{t\} \) and a set of directed arcs \( A \subset \{(x, u) \mid x, u \in X \cup \{t\}\} \). For each arc \((x, u)\) we are given a real-valued length \( g(x, u) \). Node \( t \) is a destination, which is absorbing and cost-free, in the sense that the only outgoing arc from \( t \) is \((t, t)\) and \( g(t, t) = 0 \). A path starting at node \( x_1 \in X \) is an arc sequence of the form

\[
p = \{(x_1, x_2), (x_2, x_3), \ldots \}.
\]

The length of \( p \) is defined as

\[
L_p = \sum_{k=1}^{\infty} g(x_k, x_{k+1})
\]

if the series above is convergent (possibly to \( +\infty \) or \(-\infty\)), and as

\[
L_p = \limsup_{m \to \infty} \sum_{k=1}^{m} g(x_k, x_{k+1})
\]

if this series is not convergent. A terminating path starting at node \( x_1 \in X \) is a path of the form

\[
p = \{(x_1, x_2), (x_2, x_3), \ldots, (x_m, t), (t, t), \ldots \},
\]

which reaches the destination \( t \) after some finite number \( m \geq 1 \) of arcs. The length of such a path is

\[
L_p = g(x_1, x_2) + g(x_2, x_3) + \ldots + g(x_m, t).
\]

In DSP we want to find a path of minimum length, for each starting node. Note, however, that an optimal path need not be terminating: reaching the destination is not a requirement, but only a “retirement option,” to be exercised only if desirable from the point of view of minimizing path length.
The preceding problem formulation is patterned after the classical shortest path problem, which is usually considered for the case of a graph with a finite number of nodes. It is also possible to consider DSP as a special case of an infinite horizon discrete-time deterministic optimal control problem, with nodes corresponding to states and arcs corresponding to controls. Here we have a discrete-time system, which is usually given by an equation of the form

$$x_{k+1} = f(x_k, u_k), \quad k = 0, 1, \ldots,$$

where $x_k \in \mathbb{R}^n$ is the state, $u_k \in \mathbb{R}^m$ is the control, and $f : \mathbb{R}^{n+m} \rightarrow \mathbb{R}^n$ is the (possibly nonlinear) system function (which defines the “graph” of the earlier shortest path formulation). State $x = 0$ is the destination, so $f(0, u_k) = 0$ for all $u_k$. The control $u_k$ may be subject to some state-dependent constraint, $u_k \in U(x_k)$, and its choice defines the next “node” $x_{k+1}$ in terms of the earlier graph formalism. We want to minimize the cost

$$\sum_{k=0}^{\infty} g(x_k, u_k)$$

where $g : \mathbb{R}^n \rightarrow [0, \infty)$ is a function such that $g(0, 0) = 0$. To provide an incentive to reach the destination, $g(x, u)$ is often assumed positive for $(x, u) \neq (0, 0)$. In some problems, which are popular in the methodology of adaptive dynamic programming, the main objective is to construct a policy that stabilizes the system. Results within this context have focused among others on the convergence of value and policy iteration, and associated questions of stability and adaptive control under some specialized assumptions (see e.g., [ALA08], [JiW01], [LeL12], [LiW13]). However, to the author’s knowledge the DSP problem has not been investigated earlier at the level of generality of this paper, and most of the results given here have not been presented elsewhere.

We may also view DSP as a special case of SSP, which is a total cost infinite horizon Markovian decision problem with a substantial analytical and algorithmic methodology (see [Pal67], [Der70], [Pli78], [Whi82], [BeT89], [BeT91], [Put94], [HCP99], [HiW05], [JaC06], [BeT12], [BeY13], [YuB13a]). The difference of DSP from SSP is that at a given node $x$, in DSP the next node $u$ is deterministically chosen among the set of possible next nodes $\{u \mid (x, u) \in A\}$, but in SSP it is determined stochastically, according to a distribution over the set $\{u \mid (x, u) \in A\}$. However, the strongest forms of the SSP methodology apply only to the finite-state version of the problem [for a treatment of the infinite state case, including the associated measurability questions, which parallels the analysis of [BeT91] and has some common elements with the analysis of the present paper (mainly Prop. 2.1 and Section 5), see [JaC06] which assumes among others that $g(x, y)$ is bounded, and does not consider the cases covered by our Props. 2.2-2.4]. It turns out that thanks to the nature of analysis, the extension of our results for DSP to the SSP case is straightforward, as will be discussed in Section 5.

The analytical methodology of this paper is based on an embedding of DSP within a framework of dynamic programming (DP for short), which is abstract in the sense that it places heavy reliance on abstract properties of the associated DP mapping, such as monotonicity and contraction, and focuses the analysis on these properties. The benefit of abstraction is a unified treatment that applies to a broad class of problems. More specifically DSP (and SSP later) will be analyzed as special cases of the semicontractive abstract DP model, which has been formulated and analyzed recently in [Ber13], under a variety of assumptions. To this end we view as states the set of nondestination nodes $X$, and we view the set of successor nodes

$$U(x) = \{u \in X \cup \{t\} \mid (x, u) \in A\}, \quad x \in X,$$

as the controls that are admissible at state $x$. We consider policies $\mu$, which are functions that assign at each state $x$ a control $\mu(x) \in U(x)$, and we denote the set of all policies by $\mathcal{M}$. A policy may be identified with
a subgraph of the original graph, which has a unique outgoing arc for every node. For each nondestination node \( x \in X \), this subgraph defines a unique path that starts at \( x \), which is denoted by \( p_\mu(x) \). The length (or cost) of this path is denoted by \( J_\mu(x) \): \[ J_\mu(x) = L_{p_\mu(x)}, \quad x \in X. \]

The optimal path length starting from \( x \) is denoted by \( J^*(x) \): \[ J^*(x) = \inf_{\mu \in \mathcal{M}} J_\mu(x), \quad x \in X. \]

We will generally refer to \( J_\mu \) and \( J^* \) as the \textit{cost function} of \( \mu \) and the \textit{optimal cost function}, respectively.

Let us denote by \( E(X) \) the set of functions \( J : X \to [-\infty, \infty] \), and let \( \langle J \rangle \) be the identically 0 function in \( E(X) \), i.e., \( \langle J \rangle(x) = 0 \). In our analysis, functions in \( E(X) \) will represent cost or length of some type of path that starts at \( x \), for example \( J_\mu(x) \). For each policy \( \mu \), we introduce the mapping \( T_\mu : E(X) \to E(X) \), defined by

\[
(T_\mu J)(x) = \begin{cases} 
  g(x, \mu(x)) + J(\mu(x)) & \text{if } \mu(x) \neq t, \\
  g(x, t) & \text{if } \mu(x) = t,
\end{cases} \quad x \in X.
\]

We denote by \( T_\mu^m \) the \( m \)-fold composition of the mapping \( T_\mu \) with itself. It can be seen from the definitions that \( T_\mu^m(\langle J \rangle)(x) \) is the sum of the lengths of the first \( m \) arcs in the path \( p_\mu(x) \). Thus \( J_\mu \) can equivalently be defined as

\[ J_\mu(x) = \limsup_{m \to \infty} T_\mu^m(\langle J \rangle)(x), \quad x \in X. \]

By taking upper limit of both sides of the relation

\[
T_\mu^m(\langle J \rangle)(x) = \begin{cases} 
  g(x, \mu(x)) + (T_\mu^{m-1}(\langle J \rangle))(\mu(x)) & \text{if } \mu(x) \neq t, \\
  g(x, t) & \text{if } \mu(x) = t,
\end{cases} \quad x \in X,
\]

as \( m \to \infty \), we see that \( J_\mu \) is a fixed point of the mapping \( T_\mu \):

\[ J_\mu = T_\mu J_\mu, \quad \forall \, \mu \in \mathcal{M}. \]

A policy \( \mu \) is called \textit{proper} if the corresponding paths \( p_\mu(x) \) are terminating for all \( x \). Similar terminology is standard in SSP (cf. [Pal67], [BeT91]). If \( \mu \) is not proper, it is called \textit{improper}. It can be seen that for a proper policy \( \mu \), the function \( J_\mu \) is real-valued and is also the unique fixed point of the mapping \( T_\mu \).\footnote{To show that \( J_\mu \) is the unique fixed point of \( T_\mu \) when \( \mu \) is proper, let \( \tilde{J}_\mu \) be any fixed point of \( T_\mu \). Then \( \tilde{J}_\mu = T_\mu^m \tilde{J}_\mu \) for all \( m \geq 1 \), so for every \( x \in X \) and its corresponding terminating path \( p_\mu(x) \), we have \( \tilde{J}_\mu(x) = L_{p_\mu(x)} = J_\mu(x) \).}

For an improper policy \( \mu \), the function \( J_\mu \) may or may not be real-valued, and may or may not be the unique fixed point of \( T_\mu \).

Let us now define the mapping \( T : E(X) \to E(X) \), by

\[
(TJ)(x) = \inf_{\mu \in \mathcal{M}} (T_\mu J)(x), \quad x \in X.
\]
In the theory of shortest path problems and DP, $J^*$ is a fixed point of $T$, and the equation $J^* = TJ^*$ is commonly referred to as Bellman’s equation or optimality equation. Consistently with this theory, the major issues that we will discuss, under a variety of assumptions, revolve around the properties and the computation of fixed points of $T$. More specifically, we will address the following questions:

(a) Is $J^*$ a fixed point of $T$, and if so is it the unique fixed point within some given subset of $E(X)$?

(b) If a policy $\mu^*$ satisfies $T_{\mu^*}J^* = TJ^*$, is $\mu^*$ optimal, and reversely?

(c) Under what conditions on the starting function $J$ do we have $T^kJ \to J^*$ for the value iteration method (or Bellman-Ford iteration in shortest path terminology)?

(d) What are valid versions of the policy iteration method of infinite horizon DP within our context?

In the next section we will introduce the assumptions under which we will investigate the preceding questions, we will give a summary of our results, and we will illustrate their validity and limitations through examples and counterexamples. In Section 3 we will make the connection with the semicontractive model methodology and prove our results. In Section 4 we will discuss algorithms patterned after the value and policy iteration methods. Finally in Section 5 we will consider SSP, and we will extend the results of the preceding sections from deterministic to stochastic problems.

Our assumptions involve various combinations of properties of the problem, principal among which are:

1. Whether improper policies cannot be optimal because they yield infinite cost starting from some initial states.

2. Whether $g(x, u) \geq 0$ for all $(x, u) \in \mathcal{A}$.

3. Whether there exists an optimal proper policy.

4. Whether $J^*$ is bounded above (in all of our assumptions $J^*$ is bounded below).

We consider a variety of combinations of the preceding conditions, because it turns out that the structure of our problem is quite delicate, and seemingly small variations in the assumptions may have major effect on the analysis and associated results. This can be illustrated with very simple examples, such as a two-node shortest path problem where the analysis is radically affected by the presence or absence of zero-length cycles and by the optimality of paths involving such cycles (see our subsequent Example 2.1 and Fig. 2.1).

While we have introduced our problem with terminology mostly used in the finite-node DSP literature, we will be making connections with the DP literature, where the terms “costs,” “states,” and “controls” are used in place of “lengths,” “nodes,” and “successor nodes,” respectively, so we will resort to some of these terms to enhance clarity of presentation. This will also be convenient when we discuss SSP, which has traditionally been viewed as a special case of a Markovian decision problem. Regarding notation, we will operate within the set of extended-real numbers $[-\infty, \infty]$, with the usual rules for arithmetic, including the rule $\infty - \infty = \infty$. The infimum over the empty set is by definition $\infty$. All limits of sequences, infima, equalities, and inequalities involving functions in $E(X)$ are to be interpreted in a pointwise sense.
2. ASSUMPTIONS AND A SUMMARY OF RESULTS

One of our aims is to show that DSP has a delicate structure whereby seemingly minor variations in the assumptions may result in significant changes in the corresponding results. To this end, we will introduce five alternative sets of assumptions regarding our DSP problem, and in Section 2.1 we will summarize our results and highlight their differences. In Section 2.2 we will illustrate these results with examples.

We denote by $\mathbb{R}(X)$ the set of real-valued functions $J : X \mapsto (-\infty, \infty)$, by $\mathbb{R}^+(X)$ the set of nonnegative functions in $\mathbb{R}(X)$, $\mathbb{R}^+(X) = \{J \in \mathbb{R}(X) | J \geq 0\}$, and by $B(X)$ the subspace of all functions $J \in \mathbb{R}(X)$ that are bounded, $B(X) = \{J \in \mathbb{R}(X) | -\infty < \inf_{x \in X} J(x) \leq \sup_{x \in X} J(x) < \infty\}$.

We also denote by $B_b(X)$ the subset of all $J \in \mathbb{R}(X)$ that are bounded below, $B_b(X) = \{J \in \mathbb{R}(X) | -\infty < \inf_{x \in X} J(x)\}$.

If $X$ is finite and has $n$ elements, $\mathbb{R}(X)$, $B(X)$, and $B_b(X)$ can all be identified with the Euclidean space $\mathbb{R}^n$. As a result, when $X$ is finite, some of the distinctions between results that relate to DSP and SSP and the spaces $\mathbb{R}(X)$, $B(X)$, and $B_b(X)$ disappear. We denote by $\hat{J}$ the function given by

$$\hat{J}(x) = \inf_{\mu: \text{proper}} J_\mu(x), \quad x \in X.$$ 

Note that if no proper policy exists, the infimum above is taken over the empty set and $\hat{J}(x) = \infty$.

**Assumption 2.1: (Improper Policies Have Infinite Cost)**

(a) There exists at least one proper policy and we have $\hat{J} \in \mathbb{B}(X)$.

(b) For each improper policy $\mu$, there is at least one $x \in X$ such that $J_\mu(x) = \infty$.

(c) The set $X$ is a metric space, and for each $x \in X$, function $J \in B_b(X)$, and scalar $\lambda$, the set

$$\{\mu(x) | (T_\mu)J(x) \leq \lambda, \mu \in \mathcal{M}\}$$

is compact.

Part (a) of the preceding assumption is consistent with a standard condition in finite-node shortest path methodology, whereby the destination is assumed to be reachable with a path from every other node. In the control literature, the existence of a proper policy is alternately called a *controllability assumption*. Part (b) implies that improper policies cannot be optimal. It is satisfied if the arc lengths are strictly positive and bounded away from 0, and is patterned after the standard assumption whereby all cycles have positive
length (a similar assumption is also common in SSP; see [BeT91]). The compactness condition of part (c) is satisfied in particular if \( U(x) \) is a finite set for all \( x \).

The condition \( \hat{J} \in B(X) \) in Assumption 2.1(a) can be restrictive in problems with an infinite state space. A variant of the preceding assumption, which assumes nonnegativity of \( g(x,u) \) in place of \( \hat{J} \in B(X) \)

is the following.

**Assumption 2.2: (Improper Policies Have Infinite Cost - Nonnegative Arc Lengths)**

(a) There exists at least one proper policy and we have \( g(x,u) \geq 0 \) for all \( (x,u) \in A \).

(b) For each improper policy \( \mu \), there is at least one \( x \in X \) such that \( J_\mu(x) = \infty \).

(c) The set \( X \) is a metric space, and for each \( x \in X \), function \( J \in \mathbb{R}^+(X) \), and scalar \( \lambda \), the set

\[
\{ \mu(x) | (T_\mu J)(x) \leq \lambda, \mu \in M \}
\]

is compact.

Part (b) of Assumptions 2.1 and 2.2 fails in problems where a zero length cycle may be present. It also fails in other situations, where it is optimal to approach the destination asymptotically rather than reach it in a finite number of transitions. As an example, consider the linear-quadratic optimal control problem, with no control constraints, involving the linear system

\[
x_{k+1} = Ax_k + Bu_k, \quad k = 0, 1, \ldots
\]

and the quadratic cost function

\[
\sum_{k=0}^{\infty} (x_k'Qx_k + u_k'Ru_k).
\]

Here \( x_k \) and \( u_k \) are the state and the control at time \( k \), taking values in finite-dimensional Euclidean spaces, and \( 0 \) plays the role of the destination \( t \). The matrices \( A \) and \( B \) have appropriate dimensions, and \( Q \) and \( R \) are symmetric, positive semidefinite and positive definite, respectively. For this problem, under a standard controllability assumption (which guarantees the existence of a proper policy and the finiteness of the optimal cost function), there is a unique optimal policy that is improper because it turns out that it is optimal to asymptotically approach the origin, but not to reach it in a finite number of time steps (see e.g., [Ber05], Ch. 4). In this problem \( J^* \) and \( \hat{J} \) are actually equal to each other and equal to a positive definite quadratic function, which shows that the infimum of \( J_\mu \) over proper policies \( \mu \) is not attained and that Assumption 2.1(a) is violated.

The next assumption is intended to deal with situations such as the linear-quadratic problem above, where Assumption 2.1(a),(b) or Assumption 2.2(b) cannot be verified, as well as with problems where the compactness condition of Assumption 2.2(c) does not hold.

**Assumption 2.3: (Nonnegative Arc Lengths)** There holds \( g(x,u) \geq 0 \) for all \( (x,u) \in A \).
The preceding assumption does not require that improper policies have infinite cost starting from some state. There may exist an optimal improper policy, which may be the unique optimal policy (as in the linear-quadratic example above), or may coexist with an optimal proper policy. Some of the results under this assumption are obtained by specializing generic results for infinite horizon DP problems with nonnegative costs per stage, i.e., negative (reward) DP (see e.g., [Str66], [Put94], [Ber12]). We will show that these results are strengthened significantly when in addition to the nonnegativity condition on the arc lengths, an optimal proper policy exists, which is guaranteed in particular under some form of controllability assumption.

The next assumption bears similarity with the preceding ones. In contrast with Assumptions 2.1 and 2.2, it assumes the existence of an optimal proper policy, and in contrast with Assumptions 2.2 and 2.3, there is no requirement that the arc lengths are nonnegative.

Assumption 2.4: (An Optimal Proper Policy Exists and the Optimal Cost Function is Bounded Below)

(a) There exists an optimal proper policy and we have $J^* \in B(X)$.

(b) The set $X$ is a metric space, and for each $x \in X$ and function $J \in B_b(X)$, the set

$$\{\mu(x) \mid (T_{\mu}J)(x) \leq \lambda, \mu \in \mathcal{M}\}$$

is compact.

The following assumption is similar but weaker than the preceding one. It allows for an improper policy to be optimal while all proper policies are strictly suboptimal. This occurs for example in the aforementioned linear-quadratic problem; see also the subsequent two-node shortest path Example 2.1 in Section 2.2.

Assumption 2.5: (A Proper Policy Exists and the Optimal Cost Function is Bounded Below)

(a) There exists at least one proper policy, and we have $\hat{J} \in B(X)$ and $J^* \in B(X)$.

(b) The set $X$ is a metric space, and for each $x \in X$ and function $J \in B_b(X)$, the set

$$\{\mu(x) \mid (T_{\mu}J)(x) \leq \lambda, \mu \in \mathcal{M}\}$$

is compact.

Problems where $J^*$ is unbounded below are not covered by the preceding assumptions, and may be an interesting subject for investigation. This issue has also been raised in the paper [JaC06]. Problems where $J^*(x) = -\infty$ for some $x \in X$ are also not covered. Such problems typically involve improper policies generating negative costs that accumulate to $-\infty$, possibly (but not necessarily) by reaching a cycle of
negative length. However, there are problems where \( J^*(x) = -\infty \) for some \( x \) even if all policies are proper; consider for example the case \( X = \{s, 1, 2, \ldots\} \), where \( s \) is an “origin” state, and for each \( x = 1, 2, \ldots, \) there is a single arc \((s, x)\) with \( g(s, x) = 0 \), and a single arc \((x, t)\) with \( g(x, t) = -x \). A well-known somewhat pathological finite-state stochastic shortest path problem where all policies are proper (as defined later in Section 5), and \( J^*(x) = -\infty \) for all \( x \) is the blackmailer problem (see e.g., [Ber12], Section 3.2).

2.1. Analytical Results

We will now state our results relating to the properties of the optimal cost function \( J^* \) and the existence of optimal proper policies.

**Proposition 2.1:** Let Assumption 2.1 hold. Then:

(a) The function \( J^* \) is the unique fixed point of \( T \) within \( B_b(X) \).

(b) A policy \( \mu \) is optimal if and only if \( T_\mu J^* = TJ^* \). Moreover, there exists an optimal proper policy.

(c) We have \( T^k J \rightarrow J^* \) for all \( J \in B_b(X) \).

(d) For any \( J \in B_b(X) \), if \( J \leq TJ \) we have \( J \leq J^* \), and if \( J \geq TJ \) we have \( J \geq J^* \).

**Proposition 2.2:** Let Assumption 2.2 hold. Then:

(a) The function \( J^* \) is the unique fixed point of \( T \) within \( R^+(X) \).

(b) A policy \( \mu \) is optimal if and only if \( T_\mu J^* = TJ^* \). Moreover, there exists an optimal proper policy.

(c) We have \( T^k J \rightarrow J^* \) for all \( J \in R^+(X) \).

(d) For any \( J \in R^+(X) \), if \( J \leq TJ \) we have \( J \leq J^* \), and if \( J \geq TJ \) we have \( J \geq J^* \).

**Proposition 2.3:** Let Assumption 2.3 hold. Then:

(a) The function \( J^* \) is the unique fixed point of \( T \) within the set \( \{J \in E(X) \mid J^* \geq J \geq 0\} \).

(b) A policy \( \mu \) is optimal if and only if \( T_\mu J^* = TJ^* \).

(c) If there exists an optimal proper policy, then \( J^* \) is the unique fixed point of \( T \) within \( R^+(X) \).
If there exists an optimal proper policy, $X$ is a metric space, and for each $x \in X$, scalar $\lambda$, and integer $k$ greater than some index $\bar{k}$, the set

$$\{\mu(x) \mid (T_\mu(T^kJ))(x) \leq \lambda, \mu \in \mathcal{M}\}$$

is compact, then we have $T^kJ \to J^*$ for every $J \in R^+(X)$.

Note the main difference between Props. 2.2 and 2.3(d). The latter requires existence of an optimal proper policy, while the former requires that there exists a proper policy, and that for each improper policy $\mu$, there is at least one $x \in X$ such that $J_\mu(x) = \infty$ (which are often easier conditions to verify).

**Proposition 2.4:** Let Assumption 2.4 hold. Then:

(a) The function $J^*$ is the unique fixed point of $T$ within the set $\{J \in R(X) \mid J \geq J^*\}$.

(b) A proper policy $\mu$ that satisfies $T_\mu J^* = TJ^*$ is optimal. Conversely if $\mu$ is a proper optimal policy, it satisfies $T_\mu J^* = TJ^*$.

(c) We have $T^kJ \to J^*$ for every $J \in R(X)$ with $J \geq J^*$.

Note several differences between Prop. 2.3 and Prop. 2.4: $T$ cannot have fixed points in the range $\{J \mid J^* \geq J \geq 0\}$ other than $J^*$ according to the former, but it can according to the latter (if $J^* \geq 0$). Another subtle difference between Prop. 2.3(b) and Prop. 2.4(b) is that the optimality condition $T_\mu J^* = TJ^*$ cannot be satisfied by a nonoptimal improper policy $\mu$ according to the former, but it can according to the latter, thus leading to a breakdown in the policy iteration algorithm. There is also a further difference in the range of starting functions for which $T^kJ \to J^*$ [cf. Prop. 2.3(d) and Prop. 2.4(c)].

The proofs of the preceding proposition and the proposition that follows are based on the perturbation approach of Section 3.2.2 of [Ber13]. In this approach, we introduce a scalar $\delta \geq 0$ and a $\delta$-perturbed version of DSP, whereby each arc length $g(x, u)$ with $x \in X$ is replaced by $g(x, u) + \delta$. As a result, for an improper policy and a state starting from which the policy accumulates finite cost without ever terminating, the finite cost is turned to $\infty$ when a positive perturbation $\delta$ is added. The shortest path problem obtained when $g(x, u)$ is replaced by $g(x, u) + \delta$, for all $x \in X$ and $(x, u) \in A$, is referred to as the $\delta$-DSP.

For any $\mu \in \mathcal{M}$ and $\delta > 0$, let us introduce the mappings $T_{\mu,\delta}$ and $T_\delta$ corresponding to the $\delta$-DSP:

$$\begin{align*}
(T_{\mu,\delta}J)(x) &= \begin{cases} 
    g(x, \mu(x)) + \delta + J(\mu(x)) & \text{if } \mu(x) \neq t, \\
    g(x, t) + \delta & \text{if } \mu(x) = t,
\end{cases} \\
(T_\delta J)(x) &= \inf_{\mu \in \mathcal{M}} (T_{\mu,\delta}J)(x), \quad x \in X.
\end{align*}$$

Let us also denote by $J^*_\delta$ the optimal cost function of the $\delta$-DSP. A key fact under Assumptions 2.4 and 2.5, is that $J^*_\delta$ is a fixed point of $T_\delta$. Moreover, there exists a proper policy that is optimal for the $\delta$-DSP. We postpone further discussion of these points to Section 3, where proofs of the propositions will be given.
Proposition 2.5: Let Assumption 2.5 hold. Then
\[ \lim_{\delta \downarrow 0} J^*_\delta = \hat{J}, \]
where \( J^*_\delta \) is the optimal cost function of the \( \delta \)-DSP.

The preceding proposition does not assert that \( J^* = \hat{J} \). Furthermore, it does not guarantee existence of a proper policy \( \mu^* \) that is optimal within the class of proper policies, i.e., a proper \( \mu^* \) with \( J_{\mu^*} = \hat{J} \), despite the fact that there exists an optimal proper policy for the \( \delta \)-DSP problem for all \( \delta > 0 \) (this will be shown as part of the proof of Prop. 2.5). Among others, the proposition provides the basis for value and policy iteration-like algorithms for finding \( \hat{J} \), which use a sequence \( \delta_k \downarrow 0 \) and the corresponding sequence of \( \delta_k \)-DSP problems (see the discussion of Section 4).

An important difference between Props. 2.4 and 2.5 is that the latter does not assert existence of an optimal policy. For an example, let \( X = \{1, 2, \ldots\} \) and for each \( x \in X \), let the outgoing arcs be \((x, t)\) and \((x, (x + 1))\) with lengths \( g(x, t) = \frac{1}{x} - 1, \quad g(x, x + 1) = 0. \)

Then Prop. 2.5 applies, and we have \( J^*(x) = \hat{J}(x) = \lim_{\delta \downarrow 0} J^*_\delta(x) \equiv -1 \), but there does not exist an optimal policy, despite the fact that there is an optimal policy for the \( \delta \)-DSP problem for all \( \delta > 0 \) (this can be verified using Prop. 2.1).

2.2. Applications, Examples, and Counterexamples

We will now discuss a few example problems that illustrate the nature of the preceding assumptions and the range of applicability of the corresponding propositions. The first example, which is notable for its simplicity, illustrates that all of the assumptions of Section 2.1 are relevant to common practical settings.

Example 2.1 (Finite-Node Shortest Path Problems)

Let us consider the classical finite-node shortest path problem where \( X \) is a finite set. To illustrate the nature of our analysis, it is sufficient to consider the single node case, i.e., \( X = \{1\} \). Thus in this example there are only two arc lengths, which we denote by \( a \) and \( b \) (see Fig. 2.1):
\[ g(1, 1) = a, \quad g(1, t) = b, \]
and two policies: the policy \( 1 \to t \) which is proper and is denoted by \( \mu \), and the policy \( 1 \to 1 \) which is improper and is denoted by \( \overline{\mu} \).

The corresponding mappings \( T_\mu, T_{\overline{\mu}}, \) and \( T \) are given by
\[ (T_\mu J)(1) = b, \quad (T_{\overline{\mu}} J)(1) = a + J(1), \quad (T J)(1) = \min\{b, a + J(1)\}. \]

We consider various cases, which correspond to the five Assumptions 2.1-2.5, and the five Props. 2.1-2.5. Note that because of the finiteness of \( X \), the compactness conditions that appear in these assumptions are satisfied:
(a) $a > 0$: Here Assumption 2.1 holds, and Prop. 2.1 applies (as well as Assumption 2.2 and Prop. 2.2, if $b \geq 0$). The optimal cost, $J^* = b$, is the unique fixed point of $T$, and the remaining results of Prop. 2.1 are seen to hold. This case corresponds to the general finite-node shortest path problem under the classical favorable assumptions, whereby all nodes are connected to the destination and all cycles have strictly positive length.

(b) $a = 0$ and $b = 0$: Here Assumption 2.3 holds, and since there exists an optimal proper policy, all parts of Props. 2.3 apply. The set of fixed points of $T$ is $\{ J \mid J \leq 0 \}$, so $J^* = 0$ is the unique fixed point within $\{ J \mid J \geq 0 \}$ [cf. Prop. 2.3(c)]. Moreover, both policies are optimal and satisfy the optimality condition of Prop. 2.3(b), while value iteration converges to $J^*$ in a single step, provided we start from $J \geq 0$.

(c) $a = 0$ and $b < 0$: Here Assumption 2.4 holds and Prop. 2.4 applies. The set of fixed points of $T$ is $\{ J \mid J \leq b \}$, so $J^* = b$ is the unique fixed point within $\{ J \mid J \geq J^* \}$. The proper policy is optimal, yet the optimality condition $T_J J^* = T^* J^*$ is satisfied by the suboptimal improper policy as well [cf. Prop. 2.4(b)].

(d) $a = 0$ and $b > 0$: Here Assumption 2.5 holds and Prop. 2.5 applies. Indeed, we have $J^* = 0 < b = \hat{J}$, while $J^*_b = b + \delta$, so that $\lim_{\delta \downarrow 0} J^*_b = \hat{J}$.

When $a < 0$, we have $J^*(1) = -\infty$ and the improper policy $p$ is optimal, but this case is not covered by Props. 2.1-2.5.

**Example 2.2 (Linear-Quadratic Problems)**

Consider the linear-quadratic optimal control problem, with no control constraints, involving the linear system

$$x_{k+1} = Ax_k + Bu_k, \quad k = 0, 1, \ldots,$$

and the quadratic cost function

$$\sum_{k=0}^{\infty} (x_k^T Q x_k + u_k^T R u_k).$$

Here, as in our earlier discussion, $x_k$ and $u_k$ are the state and the control at time $k$, taking values in $\mathbb{R}^n$ and $\mathbb{R}^m$, respectively, and $A$ and $B$ are $n \times n$ and $n \times m$ matrices, respectively. The destination is the origin $x = 0$. The matrices $Q$ and $R$ are symmetric, positive semidefinite and positive definite, respectively. We assume the standard controllability condition, under which the origin can be reached from every initial state in $n$ steps or less. This is equivalent to the matrix $[B \ AB \ \cdots \ A^{n-1} B]$ having full rank, and guarantees the existence of a proper policy. However, it is well-known that the unique optimal policy is improper, although it can be
verified that $\hat{J} = J^*$. Propositions 2.3(a),(b) and 2.5 apply to this problem, but Props. 2.1, 2.2, and 2.4 do not apply (there is a related analysis based on semicontractive DP models, which also applies; see Section 4.4.3 of [Ber13]).

Example 2.3 (Search Problems)

Consider a classical search problem where the objective is to move within a (possibly uncountably infinite) set of states $X$, searching for a state to stop while minimizing the total cost up to stopping. We introduce an additional stopping/destination state $t$, and we formulate a DSP problem with two controls at each $x \in X$: stop, in which case we move to the destination $t$ at cost $s(x)$, and continue, in which case we move to a state $f(x) \in X$ at cost $g(x)$, where $s$, $f$, and $g$ are given functions.

Here there exists a proper policy (e.g., the one that stops at every state). Depending on the nature of $s$, $f$, and $g$, some of the propositions of the preceding section may apply. For example in the case where $s(x) \geq 0$ and $g(x) \geq 0$ for all $x \in X$, Prop. 2.3 applies. In the case where $s(x) \leq 0$ for all $x \in X$, and $g(x) \equiv 0$, we have an instance of positive (reward) DP (see e.g., [Bla65], [BeS78], [Put94], [Ber12]). Then assuming that $s$ is bounded below, $\hat{J}$ and $J^*$ are also real-valued and bounded below. In this case, Prop. 2.5 applies, and if in addition we assume that there exists an optimal proper policy, Prop. 2.4 also applies. However, Props. 2.1 and 2.2 do not apply because the cost function of each improper policy is real-valued. Furthermore, an optimal policy need not exist, as shown by the example given at the end of Section 2.1:

Example 2.4 (A Counterexample)

We will show by example that Prop. 2.1 does not hold when $B_b(X)$ is replaced by $R(X)$, and in fact in this example $T$ has a unique fixed point within $B_b(X)$ but an infinite number of fixed points within $R(X)$ (necessarily, each of these fixed points is a function that is unbounded below).

Assume that $X = \{1,2,\ldots\}$, and that at each $x \in X$ there are two choices: stop, which leads to the destination $t$ at cost

$$g(x,t) = \frac{1}{x} - 1,$$

and continue, which leads to $x + 1$ at cost

$$g(x,x+1) = \frac{1}{x+1}.$$

Thus a policy that does not stop after a certain state $\bar{x}$ accumulates infinite cost starting at every $x > \bar{x}$.

It can be seen that a policy $\mu$ is proper if and only if it chooses to stop at an infinite number of states $x \in X$. Moreover, since the stopping cost lies in $[-1,0]$, we have $J_\mu \in B_b(X)$, while $\hat{J}(x) \in [-1,0]$ for all $x \in X$, so $\hat{J} \in B(X)$. Furthermore, as noted earlier, for every improper $\mu$, we have $J_\mu(x) = \infty$ for all $x$ greater than the largest state at which $\mu$ stops. Thus all the conditions of Assumption 2.1 hold, implying the results of Prop. 2.1.

On the other hand the mapping $T$, which is given by

$$(TJ)(x) = \min \left\{ \frac{1}{x} - 1, \frac{1}{x+1} + J(x+1) \right\},$$

has additional fixed points within $R(X)$. More specifically, the function $\hat{J} \in R(X)$ given by

$$\hat{J}(x) = -\sum_{\ell=1}^{x} \frac{1}{\ell}, \quad x \in X,$$
is a fixed point of $T$, as can be seen from the identity

$$- \sum_{\ell=1}^{s} \frac{1}{\ell} = \min \left\{ \frac{1}{x} - 1, \frac{1}{x+1} - \sum_{\ell=1}^{s+1} \frac{1}{\ell} \right\}, \quad x \in X.$$ 

In fact $T$ has an infinite number of fixed points, since by adding a negative constant to $\tilde{J}(x)$ we obtain another fixed point. Note that all of these fixed points are unbounded below.

### 3. Semicontractive Models and Shortest Path Problems

The proofs of the propositions of the preceding section are obtained by viewing the DSP problem within the framework of semicontractive problems introduced in [Ber13], and by applying the corresponding theory. We first provide a brief review of this theory, using a notation that corresponds to the one used already for DSP.

#### 3.1. Semicontractive Models

We have a set of states $X$, a set of controls $U$, and a control constraint set $U(x) \subset U$ for each $x \in X$. A policy is a mapping $\mu : X \mapsto U$ with $\mu(x) \in U(x)$ for all $x \in X$, and the set of all policies is denoted by $\mathcal{M}$. For each policy $\mu$, we are given a mapping $T_\mu : E(X) \mapsto E(X)$ that is monotone in the sense that for any two $J, J' \in E(X)$,

$$J \leq J' \implies T_\mu J \leq T_\mu J'.$$

The cost function of $\mu$ is defined as

$$J_\mu = \limsup_{m \to \infty} T_\mu^m \tilde{J},$$

where $\tilde{J}$ is some given function in $E(X)$. The objective is to find $J^* = \inf_{\mu \in \mathcal{M}} J_\mu$ and a policy attaining the infimum if one exists.

In contractive models, the mappings $T_\mu$ are assumed to be contractions, with respect to a common weighted sup-norm and with a common contraction modulus, in the subspace of functions in $E(X)$ that are bounded with respect to the weighted sup-norm. These models have a strong analytical and algorithmic theory, which dates to [Den67]; a recent extensive treatment is given in Ch. 2 of [Ber13]. Semicontractive models are a class of models where only some policies have a contraction-like property. This property is captured by the notion of $S$-regularity of a policy. More specifically, given a set of functions $S \subset E(X)$, we say that a policy $\mu$ is $S$-regular if:

(a) $J_\mu \in S$ and $J_\mu = T_\mu J_\mu$.

(b) $\lim_{k \to \infty} T_\mu^k J = J_\mu$ for all $J \in S$.

A policy that is not $S$-regular is called $S$-irregular. Roughly, $\mu$ is $S$-regular if $J_\mu$ is an asymptotically stable equilibrium point of $T_\mu$ within $S$.

There are several different choices of $S$, which may be useful depending on the context, such as for example $R(X)$, $R^+(X)$, $B(X)$, $B_h(X)$, $\{ J \in E(X) \mid J \geq \tilde{J} \}$, and others. There are also several sets of assumptions and corresponding results, which are given in [Ber13] and will be used to prove the propositions.
of this paper. Generally, the analysis of semicontractive models revolves around the fixed point properties of the mapping $T$, and optimality conditions for policies. These are also some of the main issues in infinite horizon DP problems, with cost per stage that is either undiscounted, or is discounted but is also unbounded. Other questions of interest relate to computational methods that are motivated by the classical methods of value iteration, policy iteration, and linear programming. Note that while semicontractive models were motivated by shortest path problems of various kinds, they do not include an explicit “termination state,” and their applicability ranges considerably beyond the shortest path context; for example they apply to stochastic linear quadratic optimal control problems (see [Ber13], Section 4.3.3).

We give below an assumption relating to semicontractive models, which is Assumption 3.2.1 of [Ber13].

**Assumption 3.1:** Consider the preceding semicontractive model with a set $S \subset R(X)$ such that the following hold:

(a) $S$ contains $\bar{J}$, and has the property that if $J_1, J_2$ are two functions in $S$, then $S$ contains all functions $J$ with $J_1 \leq J \leq J_2$.

(b) The function $\hat{J}$ given by

$$\hat{J}(x) = \inf_{\mu: S\text{-regular}} J_\mu(x), \quad x \in X,$$

belongs to $S$.

(c) For each $S$-irregular policy $\mu$ and each $J \in S$, there is at least one state $x \in X$ such that

$$\limsup_{k \to \infty} (T^k_\mu J)(x) = \infty.$$

(d) The control set $U$ is a metric space, and the set

$$\{\mu(x) \mid (T_\mu J)(x) \leq \lambda\}$$

is compact for every $J \in S$, $x \in X$, and $\lambda \in \mathbb{R}$.

(e) For each sequence $\{J_m\} \subset S$ with $J_m \uparrow J$ for some $J \in S$ we have

$$\lim_{m \to \infty} (T_\mu J_m)(x) = (T_\mu J)(x), \quad \forall \ x \in X, \ \mu \in \mathcal{M}.$$

(f) For each function $J \in S$, there exists a function $J' \in S$ such that $J' \leq J$ and $J' \leq TJ'$.

The following two propositions are given in [Ber13] as Prop. 3.2.1 and Lemma 3.2.4, respectively. The proof of Prop. 2.1 will be based on these two propositions. The second proposition is useful in cases where only some of the conditions of Assumption 3.1 are satisfied. This happens for example when $\bar{J}$, the infimum of $J_\mu$ over all $S$-regular policies $\mu$, is different than $J^*$.
**Proposition 3.1:** Let Assumption 3.1 hold. Then:

(a) The optimal cost function $J^*$ is the unique fixed point of $T$ within the set $S$.

(b) We have $T^k J \to J^*$ for all $J \in S$. Moreover, there exists an optimal $S$-regular policy.

(c) A policy $\mu$ is optimal if and only if $T_\mu J^* = TJ^*$.

(d) For any $J \in S$, if $J \leq TJ$ we have $J \leq J^*$, and if $J \geq TJ$ we have $J \geq J^*$.

**Proposition 3.2:** Let Assumption 3.1(b),(c),(d) hold. Then:

(a) The function $\hat{J}$ of Assumption 3.1(b) is the unique fixed point of $T$ within $S$.

(b) Every policy $\mu$ satisfying $T_\mu \hat{J} = T \hat{J}$ is optimal within the set of $S$-regular policies, i.e., $\mu$ is $S$-regular and $J_\mu = \hat{J}$. Moreover, there exists at least one such policy.

There are also some other results from [Ber13], which will be used to prove Props. 2.3-2.5. More specifically, the following proposition is adapted from Prop. 4.4.1 in [Ber13], and will be used in conjunction with Assumption 2.3 and Prop. 2.3.

**Proposition 3.3:** Consider the preceding semicontractive model with a set $S \subset E(X)$ such that the following hold:

1. We have $-\infty < \bar{J}(x) \leq (T \bar{J})(x)$, \quad $\forall x \in X$.

2. For each sequence $\{J_m\} \subset E(X)$ with $J_m \uparrow \bar{J}$ and $\bar{J} \leq J_m$ for all $m \geq 0$, we have

$$
\lim_{m \to \infty} (T_\mu J_m)(x) = (T_\mu J)(x), \quad \forall x \in X, \mu \in \mathcal{M}.
$$

3. There exists a scalar $\alpha \in (0, \infty)$ such that for all scalars $r \in (0, \infty)$ and functions $J \in E(X)$ with $\bar{J} \leq J$, we have

$$
(T_\mu (J + r e))(x) \leq (T_\mu J)(x) + \alpha r, \quad \forall x \in X, \mu \in \mathcal{M},
$$

where $e$ is the unit function [$e(x) \equiv 1$].
There exists an optimal $S$-regular policy, where $S$ is a set satisfying

$$S \subset \{ J \in E(X) \mid J \geq \bar{J} \}, \quad \bar{J} \in S. \quad (3.1)$$

Then:

(a) The optimal cost function $J^*$ is the unique fixed point of $T$ within $S$.

(b) We have $T^k J \to J^*$ for every $J \in S$ with $J \geq J^*$.

(c) If $\lim_{k \to \infty} T^k J = J^*$, then we have $T^k J \to J^*$ for every $J \in S$. In particular, the condition $\lim_{k \to \infty} T^k J = J^*$ holds if for each $x \in X$, scalar $\lambda$, and integer $k$ greater than some index $\bar{k}$, the set

$$\{ \mu(x) \mid (T_\mu(T^k J))(x) \leq \lambda, \mu \in \mathcal{M} \}$$

is compact.

The following two propositions will be used in conjunction with Props. 2.4 and 2.5. To state these propositions, we introduce a $\delta$-perturbed version of the preceding abstract DP model, generalizing the $\delta$-DSP problem introduced in Section 2.1. More specifically, for each $\delta \geq 0$ and policy $\mu$, we consider the mappings $T_{\mu,\delta}$ and $T_\delta$ given by

$$(T_{\mu,\delta} J)(x) = (T_\mu J)(x) + \delta, \quad x \in X, \quad T_\delta J = \inf_{\mu \in \mathcal{M}} T_{\mu,\delta} J.$$

We define the corresponding cost functions of policies $\mu \in \mathcal{M}$, and optimal cost function $J^*_\delta$ by

$$J_{\mu,\delta}(x) = \limsup_{k \to \infty} T^k_{\mu,\delta} J, \quad J^*_\delta = \inf_{\pi \in \Pi} J_{\pi,\delta}.$$

We refer to the problem associated with the mappings $T_{\mu,\delta}$ as the $\delta$-perturbed problem. The following proposition is given as Prop. 3.2.2 in [Ber13].

**Proposition 3.4:** Given a set $S \subset E(X)$, assume that:

1. For every $\delta > 0$, there exists an optimal $S$-regular policy for the $\delta$-perturbed problem.

2. If $\mu$ is an $S$-regular policy, we have

$$J_{\mu,\delta} \leq J_\mu + w_\mu(\delta), \quad \forall \delta > 0,$$

where $w_\mu$ is a function such that $\lim_{\delta \to 0} w_\mu(\delta) = 0$.

Then

$$\lim_{\delta \to 0} J^*_\delta = \inf_{\mu \text{ : } S\text{-regular}} J_\mu,$$

where $J^*_\delta$ is the optimal cost function of the $\delta$-perturbed problem.
A simple way to guarantee that \( \lim_{\delta \downarrow 0} J^*_{\delta} = J^* \) is to assume that there exists an optimal \( S \)-regular policy for the unperturbed problem. This also guarantees Bellman’s equation \( J^* = TJ^* \), under some additional conditions that are collected in the following assumption, given as Assumption 3.2.2 in [Ber13].

**Assumption 3.2:** We are given a set \( S \subset E(X) \) such that the following hold:

(a) There exists an \( S \)-regular policy \( \mu^* \) that is optimal, i.e., \( J_{\mu^*} = J^* \), and satisfies

\[
J_{\mu^*, \delta} \leq J_{\mu^*} + w(\delta), \quad \forall \ \delta > 0,
\]

where \( w \) is a function such that \( \lim_{\delta \downarrow 0} w(\delta) = 0 \).

(b) The optimal cost function \( J^*_\delta \) of the \( \delta \)-perturbed problem belongs to \( S \) and satisfies the Bellman equation \( J^*_\delta = T_\delta J^*_\delta \) for each \( \delta > 0 \).

(c) For each sequence \( \{ J_m \} \subset S \) with \( J_m \downarrow J \) for some \( J \geq J^* \), we have

\[
T_{\mu} J_m \downarrow T_{\mu} J, \quad \forall \ \mu \in \mathcal{M}.
\]

Under the preceding assumption we can show the following proposition, given as Prop. 3.2.3 in [Ber13].

**Proposition 3.5:** Let Assumption 3.2 hold. Then:

(a) The optimal cost function \( J^* \) is the unique fixed point of \( T \) within the set \( \{ J \in S \mid J \geq J^* \} \).

(b) We have \( T^k J \rightarrow J^* \) for every \( J \in S \) with \( J \geq J^* \).

(c) An \( S \)-regular policy \( \mu \) that satisfies \( T_{\mu} J^* = TJ^* \) is optimal. Conversely if \( \mu \) is an \( S \)-regular optimal policy, it satisfies \( T_{\mu} J^* = TJ^* \).

### 3.2. Proofs of Propositions

In the context of this paper, it turns out that the Assumptions 2.1-2.5, and the corresponding Props. 2.1-2.5, can be viewed as special cases of the assumptions and propositions of the preceding section for the semicontractive model, with \( T_{\mu} \) being the monotone mapping

\[
(T_{\mu} J)(x) = \begin{cases} 
  g(x, \mu(x)) + J(\mu(x)) & \text{if } \mu(x) \neq t, \\
  g(x, t) & \text{if } \mu(x) = t,
\end{cases} \quad x \in X,
\]

with \( J \) being the zero function \( J(x) \equiv 0 \), and with \( S \) being a suitable set of functions. A key fact in this regard is the following characterization of the connection between the notions of \( S \)-regularity and properness.
Proposition 3.6: Consider the DSP problem, viewed as a special case of the abstract semicontractive model of Section 3.1 with $T_\mu$ given by Eq. (3.2), and $\bar{J}$ being the zero function. For any set $S \subset R(X)$ that contains a nonzero constant function, a policy $\mu$ is $S$-regular if and only if it is proper and $J_\mu \in S$.

Proof: Let $\mu$ be proper with $J_\mu \in S$. Then, independently of the choice of $J$ within $S$, for each $x \in X$ and proper policy $\mu$, the limit $\lim_{m \to \infty} (T_\mu^m J)(x)$ is the (finite) length of the terminating path that is generated by $\mu$ starting from $x$, i.e., it is equal to $J_\mu$, implying that $\mu$ is $S$-regular.

Conversely let $\mu$ be improper. Taking $J$ to be a nonzero constant function, $J(x) \equiv r$, we see that

$$\limsup_{m \to \infty} (T_\mu^m J)(x) = \limsup_{m \to \infty} (T_\mu^m \bar{J})(x) + r = J_\mu(x) + r$$

for all $x$ starting from which the path generated by $\mu$ is not terminating. This shows that $\mu$ is not $S$-regular.

Q.E.D.

We now show how the proofs of the five propositions of Section 2.2 follow from the five propositions of Section 3.1.

Proof of Prop. 2.1: We verify the conditions of Assumption 3.1 with $S = B_b(X)$. The result then will follow from Prop. 3.1. To this end we first note that by Prop. 3.6, $\mu$ is $B_b(X)$-regular if and only if $\mu$ is proper. We next observe that only parts (c) and (f) of Assumption 3.1 are not immediately implied by the special structure of the DSP problem, the fact $S = B_b(X)$, or corresponding parts of Assumption 2.1. To verify Assumption 3.1(c), we note that for every policy $\mu$ and function $J \in B_b(X)$, we have

$$(T_\mu^m \bar{J})(x) + \inf_{x' \in X} J(x') \leq (T_\mu^m \bar{J})(x) + J(x_m) = (T_\mu^m J)(x), \quad (3.3)$$

where $x_m$ is the state obtained after $m$ transitions on the path generated by $\mu$ starting from $x$. By taking upper limit in this relation, it follows that

$$J_\mu(x) + \inf_{x' \in X} J(x') \leq \limsup_{m \to \infty} (T_\mu^m J)(x). \quad (3.4)$$

Thus, for an improper $\mu$, the assumption that $J_\mu(x) = \infty$ for some $x \in X$ [cf. Assumption 2.1(c)] is equivalent to the assumption that for every $J \in B_b(X)$, there exists $x \in X$ such that

$$\limsup_{m \to \infty} (T_\mu^m J)(x) = \infty, \quad (3.5)$$

[cf., Assumption 3.1(c)].

Also to verify that Assumption 3.1(f) is implied by Assumption 2.1, we note that by applying Prop. 3.2 with $S = B_b(X)$, we have that $\bar{J}$ is the unique fixed point of $T$ within $B_b(X)$. Since $\bar{J} \in B(X)$ by Assumption 2.1(a), it follows that for each function $J \in B_b(X)$, there exists a sufficiently large scalar $r > 0$ such that the function $J'$ given by

$$J' = \bar{J} - re, \quad \forall x \in X, \quad (3.6)$$
where \( e \) is the unit function, \( e(x) \equiv 1 \), satisfies

\[
J' = \hat{J} - r e = T \hat{J} - r e \leq T(\hat{J} - r e) = TJ',
\]

as well as \( J' \leq J \). Thus Assumption 3.1(f) holds and Prop. 3.1 applies, with \( S = B_b(X) \). \( \text{Q.E.D.} \)

The preceding proof has a few fine points that are worth pointing out. One such point is that the verification of Assumption 3.1(f) via Eqs. (3.6) and (3.7) would not be possible if we assumed that \( \hat{J} \in B_b(X) \) instead of \( \hat{J} \in B(X) \) as in Assumption 2.1(a).

Another fine point in the preceding proof is that the verification of Assumption 3.1(c) would not be possible if we used \( S = R(X) \) instead of \( S = B_b(X) \), because in the former case we could have \( \inf_{x' \in X} J(x') = -\infty \) and Eq. (3.4) would not follow from Eq. (3.3). For an illustration, consider the problem of Example 2.4. There part (c) of Assumption 2.1, on which the proof of Prop. 2.1 rests, would be violated if \( B_b(X) \) were replaced by \( R(X) \), because there exist \( J \in R(X) \) and improper \( \mu \) for which we have

\[
\limsup_{m \to \infty} \left( T^m \mu \right)(x) < \infty, \quad \forall \ x \in X.
\]

For an example, consider the improper policy \( \mu \) that never stops, so that

\[
(T^m \mu)(x) = \sum_{\ell=x+1}^{x+m} \frac{1}{\ell} + J(x + m), \quad \forall \ x \in X, \ m \geq 1,
\]

[cf. Eq. (3.3)]. Then by choosing \( J \) to be the function \( \hat{J} \in R(X) \) given by

\[
\hat{J}(x) = -\sum_{\ell=1}^{x} \frac{1}{\ell}, \quad \forall \ x \in X,
\]

we obtain

\[
(T^m \hat{J})(x) = -\sum_{\ell=1}^{x} \frac{1}{\ell}, \quad \forall \ x \in X, \ m \geq 1,
\]

thereby verifying Eq. (3.8).

**Proof of Prop. 2.2:** The proof is essentially identical to the one of Prop. 2.1. We verify the conditions of Assumption 3.1 with \( S = R^+(X) \). The result then follows from Prop. 3.1. Since the cost function of a proper policy is real-valued and there exists a proper policy, it follows that \( \hat{J} \in R^+(X) \). To verify parts (c) and (f) of Assumption 3.1, the argument based on Eqs. (3.3)-(3.5) goes through, and the requirement that for each function \( J \in R^+(X) \), there exists a function \( J' \in R^+(X) \) such that \( J' \leq J \) and \( J' \leq TJ' \) [cf. Eqs. (3.6)-(3.7)] is automatically satisfied by taking \( J' = \hat{J} \). \( \text{Q.E.D.} \)

**Proof of Prop. 2.3:** Parts (a) and (b) follow from generic results on negative DP [Str66] (see also [Ber12], Props. 4.1.2, 4.1.3, 4.1.5, or [Ber13], Props. 4.3.3 and 4.3.9). Parts (c) and (d) follow as a special case of Prop. 3.3 with \( S = R^+(X) \); the assumptions and conclusions of Prop. 2.3 match those of Prop. 3.3. \( \text{Q.E.D.} \)

We will obtain the proofs of Props. 2.4 and 2.5 through an intermediate result relating to the \( \delta \)-DSP problem. The essence of these proofs is the following proposition.
Proposition 3.7: Let Assumption 2.5 hold. Then for every \( \delta > 0 \) there exists an optimal proper policy for the \( \delta \)-DSP problem, and the corresponding optimal cost function \( \hat{J}_\delta^* \) is a fixed point of \( T_\delta \).

Proof: We note that we cannot apply Prop. 2.1 to the \( \delta \)-DSP problem because, even though we assume that \( \hat{J} \in B(X) \), we do not know whether \( \hat{J}_{\delta} \), the optimal cost function over proper policies of the \( \delta \)-DSP problem, belongs to \( B(X) \). We thus use a different argument, claiming that under Assumption 2.5, Prop. 3.2 applies to the \( \delta \)-DSP with \( S = B_\delta(X) \). To this end, we note that all conditions of Prop. 3.2 are fulfilled, except that we need to repeat the argument used for the proof of Prop. 2.1, involving Eqs. (3.3)-(3.5), and using the assumption \( J^* \in B(X) \). Proposition 3.2 shows that \( \hat{J}_{\delta} \) is a fixed point of \( T_{\delta} \), and that there exists a proper policy with cost equal to \( \hat{J}_\delta \).

We conclude the proof by showing that \( \hat{J}_\delta = J_{\delta}^* \). Indeed, assume the contrary, i.e., that there exists \( x \in X \) and an improper \( \mu \) such that \( \hat{J}_\delta(x) > J_{\mu,\delta}(x) \). Then the path that is generated using \( \mu \) starting from \( x \) must be terminating (otherwise the extra cost of \( \delta \) per transition would accumulate to \( \infty \)). Consider any proper policy \( \mu' \) that agrees with \( \mu \) on the terminating path starting from \( x \). Then we have \( \hat{J}_\delta(x) \leq J_{\mu',\delta}(x) = J_{\mu,\delta}(x) \), a contradiction. Q.E.D.

Proof of Prop. 2.4: Assumption 2.4 (which implies Assumption 2.5) together with Prop. 3.7 imply Assumption 3.2 with \( S = \{ J \in R(X) \mid J \geq J^* \} \), under which Prop. 3.5 applies. The latter proposition proves the desired results. Q.E.D.

Proof of Prop. 2.5: Assumption 2.5 and Prop. 3.7 imply the conditions of Prop. 3.4 with \( S = \{ J \in R(X) \mid J \geq J^* \} \). The latter proposition proves the desired results. Q.E.D.

3.3. Local Extensions of the Analysis

The statements and proofs of Props. 2.1-2.5 require that the set \( S \) of regularity is either \( S = B_\delta(X) \) (in Props. 2.1, 2.4, and 2.5), or \( S = R^+(X) \) (in Props. 2.2 and 2.3). It is also possible to use other sets \( S \) as long as the corresponding results from semicontractive abstract DP can be applied (cf. Props. 3.1-3.5).

The incentive for using alternative sets \( S \) stems from the essential character of \( S \): it is the “domain of local attraction” of the mapping \( T_\mu \) to \( J_\mu \), in order for \( \mu \) to qualify as an \( S \)-regular policy. Thus if for an interesting class of policies \( \mu \), the mapping \( T_\mu \) has a domain of local attraction, which is a strict subset \( S \) of \( B_\delta(X) \) or \( R^+(X) \) rather that \( S = B_\delta(X) \) or \( S = R^+(X) \), respectively, then it may be possible to prove a local version of the corresponding Props. 2.1-2.5. For this it is necessary of course to verify the corresponding assumptions of Props. 3.1-3.5. The preceding observation is useful when we know some “interesting” policies that are \( S \)-regular for some special set \( S \), but not for \( S = B_\delta(X) \) or \( S = R^+(X) \). An example of application of this idea is the linear-quadratic problem given in [Ber13], Section 4.4.3, which is not covered well by the results of the present paper because there is no optimal proper policy, as has been noted earlier.

A generalization of the linear-quadratic problem involves the possibly nonlinear system

\[
x_{k+1} = f(x_k, u_k), \quad k = 0, 1, \ldots,
\]

(3.9)
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where \( f : \mathbb{R}^{n+m} \rightarrow \mathbb{R}^m \) is a function, and \( x_k \) and \( u_k \) take values in \( \mathbb{R}^n \) and \( \mathbb{R}^m \), respectively. State \( x = 0 \) is the destination, so \( f(0,u) = 0 \) for all \( u \in U(x) \). The cost function is

\[
\sum_{k=0}^{\infty} \alpha^k g(x_k, u_k),
\]

(3.10) where \( \alpha \in (0,1] \) is a scalar, and \( g : \mathbb{R}^{n+m} \rightarrow [0, \infty) \) is a nonnegative function that satisfies \( g(0,0) = 0 \). The objective here is to asymptotically bring the state to 0 at minimum cost. This is a classical optimal control problem, and a core problem in the field of adaptive dynamic programming, as noted earlier. It is well known that \( J^* \) is the unique solution of the Bellman equation \( J = TJ \), within the range of functions \( \{ J | 0 \leq J \leq J^* \} \). Generally, it is possible that there is an infinity of fixed points outside this region and it is possible that the sequence \( \{ T^k J \} \) generated by value iteration does not converge to \( J^* \) starting from \( J \) both from within and from outside this region. An interesting subject for investigation is to use semicontractive ideas to derive conditions and interesting sets of regularity \( S \) such that these phenomena do not occur for \( J \in S \).

4. COMPUTATIONAL METHODS

We have already shown as part of Props. 2.1-2.4 that the value iteration algorithm (VI for short), which generates \( T^k J \) for \( k \geq 0 \), converges to the optimal cost function \( J^* \) under various conditions on the starting function \( J \). We can extend this convergence property to asynchronous versions of VI based on the monotonicity and fixed point properties of the mapping \( T \). We refer to the discussions in Sections 2.6.1, 3.3.1, and 4.3.2 of [Ber13], which apply in their entirety when specialized to the DSP problem of this paper.

The development of policy iteration (PI for short) algorithms for the DSP problem is also straightforward given the connection with semicontractive models established in the preceding section. Briefly, under Assumption 2.1, based on the analysis of Section 3.3.2 of [Ber13], there are two types of PI algorithms. The first is a natural form of PI that generates proper policies exclusively. Let \( \mu^0 \) be an initial proper policy (there exists one by assumption). At the typical iteration \( k \), we have a proper policy \( \mu_k \), and we compute a policy \( \mu_{k+1} \) such that \( T_{\mu_{k+1}} J_{\mu_k} = TJ_{\mu_k} \). Then

\[
J_{\mu_{k+1}} = T_{\mu_{k+1}} J_{\mu_k} \geq T J_{\mu_k} = T_{\mu_{k+1}} J_{\mu_k} \geq \lim_{m \rightarrow \infty} T^k_{\mu_{k+1}} J_{\mu_k} = J_{\mu_{k+1}},
\]

so \( \mu_{k+1} \) is proper [in view of Assumption 2.1(b)], and has improved cost over \( \mu_k \). We can thus construct a sequence of proper policies \( \{ \mu^k \} \) and a corresponding nonincreasing sequence \( \{ J_{\mu_k} \} \). Under some additional mild conditions it is then possible to show that \( J_{\mu_k} \downarrow J^* \).

Unfortunately, when there are improper policies, the preceding PI algorithm is somewhat limited, because an initial proper policy may not be known, and also because when asynchronous versions of the algorithm are implemented, it is difficult to guarantee that all the generated policies are proper. There is another PI algorithm, which has been developed in [BeY10], [BeY12], [YuB13a], [YuB13b], and is described in Section 3.3.2 of [Ber13]. This algorithm works in the presence of improper policies, and can operate in a distributed asynchronous environment. The specialization of this algorithm to DSP under Assumption 2.1 or Assumption 2.2 is straightforward.

Under Assumption 2.3, the optimistic PI ideas of Section 4.4.1 of [Ber13] apply, and their specialization is straightforward. Under Assumption 2.4, the classical version of PI may fail. This can be shown by an
example where the optimality condition $T_\mu J^* = TJ^*$ is satisfied by a nonoptimal improper policy. Thus, starting with an optimal proper policy, the next policy generated by the classical version of PI is the nonoptimal improper policy, with an oscillation between policies resulting [see case (a) of the example in Section 3.1.2 of [Ber13]]. On the other hand, alternative PI ideas may be used. For example, the perturbation-based PI ideas of Section 3.3.3 apply, while under special assumptions, other PI algorithms are possible (see the discussion in Section 4.3.3, Example 4.3.4, and Section 4.4.1 of [Ber13]).

5. STOCHASTIC SHORTEST PATH PROBLEMS

We will now formulate SSP as the stochastic version of DSP, where the transition to the next state is determined by a probability distribution that depends on the current state and the control applied at that state. More specifically, we have a set of states $X \cup \{t\}$, where $t$ is an absorbing and cost-free destination, a set of controls $U$, a control constraint set $U(x) \subset U$, $x \in X$, and a cost $g(x, u)$ for each transition. The only difference from DSP is that when a control $u$ is used at a state $x \in X$, a transition to a state that belongs to a countable set $Y(x, u) \subset X \cup \{t\}$ occurs according to a given probability distribution $p_{xy}(u)$. This change is reflected in the mapping $T_\mu : E(X) \mapsto E(X)$, which now takes the form

$$(T_\mu J)(x) = g(x, \mu(x)) + \sum_{y \in Y(x, \mu(x)), y \neq t} p_{xy}(\mu(x))J(y), \quad x \in X. \tag{5.1}$$

Here to resolve technical ambiguities that result when $J$ can take both the values $\infty$ and $-\infty$, we follow the convention $\infty - \infty = \infty$ in defining the summation in the right-hand side (this is standard in DP; see e.g., [BeS78]). Similar to DSP, the cost function of a policy $\mu$ is given by

$$J_\mu(x) = \limsup_{m \to \infty} (T_\mu^m J)(x),$$

and can be interpreted as the expected length of the paths that are generated under $\mu$ starting from $x$. The optimal cost function is defined as

$$J^*(x) = \inf_{\mu \in \mathcal{M}} J_\mu(x), \quad x \in X.$$

We will now adapt the definition of a proper policy to the stochastic context of SSP. For each $\mu \in \mathcal{M}$, we denote by $r_m(x, \mu)$ the probability that starting from $x$ and using $\mu$, the destination $t$ will not have been reached after the first $m$ transitions in the corresponding sequence $(x, x_1, x_2, \ldots)$:

$$r_m(x, \mu) = P(x_m \neq t \mid x_0 = x, \mu).$$

We say that $\mu$ is proper if $J_\mu \in B(X)$ and

$$\lim_{m \to \infty} r_m(x, \mu) = 0, \quad \forall x \in X. \tag{5.2}$$

This definition differs slightly from the definition of properness in [JaC06] (a proper policy is called “transient” in [JaC06]).

In comparing this definition with the corresponding definition of a proper policy for DSP, we see a difference: in DSP there is no requirement that $J_\mu \in B(X)$, which can be a severe restriction when the
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state space is infinite. So for instance, in Example 2.4 there are (nonoptimal) policies \( \mu \) that are proper in the context of DSP, for which \( J_\mu \) is real-valued but unbounded above, and would therefore not qualify as proper in the context of SSP. The reason for the requirement \( J_\mu \in B(X) \) in SSP is in part technical, to make the analysis go through: it can be traced to the fact that in the context of DSP, for a proper policy \( \mu \) we have \( r_m(x, \mu) = 0 \) after a finite number of transitions, but in the context of SSP finite convergence of \( r_m(x, \mu) \) to 0 is not a reasonable assumption. This difference in the definition of a proper policy will in turn be reflected in the extensions of various results from DSP to SSP. For example, the SSP counterpart of Prop. 2.1(a) [uniqueness of fixed point of \( T \)] will take the form of uniqueness of fixed point of \( T \) within \( B_b(X) \). Of course, in the case where \( X \) is finite we have \( B(X) = B_b(X) \), so the fine distinctions just discussed disappear.

Note that a policy \( \mu \) is proper for SSP if \( g \) is bounded and \( \sum_{m=1}^{\infty} r_m(x, \mu) < \infty \) for all \( x \in X \), since in this case we have

\[
\sup_{x \in X} |J_\mu(x)| \leq \sup_{x \in X} |g(x, \mu(x))| \sum_{m=1}^{\infty} r_m(x, \mu) < \infty,
\]

so that \( J_\mu \in B(X) \), as well as \( \lim_{m \to \infty} r_m(x, \mu) = 0 \) for all \( x \in X \). The following proposition establishes the connection between properness and \( S \)-regularity in the context of SSP, and parallels Prop. 3.6.

**Proposition 5.1:** Consider the SSP problem, viewed as a special case of the abstract semicontractive model of Section 3.1 with \( T_\mu \) given by Eq. (5.1), and \( \bar{J} \) being the zero function. Then a policy \( \mu \) is \( B(X) \)-regular if and only if it is proper in the sense that \( J_\mu \in B(X) \) and Eq. (5.2) holds.

**Proof:** For every \( \mu \in M \) we have

\[
(T_\mu^m \bar{J})(x) = (T_\mu^m \bar{J})(x) + r_m(x, \mu)E\{J(x_m) \mid x_0 = x, x_m \not= t, \mu\}, \quad \forall x \in X, J \in B(X), m \geq 1. \tag{5.3}
\]

Let \( \mu \) be proper, so that \( J_\mu \in B(X) \). By taking the upper limit in Eq. (5.3) as \( m \to \infty \), and by using Eq. (5.2), we obtain \( \lim_{m \to \infty} (T_\mu^m \bar{J})(x) = J_\mu(x) \) for all \( x \in X \) and \( J \in S \), so \( \mu \) is \( B(X) \)-regular.

Conversely if \( \mu \) is improper, then either \( J_\mu \not\in B(X) \) in which case \( \mu \) is not \( B(X) \)-regular [by the definition of \( B(X) \)-regularity in Section 3.1], or else \( J_\mu \in B(X) \) and \( r_m(x, \mu)E\{J(x_m) \mid x_0 = x, x_m \not= t, \mu\} \) does not converge to 0 for some \( x \in X \), and \( J \in B(X) \). Thus \( \mu \) is not \( B(X) \)-regular. \( \Box \).

Using this proposition, the assumptions and results of Section 2 and the line of analysis of Section 3 generalize from DSP to SSP. Note, however, that there is a subtle difference between Props. 3.6 and 5.1. In the latter proposition \( S \) is a subset of \( B(X) \) while in the former \( S \) may be a subset of \( R(X) \). For this reason the set \( B_b(X) \) must be replaced by \( B(X) \) in the statements of various parts of Assumptions 2.1-2.3 and Props. 2.1-2.3. More specifically:

(a) Assumption 2.1(c) should be modified so that \( B_b(X) \) is replaced by \( B(X) \). Under this modified assumption, Prop. 2.1 holds for SSP with \( B_b(X) \) replaced by \( B(X) \). The proof, given in Section 3.2 carries through verbatim, except that the set \( S \) is taken to be \( B(X) \) rather than \( B_b(X) \), and Prop. 5.1 is invoked in place of Prop. 3.6.
(b) To extend Prop. 2.2 for SSP, \( R^+(X) \) should be replaced by \( \{ J \in B(X) \mid J \geq 0 \} \) in Assumption 2.2. However, in this case, the result obtained is a weaker version of Prop. 2.1, as modified in (a) above, and is not worth considering.

(c) Under Assumption 2.3, Prop. 2.3(a),(b) holds for SSP as stated, because its proof relies only on the assumption \( g(x,u) \geq 0 \) for all \((x,u)\) and does not depend on the definition of a proper policy. However, the statement and the proof of Prop. 2.3(c),(d), when adapted to SSP requires that \( R^+(X) \) be replaced by \( \{ J \in B(X) \mid J \geq 0 \} \).

To extend Props. 2.4 and 2.5 to SSP, it is first necessary to modify Assumptions 2.4 and 2.5 so that \( B_b(X) \) is replaced by \( B(X) \). However, an additional condition is needed, namely that for each improper policy \( \mu \), there exists at least one \( x \in X \) such that

\[
\sum_{m=1}^{\infty} r_m(x, \mu) = \infty.
\]  

The idea is that Eq. (5.4) guarantees that for a policy \( \mu \) that is improper for SSP, there is an \( x \in X \) such that \( J_{\mu,\delta}(x) = \infty \) for all \( \delta > 0 \), while Eq. (5.2) guarantees that a proper policy for SSP is also proper for \( \delta \)-SSP and \( J_{\mu,\delta} \in B(X) \). With the condition (5.4) added to Assumptions 2.4 and 2.5, Prop. 3.7 holds, namely for every \( \delta > 0 \) there exists an optimal proper policy for the \( \delta \)-SSP problem, and the corresponding optimal cost function \( J^*_\delta \) is a fixed point of \( T_\delta \). This is proved by applying the analog of Prop. 2.1 to the \( \delta \)-SSP problem, based on the fact that for a proper policy \( \mu \), we have \( J_{\mu,\delta} \in B(X) \), while for an improper policy \( \mu \), we have \( J_{\mu,\delta}(x) = \infty \), cf. the preceding discussion. The proofs of Props. 2.4 and 2.5 then follow as in the case of DSP.

An alternative to the preceding line of analysis is to change the definition of a proper policy, so that a policy is proper if and only if it is \( B_b(X) \)-regular. This definition would be consistent with the one for DSP, since by Prop. 3.6, properness and \( B_b(X) \)-regularity are equivalent in the DSP context. However, then part of the definition of properness of \( \mu \) would require that \( \limsup_{m \to \infty} (T^m_{\mu} J)(x) \to J_{\mu}(x) \) for all \( J \in B_b(X) \) and \( x \in X \), which may be difficult to verify in the context of SSP.

6. CONCLUDING REMARKS

We have shown that deterministic and stochastic shortest path problems with arbitrary state space can be analyzed in a unified way within the context of abstract semicontractive models. We have needed several different assumptions for a detailed analysis, because small changes in some of the problem’s characteristics may greatly affect the nature of the results that can be obtained, as we have illustrated with the simple two-node deterministic shortest path Example 2.1. We have highlighted three characteristics whose presence or absence may have a significant effect: the nonnegativity of arc lengths, the existence of an optimal policy that is proper, and “zero-cycle effects” (more precisely, whether improper policies have or do not have infinite cost for some initial state).

In this paper we have not discussed the cases where the optimal cost function is unbounded below, or takes the value \(-\infty\) for some initial states. Problems of this type remain a subject for further investigation. Extensions to stochastic shortest path problems where the number of possible transitions corresponding to a given state-control pair is uncountable, are also worth considering. A general treatment of such problems
must be carried out within an appropriate measurability framework, based for example on Borel spaces and universally measurable policies, cf. [BeS78], [JaC06], and the recent paper [YuB13b].
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