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Preface

Invisible hand metaphor:

The unseen constant interplay of self-interested individual pressures on market supply and demand, which cause the natural movement of prices and goods, while fulfilling the best interest of society as a whole.

Adam Smith, “The Wealth of Nations,” 1776

The purpose of this monograph is to present new research and an up-to-date account relating to the auction algorithm for the classical assignment problem, introduced by the author in the 1979 paper [Ber79] and studied together with its variations over a period of more than 40 years, including a detailed treatment in the book [Ber98]. The auction algorithm is highly intuitive, and involves an invisible hand-like market mechanism that resembles a real-life auction. Other features of the algorithm are that it has excellent computational complexity, and it is amenable to distributed asynchronous implementation. We will describe the auction algorithm and its properties for the assignment problem, and we will focus on adaptations of the algorithm to solve other network optimization problems, including new methods for path planning and network transport problems.

The network flow problems that we will discuss are some of the most important and frequently encountered classes of optimization problems. They arise naturally in the analysis and design of large engineering systems, such as communication, transportation, and manufacturing networks. They can also be used to model important classes of combinatorial problems, such as assignment, shortest path, and traveling salesman problems, which in turn arise in a broad variety of applications. Moreover, they are an integral part of several types of artificial intelligence software, such as those involving knowledge graphs and path planning.

We pay special attention to three major mathematical network optimization problems:

(a) The assignment problem, which involves matching the elements of two finite sets, on a one-to-one basis, at minimum cost.
(a) The shortened path problem, which involves finding a minimum cost path between designated origin(s) and destination(s).

(c) The transhipment problem, also known as the network transport problem, which involves supply and demand points, but also arc capacity constraints.

The transhipment problem contains the other two as special cases, but it can also be reformulated as an assignment problem. Moreover the shortest path problem can also be reformulated as an assignment problem. Because of these relations, algorithms that are used to solve one type of problem, can be adapted to solve any other problem. This is a fundamental conceptual point, which will be important for our development.

Much of the new research in this book relates to adaptations of the auction algorithm for the assignment problem, which apply to path construction problems, including the classical shortest path problem. Auction algorithms for path construction have an intuitive form, and will be used as the basis for solution of other problems, including max-flow, transportation, and transhipment problems. Auction/path construction algorithms will also be applied, in both exact and approximate form, in an important application area: reinforcement learning and sequential decision making, particularly in contexts where the popular Monte Carlo tree search and real-time dynamic programming methods have been used.

The first chapter serves as an introduction to our principal network problem formulations and their interrelations, as well as auction algorithms, and their relation to primal and dual optimization. We focus primarily on our two principal paradigms, assignment and shortest path. Moreover, in Section 1.4.4, we provide a preview of ways that auction algorithms can be fruitfully incorporated within the broad framework of the reinforcement learning methodology.

Detailed discussions of auction algorithms for assignment and shortest path problems are given in Chapters 2 and 3, respectively. Extensions of the algorithmic ideas of Chapters 2 and 3 to transhipment and other network flow problems are given in Chapter 4. The application and adaptation of auction algorithms to reinforcement learning will be discussed in Chapter 5.

The author’s 1998 network optimization book [Ber98] (freely available on-line) serves to provide support for some of the more mathematical aspects of the present book, including some proofs and computational complexity analyses. It uses similar notation and terminology, includes a large number of theoretical exercises, and discusses a broader range of network algorithms and applications.
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