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Preface

We know the past but cannot control it. We control the future but cannot know it.

Claude Shannon

In this research monograph we discuss the solution of large and challenging multistage decision problems using methods of reinforcement learning (RL for short), also referred to by other names such as approximate dynamic programming and neuro-dynamic programming. We will focus on a subset of methods which are based on the idea of policy iteration, i.e., starting from some policy and generating one or more improved policies.

If just one improved policy is generated, this is called rollout, which, based on broad and consistent computational experience, appears to be one of the simplest and most reliable of all RL methods. Rollout is also well-suited for on-line model-free implementation and on-line replanning. Approximate policy iteration can be viewed as repeated application of rollout. This is one of the most prominent types of RL methods. It can be implemented using data generated by the system itself, a process known as self-learning, and value and policy approximation architectures, including neural networks.

Approximate policy iteration is more ambitious than rollout, but it is a strictly off-line method, and it is generally far more computationally intensive (of course rollout may also require a lot of on-line computation). This motivates the use of parallel and distributed computation. One of the purposes of the monograph is to discuss distributed (possibly asynchronous) methods that relate to rollout and policy iteration, both in the context of an exact and an approximate implementation involving neural networks or other approximation architectures.

One of the contributions of the monograph is to develop variants of rollout and policy iteration for problems with a multiagent structure, where the control consists of multiple components, each associated with a separate agent. In particular, we introduce a new approach to lookahead
simplification through the use of multiagent rollout, which allows the 
dramatic reduction of the computational requirements for one-step lookahead 
when the control consists of multiple components, and connects with the 
theme of distributed asynchronous implementation.

Multiagent rollout also has a strong connection with a well-developed 
body of research with a long history: the theory of teams and the notion of 
person-by-person optimality. In particular, we develop an infinite horizon 
dynamic programming methodology, which includes value and policy iter-
ation methods that converge to a person-by-person optimal policy. While 
our multiagent schemes are based on fully shared agent information, they 
are also well suited as a starting point for approximations, in the context of 
on-line autonomous decision making by multiple agents each coordinating 
in varying degrees with the other agents. In this context, agent information 
that is not shared by other agents, is appropriately estimated, with the 
estimates being treated as if they were exact.

Several of the ideas that we develop in some depth in this mono-
graph have been central in the implementation of recent high profile suc-
cesses, such as the AlphaZero program for playing chess, Go, and other 
games. In addition to the fundamental process of successive policy itera-
tion/improvement, this program includes the use of deep neural networks 
for representation of both value functions and policies, the extensive use 
of large scale parallelization, and the simplification of lookahead minimiza-
tion, through methods involving Monte Carlo tree search and pruning of 
the lookahead tree. In this monograph, we also focus on policy iteration, 
value and policy neural network representations, parallel and distributed 
computation, and lookahead simplification. Thus while there are significant 
differences, the principal design ideas that form the core of this monograph 
are shared by the AlphaZero architecture, except that we develop these 
ideas in a broader and less application-specific framework.

Another subject that we deal with in some detail is model predic-
tive control (MPC for short), one of the most prominent control system 
design methods at present. One of the reasons is that classical forms of 
MPC are closely related to (and indeed can be viewed as) rollout algo-
rithms, thereby providing a connection with reinforcement learning, which 
is beneficial in two ways. On one hand the MPC context provides rich 
crossfertilization opportunities with the analytical and algorithmic ideas 
of rollout and RL; for example the notion of sequential improvement in 
rollout is intimately connected to Lyapunov stability analysis in MPC, and 
the target tube ideas that are central in MPC may prove useful in the 
context of constrained rollout and policy iteration. On the other hand the 
dynamic programming and RL methodologies point the way to extensions 
of MPC based on self-learning, approximate policy iteration, simulation, 
the treatment of stochastic and set membership uncertainty, and the use 
of distributed computation.

In our development of several of the topics of this book we rely on
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methodology that is covered in greater depth in the 1996 neuro-dynamic programming book [BeT96] (jointly written with J. Tsitsiklis) as well as the author’s recent RL book [Ber19a]. However, we aim to develop rollout and approximate policy iteration beyond the books [BeT96] and [Ber19a]. In particular, we present new research, relating to distributed asynchronous computation, partitioned architectures, and multiagent systems. We also indicate how our methods are well-suited for several types of challenging large scale optimization problems, such as combinatorial/discrete optimization, as well as partially observed Markov decision problems (POMDP).

This monograph took shape in the fall of 2019 and was based on two separate but related lines of research for distributed large-scale computation:

(a) My work on rollout, policy iteration, and value iteration for multi-agent DP problems, including those arising in discrete deterministic optimization settings [Ber19c], [Ber19d], [Ber20].

(b) My work on distributed policy iteration algorithms with state space-partitioned architectures. These ideas were extended, implemented, and applied to some large-scale POMDP problems in collaboration with my Arizona State University (ASU) colleagues Sushmita Bhattacharya, Sahil Badyal, Thomas Wheeler, and Stephanie Gil [BBW20]. This work is also connected with my joint research on asynchronous distributed state space-partitioned policy iteration with Huizhen Yu [BeY10], [BeY12], [YuB13], which is presented in Section 5.6 of this monograph.

Most of the book was written while teaching a research-oriented course at ASU starting in January 2020. The hospitable and stimulating environment at ASU contributed much to my productivity during this period, and for this I am very thankful to several colleagues and students, including Stephanie Gil, Giulia Pedrielli, and Petr Sulc, and my teaching assistant, Sushmita Bhattacharya. I have also appreciated fruitful interactions with colleagues and students outside ASU, particularly Yuchao Li, who also provided valuable proofreading support.

Finally, I would like to dedicate this monograph to the creative genius of Claude Shannon, the father of information theory, but also the father of computer chess. His approximate dynamic programming ideas, which predated the work of Bellman, live on inside the AlphaZero program, the most impressive success story of reinforcement learning up to now.

Dimitri P. Bertsekas
July 2020