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Abstract

A counterexample due to Williams and Baird [WiB93] (Example 2 in their paper) is transcribed here in
the context and notation of two papers by Bertsekas and Yu[BeY10a], [BeY10b], and it is also adapted to the
case of Q-factor-based policy iteration. The example illustrates that cycling is possible in asynchronous policy
iteration if the initial policy and cost/Q-factor iterations do not satisfy a certain monotonicity condition,
under which Williams and Baird [WiB93] show convergence. The papers [BeY10a], [BeY10b] show how
asynchronous policy iteration can be modified to circumvent the difficulties illustrated in this example. The
purpose of the transcription given here is to facilitate the understanding of this theoretically interesting
example, thereby providing motivation and illustration of the methods proposed in [BeY10a], [BeY10b].

The example has not been altered in any material way.

1. COUNTEREXAMPLE

We consider the standard asynchronous version of policy iteration for Q-factors in a discounted problem,
where the updates of the policy p and the Q-factors @) are executed selectively, for only some of the states and
state-control pairs (Egs. (3.1) and (3.2) in [BeY10a]). There are two types of iterations: those corresponding
to an index subset K¢ where @ is updated, and those corresponding to the complementary subset K, where
u is updated. The algorithm generates a sequence of pairs (Qg, ik ), starting from an arbitrary pair (Qo, 1o)
as follows:

(Fpu,Qr)(i,uw) if (i,u) € Ry,

1(%,u) = VkeKg, 1.1
Qr+1(4,u) {Qk(i,u) if (i,u) ¢ Re, € KQ (1.1)

) arg min, ey ;) Qk(j,v) if j € Sk,
p+1(d) =

‘ o VkeK,, (1.2)
e (5) if j & Sk,
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where F), is the mapping given by
(FuQ)iyu) = > pis () (900w, ) +0Q(i () ) ¥ (i),
j=1

and Ry, and Sj are subsets of state-control pairs and states, respectively. The notation of the Williams and
Baird [WiB93] second counterexample is adapted below, showing that this algorithm may cycle and never

converge to the optimal Q-factors.

The states are i = 1,2, 3,4,5,6, arranged in a cycle in clockwise order, and the controls are denoted h
(high cost) and ¢ (low cost). The system is deterministic, and transitions are counterclockwise by either one

state or two states.

At states i = 1,3, 5, only control A is available. The transition from i is to state (i — 1)mod6 at cost
g(i,h) = —1.

At states ¢ = 2,4,6, both controls h and ¢ are available. Under h, the transition from ¢ is to state
(1 —1)mod6 at cost g(i,h) = —1. Under ¢, the transition from ¢ is to state (i — 2)mod6 at cost g(4,£) = —3.

The example works only when the discount factor « satisfies a > \/52_1, eg., a=09.

A sequence of operations of the form (1.1) and (1.2) is exhibited, that regenerates the initial conditions.
This sequence consists of three iteration blocks. At the end of each block, the values Q(7, u(4)) have been
shifted clockwise by two states, i.e., are equal to the values of Q((i — 2)mod6, u((i — 2)mod6)) prevailing at
the beginning of the block. Thus after three blocks the original values Q(i, (7)) are repeated for all i.

A peculiarity of this example is that the values Q(7, 1(¢)) at the end of an iteration block depend only
on the initial values Q(7, (7)) at the beginning of the block, so we don’t have to specify the initial x4 and
Q(i,u) for u # p(i). This fact also allows the adaptation of the example to the case where costs rather than

Q-factors are iterated on (cf. [BeY10b]).

The initial values Q(%, ;u(7)) at the beginning of the 1st iteration block are

- ifi=1,
= ifi=2,

Q= L TR (13)
’ —2 ifi=4,
— 22 if =5,
- ifi=6.

Define an I-step at node i to be an update of all the Q-factors of node 4 via Eq. (1.1), followed by an
update of u(i) via Eq. (1.2) (this is like a full value iteration/policy improvement).

Define an E-step at pair (i,u) to be an update of Q(¢,u) based on Eq. (1.1) (this is like a Q-factor

policy evaluation based on a single iteration).



The iteration block consists of the following:
1) I-step at i = 6.
2) I-step at i = 4.

I-step at ¢ = 3, or equivalently an E-step at (¢,u) = (3, h) (since only h is available at i = 3).
4) I-step at i = 1, or equivalently an E-step at (i,u) = (1, h) (since only h is available at i = 1).

)

)
3)

)
5) E-step at (¢, (7)), where ¢ = 4.

Note that steps 1)-4) are ordinary value iterations where all Q-factors of i are updated. The 5th step
is a “modified policy iteration” step and causes the difficulty (an algorithm that consists of just I-steps is
convergent, as it is just asynchronous value iteration).

It can be verified that the values Q(7, u(4)) at the end of an iteration block depend only on the initial
values Q(i,u(i)) at the beginning of the block. The reason is that the results of I-steps depend only the
prevailing values of the values Q(4, u(7)), and the last E-step depends only on the prevailing values of p(4)
(which is set at Step 2).

It is calculated in [WiB93] (p. 19) that at the end of the iteration block the values Q(%, (7)) are:

—LE2eifi=1,
- ifi=2,
o - ifi=3,
QUui=y 3" i,
—i2ef =5,
-2 ifi=6.

so the values are shifted clockwise by two states relative to the beginning of the iteration block. For example

(allowing for differences in notation and context) [WiB93] calculate the results of iterations as follows:

1) I-step at ¢ = 6. Sets Q(6,h) = — (1 +a%) = —1{1232, (6,0) = — (3 +a%) = —%, and
w(6) = £.

2) I-step at ¢ = 4. Sets Q(4,h) = — (1 + a%) - _1332’ (4,0) = — (3 + aﬁ) - _3112;, and
1(4) = h (because a > @)

3) I-step at i = 3. Sets Q(3,h) = — (1 + aﬁ) =1

11—«
L _ 3 _ 1+2a
4) I-step at i = 1. Sets Q(1,h) = — (1 + O‘ﬂ) = 12
5) E-step at (4,u(4)). Here p(4) = h because of step 2, so Q(4,u(4)) = —1 4+ aQ(3,u(3)) =
~(1rarts) =
Note that only the initial values of Q(, (7)), as given in Eq. (1.3), matter in these calculations.

The second iteration block consists of the following:
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1) I-step at i = 2.

2) I-step at i = 6.

3) I-step at ¢ = 5, or equivalently an E-step at (i,u) = (3, h).
4) T-step at i = 3, or equivalently an E-step at (i,u) = (1,h).
5) E-step at (¢, u()), where ¢ = 6.

The third iteration block consists of the following:

1) I-step at i = 4.

2) I-step at ¢ = 2.

3) I-step at ¢ = 1, or equivalently an E-step at (i,u) = (3, h).
4) I-step at ¢ = 5, or equivalently an E-step at (i,u) = (1, h).
5) E-step at (¢, u(4)), where ¢ = 2.

At the end of this third block the initial conditions Q(4, pt(7)) should be recovered.

The difference between the above calculations and the ones of [WiB93] is just notation: we assume
minimization instead of maximization, hence a change of signs in the calculations. Moreover, in [BeY10a] we
consider an asynchronous modified policy iteration for Q-factors, while [WiB93] consider an asynchronous
modified policy iteration for costs, and J (i) in place of Q (4, u(i)). With this notational change we also obtain
a counterexample for the convergence of algorithm (1.5) of the paper [BeY10b].

Our remedy in the papers [BeY10a], [BeY10b] is to modify the dangerous E-steps so that an oscillation
of the type of this example is prevented [e.g., by using the minimum of min{J(j), Q(j, u(4))} in place
of Q(4,1(j)) in our Q-learning paper, we introduce a mechanism for guarding against dangerously large

increases of Q(i,u)].
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