Simulation of electrophoretic stretching of DNA in a microcontraction using an obstacle array for conformational preconditioning
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Recently our group has reported experiments using an obstacle array to precondition the conformations of DNA molecules to facilitate their stretch in a microcontraction. Based upon previous successes simulating electrophoretic stretching in microcontractions without obstacles, we use our simulation model to study the deformation of DNA chains in a microcontraction preceded by an array of cylindrical obstacles. We compare our data to the experimental results and find good qualitative, and even quantitative, agreement concerning the behavior of the chains in the array; however, the simulations overpredict the mean stretch of the chains as they leave the contraction. We examine the amount of stretch gained between leaving the array and reaching the end of the contraction and speculate that the differences seen are caused by nonlinear electrokinetic effects that become important in the contraction due to a combination of field gradients and high field strengths. © 2009 American Institute of Physics. [DOI: 10.1063/1.3055275]

I. INTRODUCTION

Biological studies have long relied on the genetic information encoded within DNA molecules. Traditionally, this information is extracted using sequencing techniques, such as gel electrophoresis, that provide single base-pair resolution. While often extraordinarily powerful for molecular biological studies, genetic information at this level of detail is unnecessary for many applications. An often used alternative is DNA mapping which provides lower-resolution genomic information. But the state-of-the-art mapping scheme still requires multiple sets of restriction enzymes and numerous separations by gel electrophoresis. Such techniques are time consuming and expensive, and these drawbacks have spurred interest in mapping technologies that are not based on gel separations.

One such method is direct linear analysis (DLA) which involves measuring the physical distance between specific sequences along the DNA backbone. This measurement gives a simple and direct physical map of the molecule without the use of restriction enzymes or separation techniques. In DLA, the strands are tagged with sequence-specific fluorescent probes, stretched to their full contour length, and passed by an optical sensor that measures the distance between the probes. The main obstacle in implementing DLA is that the DNA strands, which at equilibrium are entropically coiled, must be fully stretched in order for the measured distance between probes to have a physically relevant meaning.

Many ways have been developed to stretch DNA. Some involve changing the equilibrium conformation from a coil to a more elongated structure by confining DNA. Others have attached beads to the ends of DNA and applied forces directly to the molecule using magnetic or optical
Collisions with microfabricated obstacles have also been shown to linearize DNA. But a very practical method for simple, inexpensive, high-throughput devices is using field gradients to deform the molecules.

In DLA devices, the molecules are typically stretched by field gradients in microcontractions. However, in these strain-limited devices, molecular individualism leads to a large population of molecules that do not reach full extension. Recent studies have shown that the effects of molecular individualism can be mitigated by “preconfiguring” the initial conformation of a molecule before it is stretched. Several different methods to preconfigure molecules have been shown to increase the uniformity of stretch, including preshearing and passing through a gel matrix. A promising technique is placing a microfabricated obstacle array just before the contraction to induce molecular collisions with the obstacles [see Fig. 1(a)]. The collision of DNA with a post often leads to hooking events that change the conformation of the molecules thereby reducing the proportion of slowly stretching conformations. The collision of a DNA molecule with a single post is a well-studied problem both experimentally and numerically. Several qualitatively different types of hooks have been identified, and their stretching and unhooking dynamics have been investigated. The effect of large arrays of posts has been considered as well, with studies focused on the start-up behavior of the molecules as they enter the array and their subsequent steady-state behavior. Placing a post array just before the contraction to preconfigure the molecules is also advantageous because the resulting device is simple to fabricate, reusable, and easily scaled.

Previously, Kim and Doyle developed a simulation method to study DNA electrophoresis in complex device geometries with nonhomogeneous electric fields. They have shown that this model can accurately predict experimental results, even at a quantitative level, for the cases of DNA stretching in microcontractions without posts and the collision of a DNA molecule with a single post in a uniform field. The previous success of the model leads us to consider whether or not it will be useful in studying the effects of placing an obstacle array in front of a microcontraction.

The objectives of this study are to use the numerical model of Kim and Doyle to predict the stretching behavior of DNA molecules in a microdevice composed of a hyperbolic contraction preceded by a post array. These predictions will then be compared to the experimental results of Balducci and Doyle, establishing when the model performs well and when it does not. Finally, in cases where the numerical results are not accurate, reasons for the poor performance will be hypothesized.

II. BACKGROUND
A. Polymer deformation in field gradients

Electric fields are useful for stretching DNA in microfluidic devices because locally they are purely extensional with no rotational component. This is important because fields with a rota-
tional component, such as shear flows, can lead to periodic behavior where the molecule stretches, collapses, and stretches again. Practically, this reduces the effectiveness of the stretching device, and theoretically, it complicates the analysis of the molecular behavior.

Extensional fields cause stretching when the field gradients deform the molecule faster than it can rearrange itself. The time scale for this molecular rearrangement is the longest relaxation time $\tau$. When the relaxation time is balanced against the characteristic strain rate $\dot{\varepsilon}$ of the field, the result is the Deborah number, $De = \dot{\varepsilon} \tau$, which is the governing dimensionless parameter for molecular deformation. It has been shown theoretically, and confirmed experimentally, that strong stretching occurs around $De = 0.5$.

A crude, but effective, model to describe DNA stretching in a homogeneous extensional field can be built using a simple dumbbell. By balancing the drag forces against the wormlike chain spring force and neglecting Brownian motion and any other forces, the dynamic equation for the stretch can be expressed as

$$\frac{d}{d\varepsilon} \left( \frac{X}{L} \right) = \frac{X}{L} - \frac{1}{3De} \left[ \frac{1}{4(1-X/L)^2} - \frac{1}{4} \right] \frac{X}{L},$$

where $X$ is the extension of the molecule, $L$ is the contour length, and $\varepsilon$ is the applied strain. This model is particularly useful for predicting the final stretch of a DNA molecule after it has reached steady state, i.e., after an infinite amount of strain has been applied.

One of the greatest difficulties in stretching molecules in an extensional field is overcoming molecular individualism. This phenomenon was first observed in early fluorescent microscopy work on DNA (Refs. 15 and 37) and refers to the fact that the initial conformation of a molecule greatly affects its rate of stretching. This often leads to a broad distribution of molecular extensions in stretching devices because each molecule has reached a different stage of deformation. Large amounts of strain (\(\sim 10\) units) (Ref. 39) are typically needed to uniformly stretch a population of molecules initially in their equilibrium state. This amount of strain is difficult to apply in most devices unless a field with a stagnation point is employed; however, stagnation points typically cannot be used for high-throughput devices.

### B. Model assumptions

We briefly consider the theory of DNA electrophoresis which underlies the assumptions of the numerical model. First, the electric field in the device can be determined by solving Laplace’s equation because the buffer solution is assumed to be everywhere electroneutral. This assumption is valid because the Debye length $\kappa^{-1}$ of the solution is typically $O(\text{nm})$ which is much smaller than any other length scale in the problem. Additionally, we neglect any local disturbances of the electric field due to the charged phosphate backbone of DNA because, again, $\kappa^{-1}$ is smaller than the molecule’s persistence length, $A_p = 0.053 \ \mu m$, the smallest pertinent length scale of the polymer. This allows us to assume that DNA behaves as a neutral polymer without intramolecular electrostatic interactions. We also assume the applied electric fields are weak and that we can neglect any nonlinear electrokinetic phenomena (although we will later question this assumption).

We invoke the theory of electro-hydrodynamic equivalence which states that in the case of small Debye lengths, DNA dynamics in an electric field $\mathbf{E}$ can be treated the same as if the electric field were replaced with a hydrodynamic flow field equal to $\mathbf{\mu E}$, where $\mathbf{\mu}$ is the electrophoretic mobility. This is due to the fact that flow disturbances in the fluid caused by the electrophoretic movement of DNA segments are screened over $\kappa^{-1}$ due to the opposite movement of the surrounding counterion cloud. Finally, we neglect all other forms of hydrodynamic interactions (HI) as the bulk radius of gyration of T4-DNA which was studied here ($R_g = 1.4 \ \mu m$) is comparable to the channel height $h = 2 \ \mu m$.

### C. Device geometry

The device we simulated is identical to that used by Balducci and Doyle and is shown in Fig. 1(b). It consists of two straight channels of different widths connected by a hyperbolic
contraction. The wide inlet channel has a width of \( w_1 = 200 \, \mu m \), and the outlet channel has a width of \( w_2 = 3.8 \, \mu m \). The shape of the hyperbolic contraction was chosen to create a uniform strain rate within the contraction \(^{17,19}\) and has a length of \( l_c = 80 \, \mu m \). In front of the contraction are three rows of posts with each post having a 1 \( \mu m \) radius. The posts are spaced 4 \( \mu m \) center-to-center within each row, and the distance between rows is also 4 \( \mu m \) center-to-center. The center of the first (most upstream) row of posts is located 20 \( \mu m \) in front of the contraction at \( x = -20 \, \mu m \) with the subsequent rows located at \( x = -16 \, \mu m \) and \( x = -12 \, \mu m \). Finally, the corners of the device were rounded with a 1 \( \mu m \) radius.

The electrophoretic strain rate \( \dot{\epsilon} \) is nearly constant in much of the contraction, \(^{18,19}\) and the nominal strain accumulated by a molecule moving down the centerline of the device is:

\[
\epsilon = \ln(\frac{w_1}{w_2}) = 4. 
\]

The electric field gradient in the contraction can be approximated using the scaling 

\[
\nabla E \approx (E_2 - E_1) / \ell_c = \left[ E_1 (w_1/w_2 - 1) \right] / \ell_c, 
\]

where \( E_1 \) and \( E_2 \) are the electric field strengths at the inlet and the outlet of the channel, respectively. This leads to the form of the Deborah number within the contraction:

\[
\text{De} = \frac{\mu E_1 (w_1/w_2 - 1)}{\ell_c \tau}. 
\]

Additional Deborah numbers can also be defined just before the post array and within the array, \(^{20}\) but we do not consider them here. Finally, the kinematic history is not the same for each streamline. \(^{19}\) Molecules that enter the contraction from the center of the channel deform differently than those that enter from the edges of the channel. In order to mitigate this effect, we adopted the method used by Balducci and Doyle \(^{20}\) and only considered molecules whose centers of mass were within 45 \( \mu m \) of the center line when they entered the post array.

III. SIMULATIONS

We used a simulation method for DNA electrophoresis in arbitrary geometries that was developed by Kim and Doyle \(^{32}\). The method uses Brownian dynamics (BD) to model the behavior of a DNA molecule electrophoresing in an electric field. In order to solve for the electric field in complicated geometries, the finite element method (FEM) is employed. A difficulty that Kim and Doyle \(^{32}\) addressed is how to find the electric field at an arbitrary point in the solution domain given that the finite element mesh is unstructured. They developed an efficient way to overcome this problem with the so-called “target-induced searching algorithm.” A brief description of the numerical model is presented here.

A. Brownian dynamics

DNA molecules are modeled as chains of \( N_b \) beads connected by \( N_b = (N_b-1) \) springs. The equation of motion for the position \( \mathbf{r}_i \) of the \( i \)th bead is

\[
\frac{d\mathbf{r}_i}{dt} = \mu^b \mathbf{E}(\mathbf{r}_i) + \frac{1}{\xi_b} \left[ \mathbf{F}_i^B(t) + \mathbf{F}_i^S(t) + \mathbf{F}_i^{EV}(t) + \mathbf{F}_i^{EV,\text{wall}}(t) \right],
\]

where \( \mu^b \) is the electrophoretic mobility of a bead, \( \xi_b \) is the bead drag coefficient, \( \mathbf{F}_i^B \) is the Brownian force, \( \mathbf{F}_i^S \) is the total spring force felt by the bead, \( \mathbf{F}_i^{EV} \) is the intrachain excluded volume force due to nearby beads, and \( \mathbf{F}_i^{EV,\text{wall}} \) represents the interaction of the bead with the wall of the device.

We nondimensionalize the variables as follows:

\[
\hat{r} = \frac{r}{l_s}, \quad \hat{t} = \frac{t}{\xi_b l_s^2 / k_B T}, \quad \hat{\dot{E}} = \frac{\dot{E}}{E_1},
\]

where \( r \) is position, \( l_s \) is the maximum extension of a single spring \( (l_s = L/N_b) \), \( t \) is time, \( k_B \) is Boltzmann’s constant, and \( T \) is the absolute temperature. We nondimensionalize the forces \( \mathbf{F} \) as follows:
\[ \hat{F}(\hat{r}) = \frac{F}{k_B T/l_s}, \]

This leads to the nondimensional form of Eq. (3),

\[ \frac{d\hat{r}_i}{dt} = \text{Pe}^b \hat{E}(\hat{r}_i) + \hat{F}_i^B + \hat{F}_i^S + \hat{F}_i^{EV} + \hat{F}_i^{EV,\text{wall}}, \]

where Pe$^b$ is the bead Peclet number (Pe$^b$ = $\mu^b E/l_s D^b$) given that the bead diffusivity $D^b = k_B T/\xi^b$. The nondimensional Brownian force is given by

\[ \hat{F}_i^B = \sqrt{\frac{24}{\Delta\hat{t}} (r_{n_i})}, \]

where $\Delta\hat{t}$ is the dimensionless time step and $(r_{n_i})$ are uniform random numbers such that each component $(r_{n_i})_j \in [-1/2, 1/2]$, where $j$ denotes the coordinate $x$, $y$, or $z$. The net nondimensional spring force on the $i$th bead is

\[ \hat{F}_i^S = \begin{cases} \hat{f}_{i,1}, & i = 1, \\ \hat{f}_{i,i+1} + \hat{f}_{i,i-1}, & 1 < i < N_b, \\ \hat{f}_{i,N_b-1}, & i = N_b, \end{cases} \]

where the spring force $\hat{f}_{ij}$ is given by a modified Marko-Siggia spring force law:

\[ \hat{f}_{ij} = \frac{\nu}{\lambda} \left[ \hat{r}_{ji} - \frac{1}{4} + \frac{1}{4(1 - \hat{r}_{ji})^2} \right] \hat{r}_j - \hat{r}_i, \]

where $\lambda$ is the ratio of the effective persistence length to the true persistence length ($\lambda = A_{\text{eff}}/A_p$), $\nu$ is the number of true persistence lengths represented by each spring ($\nu = l_s/A_p$), and $\hat{r}_{ji}$ represents the distance between $\hat{r}_j$ and $\hat{r}_i$. The intrachain excluded volume force $\hat{F}_i^{EV}$ is modeled with the soft potential used by Jendrejack et al.:\textsuperscript{J}

\[ \hat{F}_i^{EV} = - \sum_{j=1, j \neq i}^{N_b} \frac{9}{2} \hat{v}_{ij}^{\epsilon} \left( \frac{3}{4\sqrt{\pi}} \right)^{3/2} \left[ \frac{9}{4} \hat{r}_{ij}^2 - \frac{9}{4} \hat{r}_{ij}^2 \right] \hat{r}_{ji}, \]

where $\hat{v}_{ij}^{\epsilon} = v^{\epsilon} / l_s^3$ is the dimensionless form of the excluded volume parameter $v^{\epsilon}$. The interactions between a bead and the walls represented by $\hat{F}_i^{EV,\text{wall}}$ are resolved using a modified Heyes-Melrose algorithm.\textsuperscript{32,49} Whenever a bead moves outside the domain during a time step, it is moved to the nearest point on the domain boundary before commencing the next time step:

\[ \Delta r_{i,\text{HM}} = \Delta p_i H(\Delta p_i), \]

where $\Delta r_{i,\text{HM}}$ is the displacement vector due to the Heyes-Melrose algorithm, $\Delta p_i$ is the vector pointing from the bead outside the domain to the nearest boundary point, and the Heaviside step function $H(\Delta p_i)$ restricts the application of the algorithm to only the beads that have penetrated the domain boundaries.

**B. Determination of electric field**

In order to determine the electric field in the device, we use Laplace’s equation for the electric potential $\phi$ within the channel as previously discussed,
\[ \nabla^2 \phi = 0. \]  

We assume that the polydimethylsiloxane (PDMS) channel walls are insulating and that the electric fields at the device inlet and outlet are uniform. This leads to the boundary conditions

\[ \phi_{\text{inlet}} = \phi_1, \quad \phi_{\text{outlet}} = \phi_2, \quad \text{and} \quad n \cdot \nabla \phi_{\text{walls}} = 0, \]  

where \( \phi_1 \) and \( \phi_2 \) are the imposed electric potentials at the inlet and the outlet of the device, respectively, and \( n \) is the unit normal to the walls.

Equations (12) and (13) are solved using Galerkin FEM where \( \phi \) is interpolated using a six-node \( P_2 \) shape function. The electric field \( E \) is found by applying FEM again to the relation \( E = -\nabla \phi \) and using a three-node \( P_1 \) shape function to interpolate \( E \). After obtaining \( E \), its nodal values are saved. During the simulations, whenever the value of \( E \) is needed at a given point, the target-induced searching algorithm is called to find the element in which the point is located. The nodal values for \( E \) in that element are then retrieved, and the value of \( E \) at the specified point is interpolated.

C. Parameters

In this study, T4-DNA was modeled in the same manner as Kim and Doyle\textsuperscript{32} in their simulations of DNA collisions with a single post. They assumed a stained contour length of \( L = 71.4 \) \( \mu \)m and used \( N_b = 128 \) beads such that \( \nu = 10.61 \). The corresponding \( \lambda \) was 1.89, and an excluded volume parameter \( \nu^x_p \) of 0.0004 \( \mu \)m\(^3\) was found to accurately reproduce the radius of gyration of \( \lambda \)-DNA. At this discretization, along with sufficiently small time steps, the aphysical situation where a chain can move “through” a post is precluded. We found the simulated nondimensional relaxation time of the 128-bead chain to be \( \hat{\tau} = 60.1 \) in a 2 \( \mu \)m tall channel.

Due to the low field strengths in the inlet of the channel, it takes a very long time to simulate the movement of a chain from the inlet to the beginning of the contraction. In order to decrease the simulation time, point particles possessing the same diffusivity as the 128-bead chains were placed at \( x / \ell_c = -2 \) and were distributed randomly across the width of the channel with a uniform distribution. The movement of the particles toward the contraction was then simulated until the local dimensionless strain rate \( \hat{\varepsilon} = \dot{\varepsilon} \ell_c / D_b \) along the centerline reached \( \hat{\varepsilon} = 0.1 / \hat{\tau} \) (but no farther than \( x = -30 \) \( \mu \)m for the low De cases). At this point, equilibrated chains were placed with their center of masses located at the positions of the particles. The electrophoresis of the chains was then simulated until the most downstream part of the chains reached \( x = 250 \) \( \mu \)m. The time step scheme was as follows: \( \Delta \hat{t} = 0.005 \) for \( x < -24 \) \( \mu \)m at which point it switched to

\[
\Delta \hat{t} = \begin{cases} 
0.005 & \text{De} < 3, \\
0.005 \left( \frac{3}{\text{De}} \right) & \text{De} \geq 3.
\end{cases}
\]  

For each De considered, 300 chains were simulated although only those within 45 \( \mu \)m of the centerline when they entered the post array were used in this study as discussed earlier.

IV. RESULTS

The major global observable in the study was the average extension of the molecules as they reached the end of the contraction. In our simulations, the extension of a chain \( X_{\text{ex}} \) is defined as the distance between the most upstream and downstream beads of the chain, and the extension at the end of the contraction \( X_{\text{ex},c} \) was determined when the most downstream part of the chain first passed the end of the contraction. Figure 2 compares results from experiments and simulations for \( X_{\text{ex},c} \). It is clear from Fig. 2(a) that the simulation model does an excellent job of predicting the mean stretch of the molecules in an open channel as was previously shown by Kim and Doyle.\textsuperscript{32}
But when posts are introduced in front of the contraction, the simulations consistently over predict the average extension by 10–15 % as shown in Fig. 2. Nonetheless, the results are in qualitative agreement with the experimental trend.

In order to explore why the performance of the simulation model changes so abruptly when posts are added, we have attempted to isolate and analyze the behavior of the chains in each component of the device, i.e., the post array and the contraction. Although this is not strictly possible because the effects of each are certainly coupled, it still provides clues as to why the simulations and experiments differ. In particular, we are interested in whether the differences between the two are simply due to quantitative inaccuracies within the numerical model or due to the failure of the model to predict qualitative features of the experiments.

A. Interactions with the post array

To assess the ability of the simulations to correctly describe the interactions between the molecules and the posts, we calculated chain hooking probabilities. A hook was defined as when portions of the chain exist in all four quadrants surrounding a post in a coordinate system whose origin is located at the center of the post; in addition, the chain must cross the upstream face of the post. Unlike in experiments, the coordinate system used to define the quadrants was not rotated to coincide with the direction of the local impinging electric field; however, this was not found to affect the determination of a hooking event. Figure 3 shows the results of this hooking analysis. The overall hooking probabilities on any post show near quantitative agreement between the experiments and simulations except at De=1 and 2 where the simulations give a moderate over prediction. The probability of hooking on the first row is also shown, and again there is near quantitative agreement except at De=2.

It should be noted that the hooking probability on a post is known to depend on both the local De and Pe. In the simulations, however, only a single time scale can be matched to experiments which, in this case, is the relaxation time. This means that while De is the same between experiments and simulations, other time scales are not necessarily equivalent. This includes the diffusive time scale which is represented nondimensionally by Pe. Indeed, we estimate Pe for the simulations is 15–40 % higher than in experiments. This difference in Pe might account for some of the discrepancy between the hooking probabilities in experiments and simulations at De=1 and 2. A better explanation, however, is that the number of experimental hooking events were under-counted at low De due to the limited resolution of images and the fact that many molecules barely deformed around the posts in the weak fields. This explanation is supported by movies of the simulated chains where many hooking events are seen to barely meet the above definition of a
hook with the chains just crossing into all four quadrants surrounding the post for a very short period of time. Simulations easily find and count this event as a hook while the reliability of experimental movie analysis is questionable at low field strengths.

An even more sensitive measure of the performance of the simulation model in predicting the DNA-post array interactions is given by the extension distribution of the chains as they leave the array. The extension $X_{ex,p}$ of the chains was measured when the most upstream part of the chain first left the post array. Figure 4 compares the extension distributions for experiments and simulations, and very good qualitative agreement is evident with the exception of $De=5$. It is seen that with increasing electric field strength, the presence of the obstacle array leads to two distinct populations of molecules: those that only mildly stretch in the array and those that stretch signifi-
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FIG. 3. (a) Overall hooking probabilities on all rows in the post array vs $De$. (b) The hooking probabilities for only the first row of the array vs $De$. The black squares are the experimental data, and the red diamonds are the simulation data.
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FIG. 4. Distribution of the relative extensions of the chains as they pass the end of the post array for several values of $De$. The black squares are the experimental data and the red diamonds are the simulation data.
cantly. Very few molecules stretch only moderately. Quantitatively, the simulations tend to show a
sharper peak for the highly stretched population which also exists at a slightly higher extension,
but this difference could be magnified by the simulations having a slightly higher Pe as previously
discussed. But due to poor statistics, it is difficult to discern the actual behavior of the distributions
at the experimental conditions of De=3.5 and 5. Another consideration is that as the molecules
unhook, their arms often hang off into the contraction. This means that the stretch leaving the post
array is influenced by the behavior in the contraction. If the simulations have difficulty correctly
predicting the stretch due to the field gradients in the contraction, it can taint the stretch coming off
the post array as well.

Overall, we see that qualitatively, and often quantitatively, the experiments and simulations
agree with respect to the behavior of the molecules as they interact with the post array. This is
expected as Kim and Doyle have shown the simulation model is fairly capable of reproducing
experimental data for the collision of a molecule with a single post. Additionally, other Brownian
dynamics simulation methods have had success reproducing the behavior of DNA being hydro-
dynamically driven through post arrays.

B. Stretching in the contraction

We now consider the extension distributions of the chains as they reach the end of the
contraction as shown in Fig. 5. The simulations show that with increasing De more chains reach
high extensions, in agreement with experimental results. However, simulations show a very sharp
peak in the distribution at high extensions which is not mirrored in the experimental results. This
discrepancy cannot be explained by unmatched Pe, and while poor experimental statistics may
exacerbate the differences, statistics certainly cannot fully account for the discrepancies either,
especially given their systematic nature. This suggests that the molecules are somehow more
difficult to stretch in experiments than in simulations. However, it is also possible that the slightly
higher extensions coming off the post array in the simulations could increase the final stretch at the
end of the contraction.

FIG. 5. Distribution of the relative extensions of the chains as they reach the end of the contraction for several values of
De. The black squares are the experimental data and the red diamonds are the simulation data.
In order to mitigate the influence of the post array on the analysis of the stretching within the contraction, we display in Fig. 6 scatter plots that show for each chain the final stretch at the end of the contraction versus the intermediate stretch at the exit of the post array. This allows us to compare the deformation of molecules in the contraction that had the same initial stretch leaving the array. Again, the simulations are in qualitative agreement with experiments that DNA deformation in the post array leads to very strong stretching in the contraction. In particular, the simulations predict that a stretch of approximately 20% at the exit of the post array virtually guarantees strong stretching at the end of the contraction and additional predeformation beyond 20% adds little to the final stretch, as previously discovered in experiments.

On the other hand, there are some clear differences between the two results. First, the simulated chains seem to reach a larger maximum extension than molecules in experiments. This may suggest that De is not properly matched, but it is highly unlikely. The maximum extension found in the simulations is well described by the infinite-strain limit predicted by the dumbbell model with the same De (the flat plateau region of the blue curve in Fig. 6), and experimentally, even if De is off slightly due to uncertainty in the relaxation time of the molecules, correcting this small error would not change De enough to match the simulations. So simply claiming that the differences in maximum stretch are due to improperly matched time scales does not explain the differences.

The second discrepancy observed in Fig. 6 is that the simulations predict that above a predeformation of about 20% the chains should almost always reach their maximum extension. This gives the stretch gain plots from simulations of $De \geq 3.5$ [Figs. 6(b)–6(d)] a sharp “elbow” region where the trend turns flat. In contrast, experimental results show that the molecules often fall slightly short of their infinite-strain extension. Also, the amount the actual extension falls below the infinite-strain extension decreases with increasing predeformation. This leads to a wider elbow region in the stretch gain plots where the trend becomes slowly increasing instead of constant as in simulations. In order to demonstrate that our simulation results make sense based on the physics
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incorporated, we have included in Fig. 6 a prediction for the maximum stretch gain expected at the end of the contraction for a given amount of predeformation. This prediction was derived using the non-Brownian dumbbell model with a wormlike chain (WLC) spring force given by Eq. (1). Based on the kinematic analysis of Randall et al.,\textsuperscript{18} we have assumed that after the post array there is approximately 2.5 units of strain left in the device. The model accounts for nonaffine deformation of the chains, but does not include resistance to stretching due to internal configurations (i.e., molecular individualism) or the slightly different kinematic histories experienced by each chain. Nonetheless, it should provide a reasonable estimate for the maximum stretch gain expected. It is clearly seen from Fig. 6 that the simulation results are well described by the model while the experimental results only follow its qualitative trends.

Balducci and Doyle\textsuperscript{20} also reported that many of the molecules in the elbow region, \(0.2 < \frac{X_{\exp}}{L} < 0.4\), contained a small fold in their conformation near their downstream ends as they exited the contraction. The simulations do not predict this behavior since nearly all the molecules in this extension range after the post array will reach the infinite-strain limit. Indeed, movies of the simulated chains do not show the formation of these folded conformations.

Overall, our numerical model is capable of reproducing the broad qualitative behavior of the chains in the contraction after they have left the post array. For example, the simulations predict that mildly predeformed chains should stretch significantly in the contraction in agreement with experiments. However, the simulations do not correctly predict some of the finer qualitative behavior in the contraction.

C. Possible reasons for the observed differences

The question, then, is why the simulation results do not always quantitatively match the results of the experiments? One possible reason already mentioned could be limited experimental statistics. But the systematic nature of the differences between simulations and experiments suggest that these differences are not artificial. A mismatch in time scales has also been discussed as one reason. This mismatch could be an improperly scaled \(D_e\) due to uncertainties in the relaxation time of the molecules, or it could be the slightly higher \(P_e\) in the simulations due to the inability of the simulations to match both the relaxation time and the diffusive time scale of experiments. However, neither of these possibilities has the potential to fully explain the differences seen.

A more plausible explanation is that additional physics is becoming important in the contraction, and a possible candidate is nonlinear electrokinetic effects. The electric fields in the contraction are fairly strong, reaching \(E \sim O(500 \text{ V/cm})\), which could polarize the DNA molecules. Additionally, electric field gradients exist in the contraction that could potentially lead to dielectrophoretic effects which depend upon the term \(E \cdot \nabla E\).

Dielectrophoresis occurs when particles (or macromolecules) polarize in strong electric fields. The resulting dipole then interacts with field gradients to attract or repel the particles to or from areas of strong field strengths. Most studies on the dielectrophoresis of DNA have used ac fields and created the necessary electric field gradients by placing the electrodes in close proximity to each other. There have been a few studies, however, that have considered electrodeless dielectrophoresis of DNA using microfabricated devices to shape the field lines,\textsuperscript{50-53} and some work has even been performed on dc fields.\textsuperscript{52,53}

Chou \textit{et al.}\textsuperscript{50} and Regtmeier \textit{et al.}\textsuperscript{51} used arrays of obstacles to bend and concentrate the field lines between the obstacles, and using an ac field, they trapped DNA between the obstacles. Regtmeier \textit{et al.} also added a background dc field that led to the size-dependent separation of DNA molecules. This technique is similar to the previously proposed method of Ajdari and Prost\textsuperscript{54} where ac dielectrophoretic traps transverse to a uniform dc field slow down DNA molecules in a size-dependent manner. Petersen \textit{et al.}\textsuperscript{52} also adapted the method suggested by Ajdari and Prost by using thin strips of gold laid down perpendicular to a dc electric field. The periodic strips attracted the electric field lines due to their high conductivity and created strong dielectrophoretic forces in a highly localized area near the edges of the gold strips. Parikesit \textit{et al.}\textsuperscript{53} used device walls to bend and concentrate field lines similar to Chou \textit{et al.}\textsuperscript{50} but with dc fields; however, their results were difficult to interpret and even seemed to contradict previous findings.
In our device, the magnitude of $E \cdot \nabla E$ reaches as high as $1.4 \times 10^7$ V$^2$/cm$^3$ which is only one order of magnitude smaller than that produced by Petersen et al.\cite{52} in their trapping work. But in contrast to our device, the large values of $E \cdot \nabla E$ that led to trapping were highly localized near the edges of the gold strips and only occurred over length scales of about 100 nm, comparable to the persistence length of DNA. This means that only small portions of the molecules would have been polarized and would have experienced a dielectrophoretic force. In our geometry, the strong fields and gradients exist over the entire length of the contraction which is $c = 80 \mu$m, which is much larger than the radius of gyration of T4-DNA and comparable to its contour length. So T4-DNA molecules in our device could polarize over their entire dimension which could possibly lead to even stronger nonlinear electrokinetic effects than seen by Petersen et al.\cite{52} In addition, the fact that DNA molecules are stretched in the contraction could render them more polarizable than when they are in their coiled state,\cite{55} further increasing their sensitivity to nonlinear electrokinetic effects.

It is currently difficult to study the possibility of such effects in the device because the molecules move very fast through the contraction due to the strong electric fields. A possible way to overcome this problem would be to tether the DNA molecule to a bead that can be optically trapped in the contraction so that the dynamic and steady-state extension behavior of the molecule can be studied.

Finally, it should again be noted that the current simulation model is able to match experimental results for a contraction without posts which raises the question, what is different about the situation with posts? The answer may lie in the fact that in an open channel, few of the chains actually come close to reaching the infinite-strain limit extension. Even in the case with posts, the simulations seem to be in fairly good agreements with experiments for those chains that do not stretch significantly. Additionally, in the case of open channels, the simulations have been shown to over predict the average stretch at higher De of 14 and 23 when compared to experiments.\cite{19} At these De, the simulations began to over predict the populations of highly stretched molecules; however, the size of this population still only represented a small fraction of the total number of molecules. So any discrepancy in the behavior of highly stretched molecules between the simulations and experiments may not have been readily apparent. In the present situation, preconditioning leads to a large population of highly stretched molecules so that these differences should be more easily visible.

V. CONCLUSIONS

Simulations were performed for DNA molecules passing through a microcontraction preceded by a post array. The results were compared to those from previously performed experiments. Good qualitative and, at times, even quantitative agreement was found for the behavior of the chains during their interaction with the post array as measured by hooking probabilities and extension distributions of the chains as they exited the array. Qualitatively, the simulations strongly support the experimental finding that conformational preconditioning using an obstacle array can increase the stretching efficiency of a strain-limited microcontraction. Additionally, the simulations show that a predeformation of approximately 20% in the post array is nearly sufficient to guarantee strong stretching of a chain in the contraction in accordance with experiments.

Qualitative differences between the simulations and experiments were observed, particularly with respect to the population of highly stretched molecules. The simulations predict a very sharp peak in the extension distribution at high extensions for the molecules exiting the contraction while experimental results exhibited a broader and milder peak at high extensions. This difference causes simulations to over predict the average stretch of the molecules leaving the contraction. Finally, the molecules in experiments always seemed to fall slightly short of the infinite-strain limit extension while simulations predict that nearly all molecules that left the post array with an extension above 20% would reach the infinite-strain limit by the end of the contraction. Possible reasons for the discrepancy between simulations and experiments are suggested with emphasis on nonlinear electrokinetic effects. Additionally, experiments which might elucidate the behavior of molecules in the contraction are suggested.
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