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A New Framework for Production Planning in the Process Industries
Edmund W. Schuster, CPIM, CIRM, and Stuari J. Allen

Iinagine...bwo computers conversing with each other over a
period of ime. They are then asked by a human belng what
they are talking about, and tn the time he takes (o pose the
guestion, the two computers have cxchanged morewords than
the sum total of all the words exchanged by human beings sinee
Home Saplens first appeared on the earth 2 or 3 million years
ago, [Simones, p, 1651

Weare living inan age when time itself has become the greatest
maturml resource of business, Within the process industries, we
build models that collapse time into increasingly smaller inere-
ments, Forexa mplt_*, ten years ago most written communication
ok place by mail, Now, information moves across mmplea:
communication networks in a matter of seconds. Thas c!\:mh'u
casts a new vision of production planning systems as the year
2000 AD approaches.

In the remaining years betore 2000 AD, words such as systems
dyriamics, optimal control and fimte produchon planning will
represent ideas essential to success in the process industries,
These concepts build upon the importance of ime as a compet-
tive weapon

For many years, logisticians have recognized the role of ime in
MOVing gm_ujs from plants and warchouses to the customer
{Coyle, Bardi and Langley, p. 40 Products must be available
when customers want them, Logisticians call this "temporal
uh'lit}r," the value of having goods available at the right time.
Praduction planning systems are an important link in creating
temporal ubility, However, production phmmng systems are
only one part of a larger system. To achieve the greatest overall
effectiveness, production planning systems must communicate
with the entire logistics pipeline.

Information technology has caused a shiftin the traditonal view
of temporal utility. Before mpid communication by computer,
humans moved information. Computers now move informa-
ton ata rate much greater than human respense time, creating
a world exclusive of humans This new world brings a fresh
perspective to temporal utility, A noted author on the study of
time writes:

The artificial ime worlds we have construcked have been
accompanied by a radical new temporal value efficiency. To
be efficient is to minimize the time in which a task is completed
or & product produced and to maximize the vield, expending
the minimum arnount of energy, labor, or capitalin the process.
{Rifkin, p. 103)

In the new nanosecond world of mpid information exchange,
two themes will dominate the design of preduction planning
systems in the process industries: 1} production planning sys-
ternsare partof amuchlarger logistics system and 2) production
planning systemscomprisea multi-level decision process termed
a hierarchy. These two themes summarize the direction of
applied research undertaken duning the pastseveral yearsby the
Center for Process Manufacturing located at Penn State Erie, The
Behrend College. The Center is a unique partnership between

Penn State, APICS and industry, dedicated to the practical
applicationof management science to solve real world problems
in the process industries.

THE ALBATROSS OF MRP I

Many in the process industries who currently have Manufactur-
ing Resource Flanning (MRF [T} systems will heed the words of
Coleridge:

Instead of the cross, the Albutross

Aboust my neck was hung,

MRP I (Figure 1) is a trial and error system, [n the most
traditional form, MRP Il assumes infinite capacity and requires
manual re<hecking to insure feasibility atall levels, Essentially,
MEF 1T users must question due date, capacity, and material
feasibility at each level based on judgment gained through
experience. This requires large amounts of time to accomplish.
In the world of rapid information exchange, traditional MEP 11
will be much too slow to keep up with changing developments
in the marketplace. Beeause of the manual work involved, MRP
II production plans do not keep pace with new information,
Besides, "creating new production plans does not help if the
supply chain has been filled based on the old one” (Fisher,
Hammond, Obermeyer and Raman, p. 83)

These inertial forces severely limit the ability to react o the
changing needs of customers, To compensate for inertia, pro-
cess-onented firms build extra capacity and buffer invenlory
levelsonraw materals. This msultsininereased costand greater
risk of obsolescence,

Beyond the question of generating feasible plans, MR [1 relies
on an in-house ferecast to begin the planning process. Never
accurale, internal forecasts take the bruntof criticism concemning

Figure 1. Hierarchy of Praduction Systems
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the effectiveness of MK I1 (Fisher, Hammond, Chermeyer and
Kaman, p. 93), With rapid information exchange between trad-
ing partners, forecasting takes on a much different role.

Few would favor use of aninternal forecasting too], such as tme
seriesanalysis, over live demand information from thecustomer
(MNahmias, P 21), Unkl recently, detailed information from
customers did notexist, However, the age of rapid information
exchange allows much greater communication between iradmg
partners, It is common to see forecasts based on customer's
information about demand rather than internal estimates of
aggregate demand. This greatly changes the role of manufactur-
ing planning and control (MP&C) systems. Current demand
information from the customer s useless unless an MP&EC
system can quickly turn the information into a feasible, low cost
production plan

Compensaling for the Albalross

Just as the ancient mariner fought the weight of the albatross
about his neck, process-oriented firms ane com pensating for the
shortfalls of MEFP 11 With much fanfare, many Pr(_:-ci_rgs-{rrmntuj
manufacturers replaced their infinite ca pacity, master planning
systems with finite planing and scheduling systems. Mostof the
e finite planning and scheduling systems depend on a rule-
based approach. In highly stable demand situations, role-based
approaches will work ru.-.asun;-.h]}' well, However, in dynamic
situations where demand is constantly changing rule-based
systems réquire a great degree of manual intervention to obtain
i feasible schedule.

Consider the following example to wisualize the hmitahons of
ruli-based systems. Suppose you aredriving onabusy highway
ina large city. The intersechion of each cross street marks a city
block. Stoplights are at each intersection.  Occasionally, you
muststopatanintersection becauseof a red light. Youacceptthe
rule that red means stop, and green means go.

MNow suppose one day that the rules changed . Red now means
g0 and green means stop. Depending on the time of day, you
may witness a tremendous accident at the first intersection,
Eventually, after witnessing several accidents, you would leamn
that the rules had changed. You would adapt to the new setof
rules.

With MP&C systems the consequences are seldom as great as
those mentioned in the above example. When the rules change,
there is no massive automobile accident, rather customer service
suffers and casts increase, Finite planning and scheduling with
rule-based systems is an improvement compared to infinite
capacity planning. However, these systems serveas a transition
to more flexible treatments of the finite capadity problem thatare
able to deal with dynamic demand.

The new framework for production planning in the process
industries builds on the twin themes of systems modeling and
hierarchy. The emerging framework only slightly resembles the
structure of tradiioral MRP II. Beyond question, the new
framework will depend on increasing computing power along
with the prudent application of cperations research. We now
turn cur attention to a discussion of the new framework,

SYSTEMS MODELING AND THE BEER GAME

Modeling distribution networks to determine cost impacts have
received much attenton by several practitioners within APICS

(Canelia & Schuster, 1987; Schuster & Canella, 1990: Schuster,
1987, 1990).

With basic knowledge of logistics systems assuimed, let's Took at
a simple game to highlight the behavior of a logistics system,
This game originated at the Systems Dynamics Laboratory of
MIT. Itisacommon classroom exercise for students stud ying the
behavior of systems,

Imagineasimplesystem for production and distribution of beer.,
Customers purchase cases of beer from a whalesale distdbutor
whoin turn receives shipments directly from the beer manufac-
turer.  The beer manufacturer receives shipments of emply
bottles from a glass company. Both the beer manufacturer and
the glass company have finite capacity and fived Jead-times,
They do not receive direct demand information from the cus-
tomer. Rather, they sec demand as orders for truckloads of beer
(from the distributar) and orders for truck loads of empty bottles
{from the manufacturer)

Tobegin the game, customers purchase beer ata hixed rate. Both
the beer manufacturer and the glass supplier are able o match
their production rates to the consumption rate even though thay
do not have first hand knowledge of the rate of consumption,
The matching of production rates results from consistent orders
for truckloads of beer and ermpty glass.

Atsome pointin the game, stadents increase their consum plicn
of beer, then hold at the new consumption rate. This represents
a single step in demand.

The effect of this single jump in demand is quite dramatic. The
beer manufacturer quickly senses that demand is increasing,
Wishing not to lose any sales, production increases to cover
surging demand  Meanwhile, the glass company must react ta
the increased production of beer, and produces slightly more
empty glass than the beer manufacturer actually needs. Thereis
anamplificationin theproduction rates at both the manufacturer
and the glass company,

Eventually, the beer manufacturer becomes alarmed as inven-
tory levels offinished goods begintorise. The beer manufacturer
has over-anticipated the amount of beer consumed because of
the rapid jump in demand. Battling production rates are cut so
that inventory will decrease. This has a great effect on the glass
company which has not anticipated the decrease in demand for
empty bottles,

As the game continues, students find that incomplete informa-
ton concerning customer demand causes highly irregular de-
mand patterns (this is represented in Figure 2). This lumpy
demand proves disastrous to both the beer manufacturer and

glass company.

In real life, situations similar to the beer game occur many
times per day, Process-oriented firms must carry additional
capacity and inventory to buffer against wild swings in de-
mand caused by the non-linear nature of dynamic systems
{Fisher, Hammond, Obermeyer and Raman, p. 85). Until
underling system dynamics are well understood, process-
oriented firms will continue to experience boom-bust cycles
that increase cost. A member of the System Dynamics Labo-
ratory at MIT summarizes this feeling with the following
passage:
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Structures of which we are unaware hold us prisener: Con-
versely, learning tosee the structures within which weoperate
beyzins the process of freeing ourseltves from previowsly unseen
forces and ulbimately mastering the ability to work within them
and change them. (Senge)

The Ceontinuous Replenishment Sclution to the Systems
Dynomics Problem

The key to solving the vexing problem of lumpy demand
patterns les in adapting appropriately to changes in demand,
During the past len years, systems designers made several
attempts to smoeoth cut irregular demand patterns by wsing
improved planning systems, Forexample, the original promise
of Distribution Requirements Planning (DRP} mvolved the po-
tential to smooth out irregular shipmenis between plants and
forward warchouses by .1da|:lhng Matenal Requirements Plan-
ning (MRF) logie (o distibuton planning. Though partially
successful, DRE fell prey to the old enemy, forecast error

Process-ariented firms proved largely unsuccessful in forecast-
ing shipments from forward warehouses. This reduced the
effectiveness of DET,

Intheearly 199Y's, systems designers tned a differentapproach
todeal with irregular demand patterns. They applied DRP logic
to individual customers and used improved data communica-
tion technology o take advantage oflivedemand and inventory
data obtained directly from customer’s inventory systems (see
figaire 3). Customers began to expedment with allowing manu-
facturers to determine the size and timing of .-;hi]:rmum_: to their
distribution centers. This process became known as Continuous
Replenishment (CR),

Under CR, rapid communication of true customer demand
patlerns gives manufacturers the opportunity to balance supply
with demand. Accurate knowledge of production capability
(finite production planning), combined with CR provides a
powerful system to smooth out lumpy demand patterns, In this
view, the manufacturing plant is a link in the chain beginming
with raw material purchase and ending with consumers pur-
chasing finished product. If manufacturing plant systems are

Figure 2. Traditienal Replenishment System

not able to react quickly, a bottleneck will develop with dire
consequences. This mises questions concerning the speed with
which MRP 1T can determine production and raw material
requirements and its ability to deal with capacity constraints.

THE POST MREP 1l ERA

Among the practitioner, academic and consulting communities,
little disagreement exists concerning the potential of finite plan-
ning and scheduling to reduce cost. Process-oriented firms must
plan within capacity constmints in order to remain profitable
and deliver high levels of service to customers. With flat bills of
material and short lead times, materal planning is relatively
simple compared to complex capacity planning decisions,

Process-oriented firms have several oplions concerning finite
planning and schudu]i.ng. As mentoned previously, most cur-
rent applications utilize rule-based approaches that aceomplish
the minimum goals of finite planning and scheduling, but lack
the flexibility to deal withdynamic demand. A smaller groupof
softwarevendors uses deterministicsimulation o perform “what-
if" analysis (for an example, see Schuster and Fineh, 19909,
Finally, a very small group of software vendors employsoptimal
based appmachaﬁ that require mathematical programming,

Because of the highly competitive nature of consumer and
commodity industries, Process-oriented firms ask o great deal
from finite planning and scheduling systems. During the past
several years, wedeveloped alist of elements that finite planning
and scheduling must handle: 1) customer service levels, 2)
forecast bias, 2) manufacturing lead time, 4) eapacity, Sinven-
tory carrying cost, 6) set-up costs and 7) lotsizing, [tis doubtful
asingle model can address all of the issues important ba process-
oriented manufacturers. [ such a model did exdist, it would be
highly complex and require long solution times.

A more practical approach involves combining several models
together in hopes of satisfying all theissues of concern to process-
oriented firms. Current research at the Center for Process Manu-
facturing has focused in this direction (Allen and Schuster, 1953,
1994; Schuster and Allen, 1994). Evidence exists that other
researchers follow the same line of reasoning (see Gascon,
Leachman and DeGuia, 1993, However, an
occasional situation arises when a single maodel
works with success {for an example, see Allen,
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19%0). This attests to the great fexibility of
applied operations research in solving practical
problems.
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greater as comprehensive finite planning and
scheduling models becoms available. The

CONSUMER

HOUSEHOLD

PRODUCT FLOW -

FROM FODD ENGINEE AMNG
AALH 1904

tme lags associated with MEF I willne longer
exist. Because process-oriented firms have tat
bills of material, some researchers’ hint that
MREF may become completely integrated with
finite planning and scheduling {see Leachman,
19937, This would come close to the elusive
goal of a madel that develops feasible capac-
ity, materials and due date plans simulta-
neously.
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THE FUTURE PROMISE OF CONTROL THEORY

Beyond the finite planning and scheduling body of knowledge
lies the specter of a “guiding hand” that coordinates flow
through an entire logistics system. Control theory may assume
this role in the age of rapid information exchange.

A brief example provides the best way to understand contral
theory, When you take a shower, cold and warm water mix
topether and flow through the shower head. As the water
changes lemperature, you adapt by adjusting the cold and warm
water faucets lo get the correct temperature, As ime passes, you
continue to adjust the facets to maintain the correct tem &mture.
The patterns of adjustments constitute a regulation function.
Often the pattern of adjustment is irregular and hard to predict.

Mo lets take this analopy one step further, Suppose wewanted
te find the unique pattern of adjustments that mimmizes the
amount of warm water needed 1o maintain the correct tempera-
ture, In somme respects, this is much like a trajectory problem in
physics, A unique body of mathematics called optimal control
exists that will solve this problem. With onigins in engineering,
aptimal control finds many applications in physical systems. [t
is a way to find optimal solutions to dynamic problems. Re
searchers are beginning to apply optimal control to solve prob-
lems in sconomics and logistics,

Thoughmathematically rigorous, optimal control may someday
provide the “guiding hand” that minimizes cost in production
and logistics systems,

CONCLUSION

The friamework for production planning in the process indus-
tries is changing rapidly as new information technology be-
comes available, The raditional framework of MEP 11 will not
be able to cope with rapid exchange of information between
trading partners. Rule-based finite planning and scheduling
systems will give way to multiple models that provide near
optimal solutions to d ynamic problems. Finally, MP&C systems
will become part of broader logistics systems.

Figure 3. The ECR System

As thesechanges unfold, we uncdertakea greatdialogue between
industry, academia and consulting during the remainder of this
decade. Inthe words of Coleridge:

The guests are met, the feast is waet;
Mav'st hear the merry dim.
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