1 Introduction

Many AI problems, such as planning, grammar learning, program induction, and theory discovery, require searching in symbolic domains. Most models perform this search by evaluating a sequence of candidate solutions, generated in order by some heuristic. Human reasoning, though, is not limited to sequential trial and error. In particular, humans are able to reason about what the solution to a particular problem should look like, before comparing candidates against the data. In a program synthesis task, for instance, a human might first determine that the task at hand should be solved by a tail-recursive algorithm, before filling in the algorithm’s details.

Reasoning in this way about solution structure confers at least two computational advantages. First, a given structure subsumes a potentially large collection of primitive solutions, and exploiting the constraints present in the structure’s definition makes it possible to evaluate the collection in substantially less time than it would take to evaluate each in turn. For example, a programmer might quickly conclude that a given algorithm cannot be implemented without recursion, without having to consider all possible non-recursive solutions. Second, it is often possible to estimate ahead of time the cost of evaluating different structures, making it possible to prioritize those that can be treated cheaply. In planning a route through an unfamiliar city, for example, one might first consider possibilities which use the subway exclusively, excluding for the moment ones that involve bus trips as well: if a successfully subway-only solution can be found, one then avoids the (potentially) exponentially more difficult bus-and-subway search problem.

Here, we consider a family of toy problems [1], in which an agent is given a balance scale, and is required to find a lighter counterfeit coin in a collection of genuine coins using at most some prescribed number of weighings. We develop a language for expressing solution structure that places restrictions on a set of programs, and use recent program synthesis techniques to search for a solution, encoded as a program, subject to hypothesized constraints on the program structure.

2 Model

Our objective is to find a model, or theory, that satisfies some specification or minimizes some loss. At a high level the approach is to propose metatheories, which are schemas, or templates, that can be filled in to give a concrete theory. Our model has three components: (1) a language for metatheories; (2) a solver, which searches for a theory, given a metatheory, and (3) a policy, which selects metatheories to hand off to the solver.

2.1 A language for metatheories

Our goal here is to define a space of metatheories: templates that can be filled in to give a concrete testable theory. Our theories take the form of programs, so we want metatheories that restrict the structure of programs. We restrict the structure of a program by specifying
### 2.2 Solver

We use a general-purpose program synthesis tool, called Sketch [3], as our solver. The Sketch tool takes as input a partial program (referred to as a “sketch”), along with a specification. A sketch leaves some constants unspecified, leaving “holes”, and Sketch can solve for the values of the holes that make the specification hold using a SAT solver. We automatically compile each metatheory into a sketch, and introduce holes that when assigned values will concretize the sketch into a specific theory. Sketch excels at discovering intricate low-level structure, but is less adept at making high-level decisions, such as how many subroutines a program should have, or what their types should be. Thus we left those decisions to our metareasoning process.

### 2.3 Metatheory selection policies

Given some metatheories, we need a policy that picks a promising candidate. One approach, inspired by Levin search and OOPS [4], is to try the next metatheory maximizing $P$(success)/$E$(search time) - heuristically, maximize successes per second. In this work, we did not attempt to model the probability of success, and so treat all metatheories as equally likely to succeed. So we’re after the metatheory minimizing $E$(search time) - the next metatheory which we can most quickly accept or reject.

We considered four metatheory selection policies. The first three minimize different proxies for search time, namely: (1) call graph size, (2) number of holes, and (3) variables in SAT problem solved by Sketch. The fourth policy uses linear regression to learn to predict search time.
time based on problem features (the three above, plus the number of clauses in the SAT encoding.) See Fig. 3.

3 Problem domain

The family of problems we consider involves finding a counterfeit coin among a collection of genuine coins, given a balance scale and the knowledge the counterfeit coin is lighter than the genuine ones. The classic version of the problem has nine coins and two weighings, and may be solved as follows: first split the nine coins into three groups of three, and weigh the first two groups against each other. If one group is lighter, then it must contain the counterfeit coin; if they balance, the counterfeit is in the third group. Regardless, after the first weighing it remains to find the counterfeit among three genuine ones. This can be done by weighing two of them against each other: if one is lighter, it is the counterfeit, and if they balance, the held out third coin is.

We consider solutions of the following form: a subroutine takes in a collection of coins, divides them into subcollections, either by forming \( n \) equally-sized groups or by forming groups of specified sizes. It then weighs two subcollections against each other, and calls another subroutine depending on the outcome of the weighing. Fig. 2 shows two sample programs and their call graphs.

Note that the sample solution above is recursive: at each step it splits a collection into three equally-sized subcollections, and recurses into the one containing the counterfeit. This gives a hint of why our model will help: creating an arbitrary program requires choosing a large number of splits and subroutine calls, but once it is known the solution is recursive (as will be hypothesized by our metatheory search), only a few choices remain.

3.1 Results

We selected six problems within the coin weighing domain, some of whose solutions had simple recursive metatheories. We solved these problems with each policy and compared against a baseline sketch, one without any metatheory constraints. Fig. 1 gives the times to find a solution for each problem and policy.

We see that metareasoning speeds up search when the solution has some special structure (such as the recursive solution for 9 coins), and can allow the solver to discover solutions to problems otherwise outside its scope (eg, 27 coins/3 weighs). However, there is no free lunch: trying simpler metatheories first, as in 5 coins/2 weighs, hurts when the solution doesn’t fit these simpler forms. But, in first proposing metatheories that it can reject quickly, it avoids catastrophic slowdowns, similar to [4] or other variants of iterative deepening. We see that the variables and learned policies do best, and note that it is exactly these that have access to the underlying constraints given to the solver. In general, metareasoners might do well to have access to features of the underlying representation sent to a backend reasoner.

4 Related Work

The work described in [5, 6] consider theory learning problems in which inference involves an outer loop Metropolis-Hastings (MH) search over rules, and an inner loop Gibbs sampling
Table 1: Solution time under different policies. Baseline: no metareasoning. Graph: try in order of call graph size. Degrees of freedom: try in order of # holes. Variables: try in order of # variables in SAT formula. Learned: use learned runtime model (see Fig. 3). Solver fails on most 27 coins/3 weighs metatheories, so we omit results for these cases.

<table>
<thead>
<tr>
<th>coins</th>
<th>weigh</th>
<th>baseline (sec)</th>
<th>graph (sec)</th>
<th>degrees of freedom (sec)</th>
<th>variables (sec)</th>
<th>learned (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>4.73</td>
<td>2.39</td>
<td>2.39</td>
<td>1.68</td>
<td>2.39</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>7.57</td>
<td>18.69</td>
<td>18.69</td>
<td>8.25</td>
<td>18.69</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>29.16</td>
<td>6.01</td>
<td>6.01</td>
<td>3.81</td>
<td>3.81</td>
</tr>
<tr>
<td>27</td>
<td>3</td>
<td>≥ 3 hrs</td>
<td>253.55</td>
<td>253.55</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

assignment of latent predicates, roughly analogous to our metatheory search and solver. However, [5, 6] deploy Gibbs sampling on all MH proposals, whereas we use a policy to select only the most promising metatheories.

Like us, [7] models a search over algorithms, and like our learning-based policy, they use a feature-based problem representation to estimate algorithm runtime. Our model differs, in that it considers a potentially infinite collection of solutions, generated on-the-fly. Also like us, [2] considers an infinite set of over hypotheses generated by a grammar over graphs. Their focus was defining this expressive class of models, while our focus here is on metareasoning strategies for efficient inference for similarly structured spaces.

5 Open Questions and Future Work

While our metatheory language captures some important structural aspects of candidate solutions, it leaves others out. Among the first observations a human would make about the coin weighing puzzle, for instance, is that each weighing should place equal numbers of coins on the two sides of the scale. A human would be similarly quick to notice that if a weighing shows one batch of coins to be lighter than another, then the counterfeit coin must be among the light ones, and that future weighings in a recursive strategy should focus on this group. Building in these observations to our model would yield substantial speed ups, but at present there is no facility in our metalanguage for expressing such facts, and no mechanism by which the model could discover or prove them on its own.

Future work will apply this method to other domains, such as grammar induction. Like more general programs, a grammar’s large-scale structure can be characterized by a call graph, in which nonterminals take the place of subprocedures, meaning that our approach could be applied more or less out of the box. Fig. 4 shows the call graph for an example grammar. Another cognitively interesting domain is theory learning. Many theories are naturally expressed as logic programs, which have strong formal similarities to grammars, and which, like grammars, can be assigned a call graph.

In grammar and program induction problems, there are infinitely many solutions that match the training data, and a prior is required to choose among them. Thus, solving a grammar or program induction requires optimizing a posterior distribution over solutions rather then simply finding a single acceptable solution as in the coin weighing puzzle. This consideration gives an additional criterion for selecting metatheories: a good metatheory should tend to lead to primitive solutions with high prior probability.
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