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a  b  s  t  r  a  c  t

Work  in  theoretical  linguistics  and  psycholinguistics  suggests  that  human  linguistic  knowledge  forms  a
continuum  between  individual  lexical  items  and  abstract  syntactic  representations,  with  most linguistic
representations  falling  between  the  two  extremes  and  taking  the  form  of  lexical  items  stored  together
with  the  syntactic/semantic  contexts  in  which  they  frequently  occur.  Neuroimaging  evidence  further  sug-
gests that  no  brain  region  is  selectively  sensitive  to only  lexical  information  or  only  syntactic  information.
Instead,  all  the  key  brain  regions  that  support  high-level  linguistic  processing  have  been  implicated  in
both  lexical  and  syntactic  processing,  suggesting  that  our  linguistic  knowledge  is  plausibly  represented
in a distributed  fashion  in  these  brain  regions.  Given  this  distributed  nature  of linguistic  representations,
multi-voxel  pattern  analyses  (MVPAs)  can  help  uncover  important  functional  properties  of the  language
system.  In  the  current  study  we  use MVPAs  to  ask  two  questions:  (1)  Do  language  brain  regions  differ  in
how robustly  they  represent  lexical  vs. syntactic  information?  and  (2)  Do  any  of  the  language  bran  regions
distinguish  between  “pure”  lexical  information  (lists  of  words)  and  “pure”  abstract  syntactic  information
(jabberwocky  sentences)  in the  pattern  of  activity?  We  show  that  lexical  information  is  represented  more
robustly  than  syntactic  information  across  many  language  regions  (with  no language  region  showing  the
opposite pattern),  as evidenced  by a  better  discrimination  between  conditions  that  differ  along  the  lexical
dimension  (sentences  vs. jabberwocky,  and  word  lists  vs. nonword  lists)  than  between  conditions  that
differ  along  the  syntactic  dimension  (sentences  vs.  word  lists,  and jabberwocky  vs. nonword  lists).  This
result suggests  that  lexical  information  may  play  a more  critical  role  than  syntax  in  the  representation
of  linguistic  meaning.  We  also  show  that  several  language  regions  reliably  discriminate  between  “pure”
lexical information  and  “pure”  abstract  syntactic  information  in  their  patterns  of  neural  activity.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

A  primary goal of language research is to understand the rep-
resentations (data structures) and the computations (algorithms)
that enable us to produce and understand language. However, these
are difficult questions, and even in domains like vision, where we
have access to animal models and single-cell recording data, we are
only beginning to get glimpses of what the representations might
look like that allow us to recognize an object or a face (e.g., DiCarlo &
Cox, 2007; Freiwald & Tsao, 2010; see Kanwisher, 2010, for discus-
sion). Nevertheless, behavioral and neuroimaging investigations
can place constraints on the architecture of the language system
by revealing (i) cognitive and neural dissociations between specific
mental processes, (ii) the time-course of each mental process, and
(iii) whether specific pairs of mental processes are independent or
interactive.

∗ Corresponding author. Tel.: +1 617 253 8423.
E-mail address: Evelina9@mit.edu (E. Fedorenko).

The current paper is concerned with the processing of two
kinds of information present in the linguistic signal: lexical infor-
mation and syntactic information. In the rest of the Introduction,
we discuss what is currently known about the nature of our
linguistic representations (Section 1.1), and about the spatial
organization of these representations in the brain (Section 1.2).
Based on work in theoretical linguistics and available evidence
from psycholinguistic investigations, we  argue that our linguis-
tic knowledge forms a continuum between individual lexical
items and abstract syntactic representations, with most lin-
guistic representations falling between the two extremes and
taking the form of lexical items stored together with the syn-
tactic/semantic contexts in which they frequently occur (the
context could further vary in the degree of abstractness from
a string of specific lexical items to an abstract rule or part of
a rule stored in terms of syntactic categories). Based on the
available neuroimaging evidence, we argue that these linguistic
representations are organized in a distributed fashion through-
out the language system, such that no brain region is selectively
sensitive to only lexical or only abstract syntactic information.

0028-3932/$ – see front matter ©  2011 Elsevier Ltd. All rights reserved.
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Given this distributed nature of linguistic representations, we  use
multi-voxel pattern analyses (Haxby et al., 2001) to ask two ques-
tions: (1) Do language brain regions differ in how robustly they
represent lexical vs. syntactic information? and (2) Do any of the
language brain regions distinguish between conditions that con-
tain “pure” lexical information vs. “pure” syntactic information? In
Section 1.3 we provide a brief general introduction to multi-voxel
pattern analyses.

1.1. The nature of linguistic representations

Knowing the meanings of individual words and understand-
ing how these words can combine with one another to create
new, complex meanings are core components of our language
knowledge. In the early days of language research, the lexicon and
syntactic rules were conceived of as distinct components of the
human cognitive architecture. However, over the years, the dis-
tinction between the lexicon and syntax has become blurred. We
briefly review the historical trajectory of this relationship in the
theoretical linguistic, computational linguistic, and psycholinguis-
tic communities.

Theoretical linguistics. At the outset of the generative linguis-
tics enterprise (initiated by the “Chomskyan revolution” that took
place in the late 1950s/early 1960s), syntax was conceived of as
a set of abstract rules for combining words into complex struc-
tures. The grammatical frameworks developed in this tradition
did not incorporate lexical information into the syntactic rules
(e.g., “Aspects”, Chomsky, 1965). However, throughout the 1960s,
1970s and 1980s language researchers observed that fine-grained
properties of words have consequences for how words can com-
bine with other words in various syntactic constructions (“X-bar
theory”, Jackendoff, 1977; “Government & Binding”, Chomsky,
1981), making it clear that abstract rules based on syntactic cat-
egories alone (like noun or verb) are not the most natural way
to characterize the richness of linguistic knowledge. In the 1980s
and 1990s a number of grammatical frameworks were developed
where lexical knowledge was tightly integrated with combinato-
rial rules (e.g., LFG, Bresnan, 1982; HPSG, Pollard & Sag, 1994),
thus blurring the distinction between the lexicon and syntax.
Most recent grammatical frameworks do not draw a sharp dis-
tinction between the lexicon and syntax. Instead, lexical entries
contain rich information about how a given word can combine
with other words across various constructions, and the abstract
combinatorial rules are reduced to a minimum (e.g., Bybee, 1998;
Culicover & Jackendoff, 2005; Goldberg, 1995; Jackendoff, 2002,
2007; Joshi, Levy, & Takahashi, 1975; Schabes, Abeille, & Joshi,
1988).

Computational linguistics. In parallel with the efforts in the field
of theoretical linguistics to construct grammars that best capture
our knowledge of language, in the 1980s and 1990s computational
linguists worked on parsers that could provide syntactic analy-
ses for arbitrary sentences. Initial attempts that used grammars
akin to those in Chomsky’s earliest proposals that do not track
and make use of phrasal co-occurrence relations among words or
between words and syntactic categories (e.g., simple context-free
grammars) were not successful. However, when lexical knowledge
was taken into consideration (e.g., Charniak, 1996, 1997; Collins,
1996, 1997; Magerman, 1994), performance greatly improved,
suggesting that accurate analysis of new linguistic input is only pos-
sible when fine-grained information about co-occurrences among
words, and/or between words and syntactic contexts, is incorpo-
rated into the parser.

Psycholinguistics. In the early days of psycholinguistic research
in the area of sentence processing, the lexicon and syntax were
treated as two distinct information sources that are used to extract

meaning from the linguistic signal.1 However, many studies have
now shown that comprehenders are sensitive not only to unigram
frequencies of lexical items (e.g., Morton, 1969; Rayner & Duffy,
1986) or to overall frequencies of particular syntactic constructions
(e.g., Frazier & Fodor, 1978), but also to frequencies of lexical items
in particular syntactic contexts. For example, comprehenders are
sensitive to frequencies of words occurring in specific syntactic
constructions, and to co-occurrences between verbs and partic-
ular arguments (e.g., Clifton, Frazier, & Connine, 1984; Garnsey,
Pearlmutter, Myers, & Lotocky, 1997; Gennari & MacDonald, 2008;
MacDonald, Pearlmutter, & Seidenberg, 1994; Reali & Christiansen,
2007; Traxler, Morris, & Seely, 2002; Trueswell, Tanenhaus, &
Garnsey, 1994). Such findings suggest that comprehenders keep
track of co-occurrences at different grain sizes, crossing the bound-
ary between individual lexical items and abstract combinatorial
rules.

In summary, most current proposals in theoretical linguistics
agree that lexical knowledge must be tightly incorporated into the
grammar in order to account for the richness of people’s linguis-
tic knowledge, and much psycholinguistic evidence suggests that
comprehenders keep track of fine-grained distributional informa-
tion about lexical items and the syntactic contexts in which they
occur.

In spite of this highly integrated view of the lexicon and syntax,
it is worth pointing out that some syntactic abstraction – beyond
particular lexical items or groups of lexical items – must exist in the
language system. One kind of evidence comes from the processing
of jabberwocky sentences (e.g., “All mimsy  were the borogoves,
and the mome  raths outgrabe”; Carroll, 1871). For example, Kako
(2006) showed that people can make grammaticality judgments
on jabberwocky materials (see also Yamada & Neville, 2007, for
evidence of ERP responses to syntactic violations in jabberwocky
sentences, and see also Fedorenko, Frank, & Gibson, 2009, for evi-
dence of syntactic complexity effects in jabberwocky sentences).
Similarly, some representations are plausibly purely lexical with
little/no syntactic information associated with them (e.g., certain
nouns may  have this form). Let us now consider this view of lin-
guistic knowledge in the context of what is known about the neural
architecture of language.

1.2. The organization of linguistic knowledge in the brain

If our knowledge of language indeed consists of some “pure” lex-
ical representations and some abstract syntactic representations,
with most representations falling in between and taking the form of
combinations of lexical items and syntactic rules or part-rules asso-
ciated with those lexical items, then we might expect our language
system to contain some brain regions that are selectively sensitive
to lexical information, other brain regions that are selectively sen-
sitive to abstract syntactic information, with perhaps most regions
being sensitive to both lexical and syntactic information.

Before discussing the available evidence, let us define what
it would mean for a brain region to be sensitive, as well as
selectively sensitive, to lexical vs. to syntactic information. To do
so, let us consider four conditions, which have been commonly
used in previous neuroimaging investigations to ask questions
about the brain basis of lexical and syntactic processing (e.g.,
Friederici, Meyer, & von Cramon, 2000; Humphries, Binder,
Medler, & Liebenthal, 2006, among others): sentences, lists of

1 In fact, some early studies argued that syntactic information is somehow privi-
leged (i.e., considered at an earlier point in time and/or weighted more strongly) in
deriving the meaning of an utterance (e.g., Frazier, 1978; Ferreira and Clifton, 1986).
Later studies have shown, however, that this is not the case: lexical information is
used as early as can be measured and can guide interpretation, just like syntactic
information (e.g., Trueswell et al., 1994).
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Fig. 1. Four experimental conditions that have been used extensively in previous neuroimaging studies to study lexical and syntactic processes. Sample items are taken from
Fedorenko et al. (2010; Experiment 1).

Fig. 2. Idealized functional profiles of response for a voxel or a region that is sensitive to both lexical and syntactic information (purple frame), to lexical information only
(red  frame), and to syntactic information only (blue frame). S = Sentences, W = Word-lists, J = Jabberwocky sentences, N = Nonword lists.

unconnected words, jabberwocky sentences and lists of uncon-
nected pronounceable nonwords. These four conditions can
be conceived of in a 2 × 2 design (see Fig. 1) crossing the
presence/absence of lexical information (present in the Sen-
tences and Word-lists conditions, absent in the Jabberwocky and
Nonword-lists conditions) with the presence/absence of syntactic
information (present in the Sentences and Jabberwocky conditions,
absent in the Word-lists and Nonword-lists conditions).

In principle then, using a contrast between +lexical and −lexical
conditions we should be able to find regions sensitive to lexical-
level information, and using a contrast between +syntactic and
−syntactic conditions we should be able to find regions sensi-
tive to combinatorial (syntactic and/or semantic) information (for
brevity, we will refer to this information as “syntactic” in the rest
of the paper). Of course, these contrasts may  not target only the
regions sensitive to lexical and syntactic information, respectively.
For example, some regions may  respond more to +lexical and/or
+syntactic conditions because those conditions are more engaging.
Furthermore, different language researchers may  have strong opin-
ions about why these functional contrasts are not ideally suited
for investigating lexical and/or syntactic processing in the brain,
and/or about other kinds of contrasts that may  be more appropriate.
Nevertheless, these simple and maybe somewhat crude conditions
are highly useful for investigating lexical and syntactic processing
because clear predictions can be made about the responses that
these conditions should elicit in brain regions with different func-
tional properties. For example, most researchers would agree that
a brain region that stores lexical knowledge should show a stronger
response to words than nonwords, and a region that stores syntac-
tic knowledge should show a stronger response to sentences than
lists of unconnected words, and to jabberwocky than lists of non-
words (see e.g., Rogalsky & Hickok, 2011, for similar arguments).
We  therefore use these conditions in the current investigation.

Furthermore, if a brain region is selectively sensitive to lexical
information, then it should be relatively insensitive to the pres-
ence/absence of structural information (e.g., Fig. 2, red frame),
and if a brain region is selectively sensitive to abstract syntac-
tic information, then it should be relatively insensitive to the

presence/absence of lexical meanings (e.g., Fig. 2, blue frame). (Of
course, if a brain region is sensitive to both lexical and syntactic
information, it should show a profile like the one in Fig. 2, purple
frame.)

Let us now turn to the available neuroimaging evidence. Inspired
by the early theorizing in the field of language research, numer-
ous PET and fMRI studies have looked for neural dissociations
between lexico-semantic and syntactic processing (e.g., Dapretto &
Bookheimer, 1999; Friederici et al., 2000; Humphries et al., 2006;
Mazoyer et al., 1993; Stowe et al., 1999; Vandenberghe, Nobre, &
Price, 2002, among others), and many of these claimed to have
observed such dissociations. However, considering the literature as
a whole, no brain region has been convincingly shown to selectively
respond to lexical information, or to selectively respond to syntac-
tic information.2 Instead, across studies, all key language regions on
the lateral surfaces of left frontal and temporal cortices have been
implicated in both lexical and syntactic processing, suggesting that
lexical knowledge and syntactic knowledge may be stored in the
same brain regions.

Consistent with this picture, our own  recent work (Fedorenko,
Hsieh, Nieto-Castañon, Whitfield-Gabrieli, & Kanwisher, 2010; see
Bedny, Pascual-Leone, Dodell-Feder, Fedorenko, & Saxe, 2011, for
similar results) shows that each brain region that is sensitive to
high-level aspects of the linguistic signal, as evidenced by a stronger
response to sentences than nonword lists (i.e., regions on the lateral

2 It is worth noting that a simple failure to observe activation in some brain
region when examining the brain’s response to a particular manipulation, espe-
cially in traditional group-based analyses, cannot be taken as evidence that said
brain region is not sensitive to the manipulation in question. Such failures could
be  due to insufficient power to detect the effect and/or to variability in the loca-
tions of the relevant brain region across subjects (see Fedorenko et al., 2010;
Fedorenko, Nieto-Castanon, & Kanwisher, in press; Nieto-Castañon, Kanwisher, &
Fedorenko, submitted for publication, for recent discussions). However, the case
can  be strengthened if (i) the most sensitive methods available are used (e.g., func-
tional regions-of-interest defined in individual subjects), (ii) other brain regions are
responsive to the manipulation in question, and (iii) the brain regions that are not
sensitive to the manipulation in question are sensitive to other manipulations.
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surfaces of left frontal and left temporal and parietal cortices, and
some additional regions; see Fig. 5), is sensitive to both lexical and
syntactic information. In fact, every region within this high-level
linguistic processing network shows a similar response profile:
the response is strongest to sentences, weaker to word lists and
jabberwocky, and weakest to nonword lists (Fig. 2, purple frame).
The Word-lists and Jabberwocky conditions elicit a similar-
strength BOLD response throughout the language system (see Fig.
D1 in Fedorenko et al., 2010; see Bedny et al., 2011, for similar
results).

In summary then, among the brain regions within the lan-
guage network there does not appear to be a robust dissociation
between sensitivity to lexical vs. syntactic information. However,
the functional profile observed in these regions (i.e., sensitivity to
both lexical and syntactic information; Fig. 2, purple frame) could
arise from several distinct underlying activation patterns at a finer
spatial grain within these regions. We  illustrate some of these pos-
sibilities in Fig. 3, where each 4 × 4 grid represents a region, and
each square in the grid represents a voxel.

One possibility (Fig. 3a) is that these regions are functionally
homogeneous, and the profile observed for the region as a whole
is also observed in each individual voxel comprising this region
(of course, some of these voxels may  be relatively more sensi-
tive to lexical information and others to syntactic information).
Another possibility, however, is that at a finer spatial grain there
is functional heterogeneity, such that some voxels are selectively
sensitive to lexical information, and other voxels are selectively
sensitive to syntactic information (Fig. 3b–e). This heterogeneity
can take the form of sub-regions that have some systematicity in
their spatial locations within a region across subjects (Fig. 3b), sub-
regions whose spatial locations within a region are arbitrary across
subjects3 (Fig. 3c), or distributed patterns of voxels where voxels
that are selectively sensitive to lexical information are spatially
interleaved with voxels that are selectively sensitive to syntactic
information (Fig. 3d–e).

Distinguishing among these various possibilities is critical for
understanding how lexical and syntactic knowledge is organized
in the human mind and brain. Some existing evidence renders
some of these alternatives less likely. In particular, neuroimag-
ing evidence and evidence from brain-damaged populations does
not appear consistent with the existence of sub-regions that are
selectively sensitive to lexical vs. syntactic information (i.e., Fig. 3b
and c). As discussed above, previous neuroimaging evidence failed
to identify brain regions that are selectively sensitive to lexical
or to syntactic information. Consistent with this picture, when
we were developing a functional “localizer” for high-level lan-
guage regions (Fedorenko et al., 2010), we spent a great deal
of time and effort in a search for regions selectively sensitive
to lexical vs. syntactic information. Our efforts included both
(i) a careful examination of many individual subjects’ activa-
tion maps and (ii) applying the group-constrained subject-specific
analysis methods (GSS; see Fedorenko et al., 2010, for details)
to various functional contrasts (e.g., Word-lists > Nonword-lists,
Jabberwocky > Nonword-lists, Word-lists > Jabberwocky, and Jab-
berwocky > Word-lists). GSS-style analyses are a more sensitive
alternative to the traditional random-effects analyses and enable
discovering spatially similar regions without the requirement of
voxel-level overlap among subjects (a version of these analy-
ses can also look for functionally stable sub-regions within a

3 In either the scenario illustrated in Fig. 3b or the one in Fig. 3c there may  be sub-
regions that are sensitive to both lexical and syntactic information, but the critical
feature of these scenarios is that they contain some sub-regions that are selectively
sensitive to lexical information, and others that are selectively sensitive to syntactic
information.

particular volume without the constraint of spatial systematic-
ity across subjects). None of these analyses revealed regions that
are selectively sensitive to lexical information or selectively sensi-
tive to syntactic information (i.e., with response profiles like those
shown in the red and blue frames in Fig. 2), with or without the
constraint of spatial consistency across individual brains.

Similarly, the existence of such sub-regions predicts the exis-
tence of patients with selective difficulties with individual word
meanings (with no syntactic difficulties), or selective difficulties
in combining words with one another or interpreting meaning
units above the word level (with no lexical difficulties). Although a
detailed discussion of the available patient evidence is beyond the
scope of the current paper, to the best of our knowledge no strong
dissociations between difficulties with individual word meanings
and difficulties with combinatorial processing have been reported.4

The absence of such dissociations could of course simply mean
that the specialized sub-regions are so small that typical kinds of
brain damage (e.g., due to stroke) always affect multiple nearby
sub-regions. However, taken in the context of the neuroimaging
evidence (where we  were unable to discover functionally selec-
tive sub-regions in a relatively large dataset, with a lot of data per
subject, and sensitive analysis methods), the patient data provide
further evidence against the possibilities illustrated in Fig. 3b and
c. This leaves us with the possibilities illustrated in Fig. 3a, d and
e: distributed representations that either do (Fig. 3d and e) or do
not (Fig. 3a) contain voxels that are selectively sensitive to lexical
or syntactic information, and that either do (Fig. 3a and e) or do not
(Fig. 3d) contain voxels that are sensitive to both lexical and syntac-
tic information. Given these plausibly distributed representations,
we can investigate functional properties of language regions using
multi-voxel pattern analysis methods (e.g., Haxby et al., 2001; see
Section 1.3 below for a brief overview), which look at the spatial
patterns of neural activity across voxels in a region in response to
different experimental manipulations.

In the current investigation we  use pattern analyses to ask two
questions. First, we ask whether brain regions engaged in high-
level linguistic processing differ in how robustly they represent
lexical vs. syntactic information. Although we  have found that all
the regions that respond to high-level linguistic stimuli are sen-
sitive to both lexical and syntactic information, it is possible that
some regions are relatively more sensitive to lexical information
and other regions are relatively more sensitive to syntactic infor-
mation. Although such a dissociation would be weaker than the
strongest possible dissociation with different brain regions selec-
tively sensitive to lexical vs. syntactic information, it would still be
an important property of the language system. Alternatively, it is
possible that one kind of information is represented more robustly
than the other kind of information throughout the language system.
This may  tell us about the relative importance of different kinds of
information for representing linguistic meanings.

4 Agrammatic Broca’s aphasics are sometimes discussed as an example of a selec-
tive  syntactic deficit (e.g., Caramazza and Zurif, 1976; Grodzinsky, 2000; Grodzinsky
&  Santi, 2008) based on their difficulty with understanding semantically reversible
infrequent constructions where syntax is the only cue to meaning. However,
Linebarger, Schwartz, and Saffran (1983) have convincingly demonstrated that
syntactic knowledge is largely preserved in these patients as evidenced by high
performance in a grammaticality judgment task (i.e., deciding whether a sentence
is  well-formed, according to the rules of the language) on a large number of syntac-
tic  constructions. This result suggests that difficulties with reversible passives and
other similar constructions in agrammatic aphasics are not due to the loss of syntac-
tic knowledge. In fact, behavioral and neuroimaging work has related these kinds
of  syntactic complexity effects to domain-general factors like working memory
(e.g., Fedorenko, Gibson, & Rohde, 2007; Gibson, 1998; Gordon, Hendrick, & Levine,
2002; McElree, Foraker, & Dyer, 2003), cognitive control (e.g., Novick, Trueswell, &
Thompson-Schill, 2005), or general non-verbal intelligence (Gibson & Fedorenko,
2011).
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Fig. 3. Five sample scenarios for how a functional profile for a region that is sensitive to both lexical and syntactic information (e.g., purple frame in Fig. 2) can arise. Each
4  × 4 grid represents a brain region, and each square in the grid represents a voxel. Red voxels are sensitive to lexical information only, blue voxels are sensitive to syntactic
information only, and purple voxels are sensitive to both lexical and syntactic information.

And second, we ask whether lexical and syntactic information
are so tightly integrated that even at the level of individual voxels
there is no difference in the degree to which each voxel is sensitive
to lexical vs. syntactic information. This question may  help us rule
one version of the possibility illustrated in Fig. 3a. In general, dis-
tinguishing among different kinds of distributed representations is
challenging: a failure to find units (voxels in this case) that show
a particular functional property (e.g., selective sensitivity to lexi-
cal information) is always consistent with the possibility that such
selectivity is present at a finer spatial scale (after all, each voxel
encompasses a few hundred thousand neurons). However, to the
extent that dissociations are discovered, important inferences can
be drawn. As discussed above, we found that in the mean BOLD
signal, no brain region in the language network can distinguish
between “pure” lexical information (the Word-lists condition) and
“pure” syntactic information (the Jabberwocky condition). Instead,
every region responds to these conditions in a similar way  and this
response is lower than that elicited by sentences with real words,
and higher than that elicited by lists of nonwords (Fig. 2, purple
frame). However, if spatial patterns of neural activity within some
language region can distinguish between the Word-lists and Jab-
berwocky conditions, this would argue against the most extreme

version of the integration of lexical and syntactic knowledge (i.e.,
the extreme version of the architecture shown in Fig. 3a, where not
only is each voxel sensitive to both lexical and syntactic information
but this sensitivity is identical across voxels).

1.3. MVPAs: a brief introduction

Traditional fMRI analyses treat each voxel in the brain as an
independent data point and examine differences in the strength of
the BOLD signal between conditions in each voxel individually or
across voxels in some region(s) of interest. In contrast, multi-voxel
pattern analyses examine the pattern of activity across multiple
voxels (i) across the whole brain or (ii) in some pre-defined anatom-
ical/functional region of interest (ROI) (see Norman, Polyn, Detre,
& Haxby, 2006; Schwarzkopf & Rees, 2011, for overviews of these
methods). These methods can distinguish between conditions that
are not differentiated in terms of the mean BOLD response, and are
therefore perfectly suited for asking where in the brain a particular
cognitive dimension is represented, or whether a particular brain
region is sensitive to a particular dimension of knowledge.

A wide range of classification algorithms developed in the field
of machine learning (e.g., Duda, Hart, & Stork, 2001; Kotsiantis,
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Fig. 4. A schematic illustration of the logic of the correlation-style multi-voxel pattern analyses (Haxby et al., 2001).
Adapted from a figure by Julie Golomb.

2007; Pereira, Mitchell, & Botvinick, 2009) can be applied to neu-
roimaging data. Although complicated algorithms (e.g., nonlinear
support vector machines or neural nets with hidden layers) may
achieve high classification accuracies, interpreting the classifi-
cation results in terms of possible underlying patterns of brain
activity becomes difficult as the algorithms get more complex (see
Schwarzkopf & Rees, 2011, for a discussion). As a result, we  here
adopt simple linear correlation-based classification methods intro-
duced to fMRI by Haxby et al. (2001).  In this method the functional
data are separated into two independent sets (e.g., odd vs. even
runs). Across these two sets of the data, the similarity between
the patterns of activity from the same condition (within-condition
correlation) is compared to the similarity between the patterns
of activity from different conditions (between-condition correla-
tion). Such comparisons are often performed on some pre-defined
region(s) of interest. For example, Haxby et al. (2001) focused on
regions within ventral visual cortex that respond to high-level
visual categories to investigate the information represented in each
region.

Fig. 4 schematically illustrates this correlation-based method.
Suppose you want to find out whether a brain region implicated in
linguistic processing (e.g., parts of the left inferior frontal gyrus that
roughly correspond to Broca’s area; Broca, 1861) can discriminate
between lists of unconnected words and jabberwocky sentences.
Reading or listening to the former involves processing the mean-
ings of individual words. In contrast, the latter involves putting
nonwords together according to the syntactic rules and perhaps
constructing a coarse semantic representation of who is doing what
to whom. As discussed above, these two conditions are not distin-
guished in the mean BOLD signal in any of the regions within the
language network (e.g., Bedny et al., 2011; Fedorenko et al., 2010),
eliciting a similar-strength response that is lower than that elicited
by sentences and higher than that elicited by unconnected non-
words. However, we can ask whether this distinction is represented
in the pattern of activity. We  would then divide the data for each
condition in half and compare the data halves within each con-
dition vs. between the Word-lists condition and the Jabberwocky
condition. If, across subjects, the within-condition correlations are
higher than the between-condition correlations, we  take this to
mean that some aspect of the distinction between word-lists and
jabberwocky sentences is indeed represented in the relevant brain
region.

Kriegeskorte, Goebel and Bandettini (2006) extended this basic
idea to whole-brain methods where a sphere of a certain size (e.g.,

a  few millimeters) is iteratively moved across the brain and within-
vs. between-condition similarity values are computed on the voxels
located within each sphere. This “searchlight”-style MVPA can then
produce whole-brain maps (similar to the activation maps we get
with the traditional fMRI methods) that show where in the brain the
conditions in question can be discriminated. This style of analysis
is nicely complementary to ROI-based MVPAs in much the same
way that whole-brain activation maps are complementary to ROI-
based analyses in traditional, activation-based, fMRI methods. For
example, it can tell us whether we are missing some important
regions outside the borders of our ROIs that contain information
about our conditions in question. Similarly, it can discover potential
heterogeneity within the ROIs, so that e.g., different portions of the
ROI represent different dimensions of the stimuli.

2. Materials and methods

We conducted a series of MVPA analyses on a dataset (n = 25) whose basic uni-
variate results were reported in Fedorenko et al. (2010).  We  here provide some basic
information about the design and procedure. In a blocked design participants read
sentences, lists of words, jabberwocky sentences and lists of nonwords.5 The sen-
tences were 12 words long (for 12/25 subjects) or 8 words long (for 13/25 subjects).
Two  non-overlapping sets of linguistic materials were used across two subsets of
subjects to ensure generalizability across different sets of materials. Across both
sets, the sentences were created so as to include a variety of syntactic constructions
and to vary in terms of content. The word lists were created by scrambling the words
across sets of sentences, so that “reconstructing” a sentence out of individual words
in  a word list was not possible. The jabberwocky sentences were created by replac-
ing  the content words (nouns, verbs, adjectives and adverbs) in the sentences by
pronounceable nonwords that were matched to the words in length (in letters and
syllables) and bigram letter frequency. Finally, the nonword lists were created by
scrambling the nonwords across sets of jabberwocky sentences in a similar way to
how words were scrambled in the Word-lists condition (this method of creating the
Word-lists and Nonword-lists conditions – by scrambling the Sentences and Jab-
berwocky conditions, respectively – means that some function words are present
in  both of these conditions, as shown in Fig. 1; separate experiments where func-
tion words were replaced with length-matched words/nonwords revealed similar
activation patterns to those reported in Fedorenko et al. (2010)). 12/25 subjects
were run on a passive-reading version of the task, and 13/25 subjects were run on
a  version of the task where after each sentence/word-list/jabberwocky sentence or

5 In Experiment 3 in Fedorenko et al. (2010),  we demonstrated that all the key
regions identified with the sentences > nonwords contrast behave similarly regard-
less  of whether materials are presented visually or auditorily, which is to be expected
given that the sentences > nonwords contrast is aimed at regions that support high-
level aspects of linguistic processing; see also Braze et al. (2011), for recent evidence
and a review of modality-independence of brain regions that support high-level
linguistic processing.
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Fig. 5. Top: A probabilistic overlap map  showing in each voxel how many of the 25 individual subjects show a significant (at p < .05, FDR-corrected) effect for the Sen-
tences  > Nonwords contrast. Bottom: The main functional parcels derived from the probabilistic overlap map  using an image parcellation (watershed) algorithm, as described
in  more detail in Fedorenko et al. (2010).

nonword-list a memory probe was presented (a word in the sentences and word-list
conditions, and a nonword in the jabberwocky and nonword-list conditions), and
participants had to decide whether the probe was  present in the preceding stimulus.
As discussed in Fedorenko et al. (2010), the two versions of the task (passive reading
vs. reading with a memory probe at the end) produced similar activation patterns;
we  therefore collapsed across the two subsets of the subjects in our analyses in that
paper and we  do the same here. Each participant completed between 6 and 8 runs
(i.e., between 24 and 32 blocks per condition; see Fedorenko et al., 2010, for details
of the timing).

In Section 3, we report the results of: (a) region-of-interest-based (ROI-based)
MVPA analyses on a set of key language-sensitive regions and (b) whole-brain
searchlight-style analyses (Kriegeskorte et al., 2006).

2.1. ROI-based analyses

We  chose to use as ROIs for our MVPA analyses the thirteen group-level func-
tional parcels6 (Fig. 5, bottom) that were derived from the probabilistic overlap
map  for the Sentences > Nonword-lists activations7 (Fig. 5, top), as described in
Fedorenko et al. (2010).  These group-based ROIs represent the locations where
individual activations tend to be found most consistently across subjects. So, for
any  given subject, a parcel will include some voxels that respond reliably more
strongly to Sentences than Nonwords, and some voxels that do not show this prop-
erty. We  chose to use these group-level parcels instead of subject-specific functional
ROIs  in these analyses for two reasons. First, it has been previously demonstrated

6 These parcels were created in order to systematize and automate the proce-
dure for defining subject-specific functional ROIs (fROIs): in particular, for any given
region, an individual subject’s fROI is defined by intersecting the relevant parcel with
the  subject’s thresholded activation map. In other words, these functional parcels
serve as spatial constraints on the selection of subject-specific voxels, akin to using
borders of anatomical regions (see Julian, Fedorenko, & Kanwisher, submitted, for
an  extension of this method to ventral visual regions).

7 Although these group-level functional parcels were created from the 25 subjects
whose data we examine here, non-independence issues (Vul & Kanwisher, 2009) do
not  arise in examining the discriminability between word lists and jabberwocky
sentences because the data from those conditions were not used in creating the
parcels. Some non-independence is present when we examine the discriminability
among all four conditions (Section 3.1). This non-independence should be taken into
consideration when interpreting the results from the ROI-based analyses. However,
the fact that the results of the whole-brain searchlight analyses, which do not suf-
fer  from such non-independence problems, look similar to those of the ROI-based
analyses largely alleviates the concerns.

(Haxby et al., 2001; Kriegeskorte et al., 2006) that even voxels that do not show a
particular functional signature relevant to the to-be-discriminated conditions can
contribute to classification accuracy. For example, Haxby et al. (2001) showed that
removing voxels from the ventral visual regions that respond most strongly to some
visual category does not strongly affect the ability to discriminate that category
from other categories. Consequently, voxels in the vicinity of language-sensitive
regions in each individual subject may contain information about various aspects
of  linguistic knowledge even though they do not show the functional signature of
language-sensitive voxels. And second, because we wanted to examine neural activ-
ity  patterns across all four conditions, we could not use any of the conditions for
defining subject-specific fROIs. (However, in addition to these whole-parcel-based
analyses, we did conduct one analysis where we looked at the ability of subject-
specific functional ROIs (fROIs), defined by the Sentences > Nonword-lists contrast,
to discriminate between word lists and jabberwocky sentences. The results of this
analysis are reported in Appendix A.)

For each condition we  divided the data into odd-numbered and even-numbered
runs (each subject performed between 6 and 8 runs total). Then, for each subject
and for each ROI, and across the two independent halves of the data, we computed
the within- vs. between-condition spatial correlations for each pair of conditions (as
schematically shown in Fig. 4 above), considering all the voxels within the parcel.
For  example, to see how well the pattern of activity for the Sentences condition is
discriminated from the pattern of activity for the Word-lists condition, we computed
(i)  a within-condition correlation value for the Sentences condition by comparing the
pattern of activity for the Sentences condition in the odd vs. even runs (all the r values
are  Fisher-transformed); (ii) a within-condition correlation value for the Word-lists
condition by comparing the pattern of activity for the Word-lists condition in the
odd vs. even runs; and (iii) a between-condition correlation value by comparing the
pattern of activation for the Sentences condition in the odd/even runs and for the
Word-lists condition in the even/odd runs (these two  values are averaged to create
one between-condition value). Finally, for each ROI we performed an F-test on the
within vs. between-condition correlation values across subjects to see whether the
within-condition values are reliably higher than the between-condition values. If
so,  this would suggest that the distinction between the two  conditions in question
is  represented in the relevant ROI.

We  deviated from Haxby’s analysis strategies in one way. In particular, Haxby
applied centering to his data by subtracting the mean level of activation of a voxel
from  the activation level for each of the conditions. This is equivalent to considering
the  activation from each condition with respect to a baseline activation level com-
puted as the average activation across all conditions, instead of using an independent
fixation baseline as we  used in our analyses. The centering procedure potentially
increases sensitivity of the MVPAs by removing one source of variance from across
the voxels and leaving only between-condition differences in play. However, cen-
tering also introduces between-condition dependencies in the estimation of the
within-condition similarity measures, which complicates their interpretation.
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Table  1
F and p values for the tests evaluating the discriminability for different pairs of conditions. Degrees of freedom are (2,23) in all cases. Asterisks indicate the comparisons that
survive  the FDR correction for the number of ROIs. Sentences vs. Jabberwocky (S vs. J) and Word-lists vs. Nonword-lists (W vs N) contrasts involve pairs of conditions that
differ  along the lexical dimension, and Sentences vs. Word-lists (S vs. W)  and Jabberwocky vs. Nonword-lists (J vs. N) contrasts involve pairs of conditions that differ along
the  syntactic dimension.

S vs. N S vs. J W vs. N S vs. W J vs. N W vs. J

LIFGorb 20.1; <.001* 18.2; <.001* 11.9; <.001* 4.57; <.05* 2.70; .088 6.38; <.01*
LIFG  39.7; <.001* 25.1; <.001* 7.28; <.005* 15.5; <001* 6.77; <.005 4.69; <.05
LMFG  27.3; <.001* 18.0; <.001* 8.61; <.005* 8.07; <.005* <1; n.s. 4.19; <.05
LSFG  16.5; <.001* 9.73; <.001* 2.43; n.s. 5.73; <.01* <1; n.s. <1; n.s.
LAntTemp 15.1; <.001* 13.4; <.001* 4.29; <.05* 8.13; <.005* <1; n.s. 1.52; n.s.
LMidAntTemp 41.6; <.001* 27.5; <.001* 16.0; <.001* 16.7; <.001* <1; n.s. 1.56; n.s.
LMidPostTemp 74.2; <.001* 42.3; <.001* 32.1; <.001* 15.4; <.001* 1.71; n.s. 9.79; <.001*
LPostTemp 31.5; <.001* 32.1; <.001* 11.2; <.001* 19.2; <.001* <1; n.s. 8.21; <.005*
LAngG  15.8; <.001* 16.3; <.001* 7.89; <.005* 7.09; <.005* <1; n.s. 5.55; <.05*
RMidAntTemp 21.1; <.001* 7.03; <.005* 1.61; n.s. 6.29; <.01* <1; n.s. <1; n.s.
RMidPostTemp 11.5; <.001* 7.63; <.005* 3.52; <.05 5.65; <.05* <1; n.s. 3.15; .061
RCereb  22.0; <.001* 16.8; <.001* <1; n.s. 7.11; <.005* <1; n.s. 1.50; n.s.
LCereb 9.02; <.005* 5.23; <.05* 4.42; <.05* 5.69; <.01* 2.74; .086 3.63; <.05

In all the analyses, we report uncorrected significance values and indicate the
ones that survive the FDR correction.

2.2. Whole-brain searchlight-style analyses

As discussed in the introduction, whole-brain searchlight-style analyses are a
useful complement to ROI-based analyses. In these analyses, a sphere of a certain size
is  moved iteratively across the brain and within- vs. between-condition correlation
values are computed on the voxels located within each sphere. Then, for each voxel
(at  the center of the sphere), we can obtain a measure of how well surrounding
neural tissue can distinguish between some conditions of interest in the pattern of
activity. The group-level statistics in this method are computed as described above,
i.e.,  by performing F-tests on the within- vs. between-condition correlation values
within each sphere.

Instead of using a spherical ROI (with hard edges), as in the original Kriegeskorte
et  al. (2006) analyses, we  used a probabilistic ROI defined as a Gaussian kernel (8 mm
FWHM). The use of a Gaussian kernel decreases the MVPA method’s dependency
on  the choice of ROI size, by smoothly de-emphasizing the influence of voxels at
increasing distances from the reference voxel when computing the spatial correla-
tion measures (see Appendix B for implementation details).

We  applied the searchlight method to individual activation maps that have been
previously smoothed with a 4 mm kernel. Individual searchlight maps were then
subjected to a second-level analysis, with an F-test performed on the within- vs.
between-condition correlations values within each kernel.

For the comparisons among all four conditions (Section 3.1) we  are interested in
both  ROI-based and searchlight analysis results and treat them as equally informa-
tive. However, for the comparison between word lists and jabberwocky sentences
(Section 3.2), we  present the searchlight results for completeness only. Our main
analyses in that section are ROI-based analyses because (a) there is a strong a priori
expectation that these will be the regions that distinguish between lexical and syn-
tactic information and (b) ROI-based analyses have considerably more power than
whole-brain analyses (see e.g., Saxe, Brett, & Kanwisher, 2006, for discussion).

3. Results and discussion

3.1. Do language brain regions differ in how robustly they
represent lexical vs. syntactic information in the spatial patterns
of neural activity?

We  here consider the pattern information across all four condi-
tions: sentences, lists of words, jabberwocky sentences, and lists of
nonwords. The results of the ROI-based analyses for different pairs
of conditions are presented in Table 1.

In Fig. 6 (left) we present the whole-brain maps from the search-
light analyses. We  present the results for the contrast between
Sentences and Nonword lists, for two contrasts that differ along
the lexical dimension (S vs. J and W vs. N), and for two contrasts
that differ along the syntactic dimension (S vs. W and J vs. N). These
analyses tell us where in the brain the different pairs of conditions
are reliably discriminated in the pattern of activity. Alongside the

searchlight (information-based) maps we  present activation-based
maps from the random-effects group analyses, for comparison.8

Consistent with Kriegeskorte et al.’s (2006) findings in the ven-
tral visual cortex, the information-based maps look similar to the
traditional activation-based maps (but see fn. 8). Furthermore, the
results of the searchlight analyses closely mirror those from the
ROI-based analyses, albeit being somewhat weaker.9

The question we  asked in this section is whether different brain
regions engaged in high-level linguistic processing differ in how
robustly they represent lexical vs. syntactic information. As dis-
cussed above, although the mean BOLD measures show that each of
the language regions is sensitive to both lexical and syntactic infor-
mation, it is possible that spatial patterns of neural activity within
each region would reveal that some of these regions represent lex-
ical information more robustly while other brain regions represent
syntactic information more robustly. If that turned out to be the
case, then we would still be able to make a case for a functional dis-
sociation between lexical and syntactic information at some level.
It would not be a dissociation in the standard sense of the word
where two  brain regions support distinct mental processes (and
consequently, each can be selectively damaged/preserved), but this
kind of a data pattern would tell us that different regions within the
language system may  be relatively more sensitive to one aspect
of the linguistic signal than other aspects (e.g., more sensitive to
individual word meanings than the structure, or vice versa).

However, we do not find such a pattern of results. Instead,
across the different ROIs, pairs of conditions that differ along
the lexical dimension (i.e., S vs. J and W vs. N) are distin-
guished better than pairs of conditions that differ along the

8 As noted above and discussed in our previous work, group maps are often not a
good summary representation of individual subjects’ data. In particular, activations
at  the individual subject level are often more robust and extensive than those in
group-level maps. So, in order to directly compare the power of information-based
analyses to that of the traditional activation-based analyses (as e.g., Kriegeskorte
et al., 2006, did in their original paper), we would need to examine individual maps
for  both analyses. Furthermore, we would want to run the searchlight analyses on
the  unsmoothed individual maps (cf. the current analyses, which are run on maps
smoothed with a 4 mm kernel). Nevertheless, we  present the two kinds of whole-
brain maps side by side for our key contrasts in order to show the broad similarities
between them.

9 It is not surprising that group-based searchlight-style analyses produce weaker
results than ROI-based analyses. As discussed extensively in Fedorenko et al. (2010;
see also Fedorenko et al., in press; Fedorenko & Kanwisher, 2011; Saxe et al., 2006),
due to anatomical variability across brains language activations do not line up well,
often making it difficult to detect group-level effects in traditional activation-based
analyses even in cases where every subject shows activation in the vicinity of some
anatomical landmark. This problem applies to group-based whole-brain MVPAs in
a  similar way.
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Fig. 6. Left: The results of the searchlight analyses showing discriminability between Sentences and Nonword-lists conditions (black frame), and pairs of conditions that
differ  along the lexical dimension (S vs. J and W vs. N; red frame) or along the syntactic dimension (S vs. W and J vs. N; blue frame). [Note of course that the contrasts that
involve the Sentences condition – S vs. N, S vs. J and S vs. W – additionally involve compositional semantic processes, which may  be contributing to discriminability.] Right:
The  group-level (random-effects) activation maps for the corresponding contrasts. All the maps are thresholded at p < .05, FDR-corrected (i.e., the darker red colors show
voxels  that reach this significance level, with the brighter colors showing voxels that reach higher significance levels), except for the Jabberwocky > Nonwords maps which
are  thresholded at p < .001, uncorrected, because no voxels emerged – either for the searchlight- or activation-based analysis – for this contrast at the FDR .05 threshold.

syntactic dimension (i.e., S vs. W and J vs. N). To quantify this
observation we computed interaction statistics comparing the
within- and between-condition correlation values for (a) pairs of
conditions that differ along the lexical dimension (i.e., S vs. J and

W vs. N) and (b) pairs of conditions that differ along the syntactic
dimension (i.e., S vs. W and J vs. N). The results are shown in Table 2
and Fig. 7. We see that all of the regions show a trend such that pairs
that differ along the lexical dimension are discriminated better than

Fig. 7. Differences between within- and between-condition correlation values for pairs of conditions that differ along the lexical dimension (red bars) and pairs of conditions
that  differ along the syntactic dimension (blue bars). For each ROI and each subject we averaged the within- vs. between- difference scores for pairs of conditions that differ
along  the lexical dimension (i.e., S-SJ, W-WN,  J-JS, N-NW) and for pairs of conditions that differ along the syntactic dimension (i.e., S-SW, W-WS,  J-JN, N-NJ). We then averaged
these values across subjects for each ROI. Error bars represent standard errors of the mean over subjects. Asterisks indicate significance levels for the interaction (see Table 2
for  details): *<.05; **<.005; ***<.001.
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Table  2
F and p values for the interaction tests comparing the within- and between-condition
correlation values for pairs of conditions that differ along the lexical dimension (i.e.,
S  vs. J and W vs. N), and pairs of conditions that differ along the syntactic dimension
(i.e.,  S vs. W and J vs. N). Asterisks indicate the comparisons that survive the FDR
correction for the number of ROIs.

Interaction statistics

LIFGorb F(3,22) = 1.45; n.s.
LIFG F(3,22) = 4.49; p < .05*
LMFG F(3,22) = 4.03; p < .05*
LSFG F(3,22) = 1.44; n.s.
LAntTemp F(3,22) = 4.53; p < .05*
LMidAntTemp F(3,22) = 6.54; p < .005*
LMidPostTemp F(3,22) = 8.19; p < .005*
LPostTemp F(3,22) = 10.5; p < .001*
LAngG F(3,22) = 12; p < .001*
RMidAntTemp F(3,22) = 1.95; n.s.
RMidPostTemp F(3,22) = 2.72; p = .07
RCereb F(3,22) = 3.84; p < .05*
LCereb F(3,22) = 3.22; p < .05

those that differ along the syntactic dimension, and many of the
regions – including the LIFG and LMFG ROIs and all of the regions
in the left temporal lobe – show this effect reliably. Similarly, in
the searchlight analyses (Fig. 6), the maps for pairs of conditions
that differ along the lexical dimension are more robust and exten-
sive than those for pairs of conditions that differ along the syntactic
dimension (the latter is essentially a subset of the former). These
results suggest that throughout the language system lexical infor-
mation is represented more robustly than syntactic information.
We discuss the implications of this finding in Section 3.3.

Two additional points are worth making. First, several brain
regions have been previously implicated in syntactic process-
ing. These include parts of the left inferior frontal gyrus
(e.g., Ben-Shachar, Hendler, Kahn, Ben-Bashat, & Grodzinsky,
2003; Caramazza & Zurif, 1976; Friederici, Fiebach, Schlesewsky,
Bornkessel, & von Cramon, 2006; Grodzinsky, 2000; Stromswold,
Caplan, Alpert, & Rauch, 1996) and, more recently, anterior tempo-
ral regions (e.g., Brennan et al., 2011; Humphries, Love, Swinney,
& Hickok, 2005; Noppeney & Price, 2004; Rogalsky & Hickok,
2009). Note that even regions in the left IFG and in the ante-
rior temporal cortices clearly represent lexical information more
strongly than syntactic information in the patterns of neural
activity.

And second, whereas current results are still consistent with
the role of inferior frontal regions in representing abstract syn-
tactic information (even though these regions are clearly not
selective for abstract syntactic processing), they undermine the
claims (e.g., Rogalsky & Hickok, 2009) that anterior temporal
regions are important for representing abstract syntactic infor-
mation. In natural language, syntax is inherently confounded
with compositional semantics. As a result, many findings that are
interpreted as indexing syntactic processing can be interpreted
in terms of the effects of compositional semantic processing. In
the current data, anterior temporal brain regions (in contrast
to regions in the left inferior frontal gyrus or in the poste-
rior MTG) show no significant ability to discriminate between
the Jabberwocky and Nonword-lists conditions (see the J vs. N
contrast in Fig. 6), which differ along the syntactic dimension,
and yet discriminate well between the Sentences and Word-lists
conditions, which differ along both the syntactic and the composi-
tional semantic dimension. This finding suggests that the anterior
temporal structures are more likely to subserve compositional
semantic processing, consistent with some earlier hypotheses
about the function of these regions (e.g., Vandenberghe et al.,
2002).

Fig. 8. Top: Mean BOLD responses (in PSC units; see Fig. D1 in Fedorenko et al.,
2010,  for more details) in the language ROIs to word lists (red bars) and jabber-
wocky sentences (blue bars) relative to the fixation baseline. The ROIs were defined
by intersecting the parcels, whose outlines are shown in grey (see also Fig. 5, bot-
tom), with subject-specific thresholded (at p < .05, FDR-corrected) activation maps
for  the Sentences > Nonword-lists contrast, as described in Fedorenko et al. (2010).
Each  of these regions replicates the Sentences > Nonwords effect in independent
data (left out runs), but shows no difference in response between word lists and
jabberwocky. Bottom: The results of random-effects group analyses for the Word-
lists > Jabberwocky contrast (red) and the Jabberwocky > Word-lists contrast (blue).
The  activation maps are thresholded at p < .05, FDR-corrected. (For the W > J contrast,
no voxels emerged at this threshold. As noted in the text, for the J > W contrast, only
the inferior posterior temporal/occipital regions – that fall outside of the classical
language network – emerge at this threshold.)

3.2. Do any of the language brain regions distinguish between
“pure” lexical information (lists of words) and “pure” syntactic
information (jabberwocky sentences)?

We first present key results from the univariate analyses for the
Word-lists and Jabberwocky conditions. In Fig. 8 (see Figs. D1 and
D2 in Fedorenko et al., 2010, for more details) we  present the results
from the ROI-based and whole-brain analyses for the Word-lists
and Jabberwocky conditions, which show that the Word-lists and
Jabberwocky conditions elicit a similar-strength BOLD response in
each of the ROIs. In the whole-brain analysis we do not see any
differential effects in the left frontal or temporal/parietal cortices
(see also Fig. D2 in Fedorenko et al., 2010),10 except for a reli-
ably stronger response to Jabberwocky in the inferior posterior
temporal and occipital regions, i.e., regions that fall outside of the
classical language network. In Fedorenko et al. (2010) we hypoth-
esized that these activations reflect greater visual difficulty in
processing nonwords compared to real words rather than anything
to do with high-level linguistic (e.g., syntactic) processing.11 In

10 It is worth pointing out that the whole-brain maps in Fig. 8 are from a traditional
random-effects group analysis. We are using these maps here as a summary repre-
sentation because careful analyses of individual subjects’ activation maps for these
contrasts revealed a similar picture, with no robust J > W or W > J effects anywhere
in  the left frontal or temporo/parietal cortices.

11 In particular, during the processing of jabberwocky stimuli phonological rep-
resentations must be constructed in a bottom-up way  from individual graphemes.
In contrast, in processing real words, top-down influences (whole-word template
matching; e.g., Coltheart et al., 1993) may facilitate word processing. Consistent
with this hypothesis, looking at individual subjects’ ROIs defined by the Jabber-
wocky > Words contrast, we found that these inferior posterior temporal/occipital
regions also respond more to nonwords than sentences. Furthermore, in the audi-
tory presentation of the same materials, the Jabberwocky > Word-lists contrast does
not activate these regions (Fedorenko & Kanwisher, unpublished data), indicating
that these activations cannot reflect abstract high-level linguistic processing, which
should be similar for visual and auditory presentation.
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Fig. 9. The results of F-tests evaluating which regions can discriminate between
word lists and jabberwocky sentences in the pattern of activity. Top: The results
of  ROI-based analyses. We show uncorrected values here (see Table 1 for details).
If  no value is shown for an ROI, this means that the region does not discrimi-
nate  significantly above chance between the two  conditions. Bottom: The results
of the searchlight analyses at two different thresholds: .001, uncorrected, and .01,
uncorrected.

summary, nowhere within the language network are the Word-lists
and Jabberwocky conditions distinguished in terms of the mean
BOLD response.

To see whether the Word-lists and Jabberwocky conditions may
be distinguished in the pattern of neural activity, we turned to
MVPAs. In Fig. 9 we present the results of ROI-based (see Table 1,
last column, for the statistics) and whole-brain searchlight-style
analyses. Both ROI-based and searchlight analyses demonstrate
that a number of brain regions can reliably distinguish between
these two conditions, although the results of the searchlight analy-
ses are weaker. This includes regions on the lateral surface of the left
frontal lobe and left posterior temporal regions. (See Appendix A for
the results of ROI-based analyses where subject-specific functional
ROIs are used.)

The searchlight analyses demonstrate that the between-region
differences in the ROI-based analyses are not explainable by the dif-
ferent sizes of the ROIs. For example, it could be the case that some
regions show better discrimination simply because they include
more voxels (like e.g., the LMidPostTemp ROI). But to the extent
that we find similar results in the searchlight whole-brain analy-
ses, we can be more confident that the between-region differences
in the ROI-based analyses are not driven by the differences in the
size of the ROIs, but rather by some intrinsic functional properties
of those regions.

The fact that several brain regions reliably discriminate between
the Word-lists and Jabberwocky conditions in the spatial patterns
of neural activity, in the absence of a difference in the mean BOLD
response, argues against the most extreme version of the integra-
tion of lexical and syntactic knowledge, where each voxel is equally
sensitive to both lexical and syntactic information (Fig. 3a). Instead,
it appears that in several of the language regions voxels differ in
their relative sensitivity to lexical vs. syntactic information, with
some voxels possibly even being selectively sensitive to one vs. the
other kind of information.

Note that the regions that can discriminate between word
lists and jabberwocky sentences in the pattern of activity are the
brain regions that have been classically implicated in linguistic
processing, i.e., regions on the lateral surface of the left frontal
lobe and regions in the posterior temporal lobe (e.g., Broca, 1861;
Geschwind, 1970; Wernicke, 1874). Damage to these regions most
commonly leads to linguistic deficits. Looking at the discrimi-
nation results across all four conditions (Section 3.1), we can
see that these same regions perform better than other regions
within the extended language network across different pairwise
comparisons, suggesting that this subset of brain regions repre-
sents linguistic information in a more robust and fine-grained
manner.

3.3. Summary and discussion

We  used multi-voxel pattern analyses to ask two questions
about how lexical and syntactic information is represented in the
brain. First, we  asked whether language brain regions differ in
how robustly they represent lexical vs. syntactic information. We
found that pairs of conditions that differ along the lexical dimen-
sion (i.e., sentences vs. jabberwocky sentences, and word lists vs.
nonword lists) are discriminated more reliably in pattern analyses
than pairs of conditions that differ along the syntactic dimension
(i.e., sentences vs. word lists, and jabberwocky vs. nonword lists)
throughout the language system. And second, we asked whether
any of the language regions can discriminate between “pure” lexi-
cal information and “pure” abstract syntactic information, i.e., the
Word-lists and Jabberwocky conditions in our experiment. We
found that regions in the inferior frontal gyrus and posterior tem-
poral cortices can discriminate between these two  conditions, in
spite of the fact that these conditions elicit a similar-strength BOLD
response throughout the language system. We  now discuss the
implications of these findings.

3.3.1. The relative importance of lexical vs. syntactic information
for representing linguistic meaning

Our results suggest that lexical information is represented more
robustly than syntactic information across different brain regions
within the language system. We were able to uncover this pattern
using MVPA-style analyses, but not using univariate analysis meth-
ods, which showed that each high-level language region is similarly
sensitive to lexical and syntactic information (e.g., Fedorenko et al.,
2010).

Although syntactic information provides an important cue to
meaning, lexical-level information, especially given the linguistic
and extralinguistic (visual, social, etc.) context, is often sufficient
for inferring the intended meaning. As an intuitive example, think
about talking to kids or foreigners, who  have not yet mastered the
grammar of the language. Although such speakers may  occasionally
omit articles, fail to add the required functional morphemes (e.g.,
the third singular -s marker on the verb), and/or put the words in
an incorrect order, we  can often understand the intended mean-
ings perfectly well based on just the lexical items and contextual
cues. In contrast, the meaning carried by syntax alone (i.e., word
order and functional morphology) is considerably weaker. A Jab-
berwocky string does convey some meaning (abstract structure
of an event). For example, in a string like “The florper blimmed
a mabe”, we can infer that some event (“blimming”) took place,
where a (probably animate) entity “florper” acted upon a (proba-
bly inanimate) entity “mabe” in some way. However, this kind of
meaning on its own would be insufficient for communication (cf.,
a string of unconnected uninflected content words “boy apple eat”,
where it is relatively easy to infer the meaning of “a boy eating an
apple”).
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These results fit nicely with the existing psycholinguistic evi-
dence that suggests that lexical information is an important
source of information that can guide sentence interpretation (e.g.,
MacDonald et al., 1994; cf. earlier proposals according to which
only syntactic information can guide interpretation; e.g., Frazier,
1978; Ferreira & Clifton, 1986).

The goal of the language system is to construct and decode
meanings. Because the bulk of the meaning of an utterance can
be inferred from the lexical items, it makes sense for the language
system to represent lexical information more robustly.

3.3.2. Lexical and syntactic information is differentiated in the
spatial patterns of neural activity in some of the language regions

Our previous work (Bedny et al., 2011; Fedorenko et al., 2010),
as well as earlier imaging work and considerable evidence from
brain-damaged patients, has suggested that the same brain regions
support lexical representations of individual words and abstract
syntactic representations. The current work demonstrated, how-
ever, that conditions that selectively target lexical processing vs.
abstract syntactic processing can be discriminated in the pattern
of neural activity in some regions within the language system,
even though throughout the language network these two condi-
tions elicit a similarly strong level of BOLD response (that falls in
between that elicited by sentences and that elicited by nonwords).
This result helps rule out an extreme version of an integrated view
of lexical and syntactic information where each voxel is sensitive
to both kinds of information, and voxels do not differ in their rel-
ative sensitivity to lexical vs. syntactic information. Furthermore,
this result highlights the promise of MVPAs for discovering disso-
ciations in cases where a brain region may  not be working harder
during the processing of one condition than another and yet may
show different patterns of activation for the two conditions.

In particular, one common strategy in neuroimaging studies of
language is to compare a condition that places a greater burden
on some mental process of interest (e.g., retrieving lexical repre-
sentations from long-term semantic memory, or forming syntactic
dependencies between words) to a condition that places a lower
burden on that process (e.g., Ben-Shachar et al., 2003; Graves,
Grabowski, Mehta, & Gordon, 2007; Keller, Carpenter, & Just, 2001;
Stromswold et al., 1996). However, many important dimensions of
our language knowledge may  not be dissociable with such manipu-
lations. As a result, multi-voxel pattern analyses are perfectly suited
for complementing traditional univariate fMRI methods in investi-
gating some theoretical distinctions in language where the relevant
conditions do not differ in processing difficulty.

3.3.3. Concluding remarks
We  conclude by laying out three important open questions

about lexical and syntactic processing that future behavioral and
neuroimaging work should aim to address. These questions will
be best answered by a tighter integration of neuroimaging with
behavioral psycholinguistic work.

First, given that quite a number of brain regions appear to be sen-
sitive to both lexical and syntactic information, it will be important
to characterize the precise role of each of these regions in high-
level linguistic processing. We  here showed that several of these
regions (inferior frontal and posterior temporal regions) appear
to represent linguistic information in a more fine-grained and
robust manner than other regions. In particular, these regions (a)
are better at discriminating among different linguistic conditions
and (b) can discriminate between conditions that are indistin-
guishable in the mean BOLD response (i.e., the Word-lists and
Jabberwocky conditions). These regions happen to be the regions
that have been classically implicated in linguistic processing
(Broca, 1861; Wernicke, 1874). Perhaps these regions are the ones
that actually store our linguistic knowledge or conduct linguistic

computations, whereas the other regions in the extended linguis-
tic network respond to lexical and syntactic information for more
artifactual reasons (e.g., due to post-linguistic conceptual process-
ing). Future work will tell. Of course, it is worth keeping in mind
that the current study was conducted in English. It is possible that
cross-linguistic differences in the richness of morphology or in the
rigidity of word order within and across constructions may  affect
the nature of the linguistic representations. As a result, it will be
important to extend the current findings to other languages.

Second, and relatedly, in order to understand the precise func-
tion of any given language region, detailed information on the
time-course of information processing in that region is needed.
Combining methods like fMRI with more temporally sensitive
methods (e.g., EEG, TMS, eCOG) is likely to afford substantial
progress (e.g., Dale et al., 2000; Kuperberg et al., 2003; Sahin, Pinker,
Cash, Schomer, & Halgren, 2009).

And third, as we discussed above, the goal of the language
system is to construct (in production) and decode (in compre-
hension) meanings. An important question therefore concerns the
relationship between the language system and brain regions that
store abstract conceptual knowledge (e.g., Patterson, Nestor, &
Rogers, 2007). It seems clear that there must be a close relation-
ship between language regions and abstract conceptual regions, but
whether this relationship is implemented through neural overlap
between these sets of regions, or through patterns of connections
between them is still an open question.

In conclusion, analysis methods that do not require one condi-
tion to elicit an overall stronger response than another condition
(like MVPAs, or neural adaptation; e.g., Grill-Spector & Malach,
2001; Krekelberg, Boynton, & van Wezel, 2006) are likely to provide
substantial insights into the representations that underlie language
comprehension and production. These methods allow us to charac-
terize the information represented in each region and to determine
whether different aspects of our language knowledge are neurally
dissociable even if they are represented in the same brain regions
and activate these regions to the same extent. We  here showed that
although all the key brain regions within the language system are
sensitive to both lexical and syntactic information, (1) lexical infor-
mation is represented more robustly than syntactic information
across these regions, which suggests perhaps that lexical informa-
tion plays a more important role in representing linguistic meaning
and (2) some of these regions distinguish between “pure” lexical
and “pure” syntactic information in the spatial patterns of neural
activity, which rules out one kind of an architecture where lexical
and syntactic information are so tightly integrated that each voxel
is sensitive to both kinds of information, and voxels do not dif-
fer in their relative sensitivity to lexical vs. syntactic information.
The recent advances in the development of functional localizers
for brain regions engaged in high-level linguistic processing (e.g.,
Fedorenko et al., 2010; Pinel et al., 2007) should help increase the
power of MVPA-style methods and neural adaptation paradigms.
As a result, future work may  be able to investigate the neural
basis of sophisticated linguistic distinctions, like different aspects of
syntactic knowledge, different lexico-semantic properties of word
classes, or subtle meaning differences between words or sentences.
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Appendix A. Discrimination between word lists and
jabberwocky sentences in functionally defined
subject-specific fROIs.

In addition to the analyses reported in Section 3.2, where
we used group-level functional parcels, we examined the perfor-
mance of subject-specific functional ROIs. In particular, we used the
contrast between sentences and nonword lists to define subject-
specific fROIs within each parcel and then tested how well those
fROIs can discriminate between the Word lists and Jabberwocky
conditions. Subject-specific fROIs were defined as described in
Fedorenko et al. (2010): each individual subject’s thresholded (at
p < .001, uncorrected) activation map  for the relevant contrast (Sen-
tences > Nonword-lists) was intersected with the parcels, and all
the supra-threshold voxels within the borders of the parcel were
taken as that subject’s fROI. The results are presented in the right
column of Table 3 (the left column is repeated from Table 1, for
easier comparison). In spite of the fact that these analyses have
considerably less power because they only use a small subset of the
voxels that were used in the whole-parcel-based analyses above
(20% of voxels, on average, across regions), for a couple of ROIs the
discrimination results look as robust or more robust with subject-
specific functional masking. This is true of the following regions:
LIFG, LMidPostTemp, and LAngG. This pattern suggests that in these
regions the discrimination we see when examining the group-level
parcels is largely carried by the voxels that respond more strongly
to sentences than nonwords. It is interesting that these regions
are once again the regions that are classically implicated in lin-
guistic processing (see main text for more discussion). In addition
to these regions, we see a similar pattern in the L and R MidAnt-
Temp ROIs, but even with subject specific masking the results do
not reach significance. However, this suggests in that some cases
adding subject-specific functional masking may  reveal effects that
are otherwise obscured by the noise from the “irrelevant” voxels.

Table 3
F and p values for the tests evaluating the discriminability between Word-lists and
Jabberwocky conditions in two kinds of ROIs. For the whole-parcel-based analyses,
degrees of freedom are (2,23) in all cases. Asterisks indicate the effects that survive
the FDR correction for multiple ROIs.

Whole-parcel-based ROI analysis
(repeated from Table 1)

Subject-specific
fROI analysis

LIFGorb F = 6.38; p < .01* F(2,21) < 1; n.s.
LIFG F = 4.69; p < .05 F(2,23) = 6.69;

p < .01*
LMFG F = 4.19; p < .05 F(2,22) = 3.08;

p = .066
LSFG F < 1; n.s. F(2,17) < 1; n.s.
LAntTemp F = 1.52; n.s. F(2,21) = 1.02; n.s.
LMidAntTemp F = 1.56; n.s. F(2,22) = 2.87;

p = .078
LMidPostTemp F = 9.79; p < .001* F(2,23) = 17.9;

p < .001*
LPostTemp F = 8.21; p < .005* F(2,22) < 1; n.s.
LAngG F = 5.55; p < .05* F(2,20) = 5.83;

p < .05*
RMidAntTemp F < 1; n.s. F(2,19) = 2.78;

p = .088
RMidPostTemp F = 3.15; p = .061 F(2,21) = 1.25; n.s.
RCereb F = 1.50; n.s. F(2,20) = 1.03; n.s.
LCereb F = 3.63; p < .05 F(2,15) = 2.26; n.s.

In a couple of regions, however, the use of subject-specific func-
tional masking renders the effects less robust. This pattern is true
of the LIFGorb, LMFG, LPostTemp and LCereb ROIs. This suggests
that in these regions voxels that do not respond more strongly to
sentences than nonwords contribute in an important way to clas-
sification. For example, we  speculate that in the LPostTemp region
the discrimination may  at least in part be driven by voxels that
respond more to jabberwocky than word lists (and also to non-
words than sentences) located in the posterior inferior portions of
the temporal lobe (see footnote 11). Some of these voxels (see Fig. 8)
may  be included in the LPostTemp parcel.

Appendix B. Whole-brain searchlight-style analyses.

For each voxel, with spatial coordinates (x,y,z) represented in
voxel space, the activation during conditions A and B estimated
from two  independent halves of the functional data can be repre-
sented by the three-dimensional spatial maps fA(x,y,z) and fB(x,y,z),
respectively. For any given voxel of interest, with spatial coordi-
nates (u,v,w), we can consider an ROI around this voxel whose shape
and distribution is characterized by a function h(x,y,z,u,v,w). This
function can take discrete values 0 and 1 for ‘hard’ ROIs, or contin-
uous values between 0 and 1 for ‘probabilistic’ ROIs. For simplicity
and without loss of generality we will assume that h is scaled so that
it sums up to one across all voxels (x,y,z). In addition, for ROIs that
share the same shape and size independently of the voxel of interest
(u,v,w), the function h can be more simply represented by a three-
dimensional kernel function h(x − u,y − v,z − w). As a measure of the
similarity between the spatial patterns of activation during condi-
tions A and B restricted to voxels within a region centered around
the voxel (u,v,w), the spatial correlation r(u,v,w) can be computed
as:

r(u, v, w) = �A,B(u, v, w)

�A,A(u, v, w)1/2 · �B,B(u, v, w)1/2

where :

�A,B(u, v, w)  ≡
∑
x,y,z

(fA(x, y, z)

−�A(u, v, w)) · (fB(x, y, z) − �B(u, v, w)) · h(x − u, y − v, z − w)

�•(u, v, w) ≡
∑
x,y,z

f•(x, y, z) · h(x − u, y − v, z − w)

The computations involved can be implemented as a combination
of spatial convolutions and simple voxel-wise operations directly
on the three-dimensional maps fA and fB:

r = (fA · fB) ∗ h − �A · �B

(f 2
A ∗ h − �2

A)
1/2 · (f 2

B ∗ h − �2
B)

1/2

where :
�• = f• ∗ h

The “*” symbol represents the convolution operator, and the rest of
the operations represent voxel-wise operations. In addition, when
the kernel function is defined as a Gaussian kernel, the convolu-
tions with the kernel h above represent simple spatial smoothing
operations, which are implemented in SPM as well as other pack-
ages in an efficient manner taking advantage of the separability of
this kernel (three-dimensional smoothing is implemented as the
combination of three one-dimensional smoothing operations).
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