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Transparent readings

(1) ✓ George thinks that Chloe is not where she is.
(2) ✓ George doesn’t know that Chloe is where she is.
(3) ✓ I didn’t know that Chloe is where she is.
(4) ✓ Why is Chloe where she is?
(5) ✓ Chloe is where she is because George told her.
(6) ✓ The fact that Chloe is where she is disturbs me.
(7) ✓ It’s a good thing that Chloe is where she is.
(8) ✓ If Chloe wasn’t where she is, Boris wouldn’t be where he is, either.

\[ \lambda w. \text{Chloe is}_{\text{at}} \text{where she is}_{\text{at}} \]

How to derive transparent readings

1. scope  Russell’s suggestion for “I thought your yacht was larger than it is”, often thought to be wrong but a variant is defended by Keshet 2011.

2. indexical access to \( w_{\text{at}} \)  Assume a two-dimensional system where one has access to both the evaluation world and the utterance world. Posit a (possibly covert) actually operator that indexically picks up the utterance world.

3. relatively free reference to worlds  World variables at LF, can be bound to any c-commanding \( \lambda w \). Quite popular these days.

4. some kind of substitution mechanism  Acquaintance relations, concept generators, etc, see Sæbø 2015 for a review and a new proposal.

The use of such contradictory predicates to demonstrate the existence of transparent or de re readings goes back all the way to Aristotle, who in De Sophisticis Elenchis talks about “the possibility of a sitting man walking” (το δύνασθαι καθήμενον βαδίζειν).

There was a lively debate about the nature of transparent readings, mostly in the pages of LI, which seems nearly forgotten. Sentences like the ones here were at the center of the debate. People like Hasegawa, McCawley, Postal, Abbott, Horn debated the contours of the phenomenon and available solutions such as scope and indexing.

where “\( w_{\text{at}} \)” is a way to refer to the actual world.

I like she is (not) where she is, with its free relative definite where she is as a succinct way of testing for transparent readings, but any expression that could be tied to the actual world would do: She didn’t write the book she wrote, (Not) every semanticist is a semanticist, …

This is actually an addition to 2 or 3, since it also involves binding to the actual world.
No transparent readings

(9) #If Chloe isn’t where she is, Boris isn’t where he is, either.
(10) #Chloe might not be where she is.
(11) #I don’t know that Chloe is where she is.
(12) #I’m not sure that Chloe is where she is.

All of these should be good as long as there is uncertainty about where Chloe is.
(13) I don’t know that Chloe is where she is.
    = I don’t know where Chloe is.

Transparency is blocked in 1st person present epistemic contexts.

It’s probably best not to get hung up on worries about what happens to the factivity of know in first person cases. The problem is independent of factivity, as (12) shows.

In fact, the Groenendijk & Stokhof 1984 semantics for (embedded) questions makes these sentences precisely equivalent.

Some facts to keep in mind from the start

• Transparent readings occur not just in attitude contexts (counterfactuals, causal cases).

• Whether a transparent reading is possible depends not just on the embedding operator but also person and tense (√ with know but # in 1st person present).

How to block transparent readings

Some attempts:

0. Jackson’s nihilism (Jackson 1981): the relevant contexts don’t have a possible worlds semantics. This should be a last resort!

1. Constraint on scoping? How could that be sensitive to person and tense?

Against monstrosity

1. Non-compositional: *know* is a monster iff 1st person present?

2. Would not allow intermediate readings:

\[(14)\] George thinks that I don’t know that she is where she is.

An intuition

The problem has to do with indexing the transparent predicate to something that is *not distinct enough* from the local evaluation worlds in 1st person epistemic contexts.

We need to figure out what governs world-indexing patterns.

Matrix K

Going back to the days of the Performative Hypothesis, there’s an idea that all sentences contain a wide scope epistemic operator (*I know that*, *I believe that*). Would that help?

\[(15)\] a. [I know that] I don’t know where she is.

\[\#[I know that] I don’t know that she is where she is.\]

There is nothing wrong with saying that you believe/know that you are ignorant about her location, that you don’t know that her actual location is where she is, but \((15)\)b is still bad.

Horn 1981

\[(16)\] #I don’t know that the man who won won.

“Why then is \((16)\) so odd? After all, it could be the case that I know that the tournament is over, say, and that some man, Borg or Connors, has won, without knowing which. But I can’t report this lack of knowledge with \((16)\), since in order to use the phrase *the man who won* referentially (cf. Donnellan, 1966) to pick out some individual, say Borg, which I need to do on the de re reading, I must know enough about that individual to presuppose that he satisfies the description, i.e. that he did in fact win. But that is just what I deny I can do, in the matrix of \((16)\). The de re, informative reading of \((16)\) thus self-destructs.”
Transparency without (common) knowledge

Possible evidence for Horn’s idea:

(17) Playing hide-and-seek . . . Petra is the last one we need to find. We’ve sent George out. Unfortunately,

  a. ✓ George still has no idea where Petra is.
  b. ?? George still has no idea that Petra is where she is.

(18) George is supposed to find Petra. If he does, our team loses. We found a great hiding place for Petra. Luckily,

  a. ✓ George still has no idea where Petra is.
  b. ✓ George still has no idea that Petra is where she is.

But:

(19) I don’t care where Chloe is. But why is she wherever she is (rather than here)?

(20) It’s a good thing that Chloe is wherever she is and not here.

(21) If Chloe wasn’t wherever she is, she would be here.

Dynamic ideas about a related puzzle

Groenendijk, Stokhof & Veltman 1996:

(22) There is someone hiding in the closet. […] #He might not be hiding in the closet.

Yalcin 2015:

(23) #The winner is a person who might not be the winner.

The picture:

- When we set up discourse referents, the associated properties are presupposed to hold of them.

- Setting up a discourse referent and presupposing that the relevant entity has the associated properties is different from knowing who that entity is.

- The modal operators that create a clash are those that quantify over (a subset of) the domain of worlds in the information state in which we’ve set up the discourse referent: in all of the worlds the modal ranges over the relevant entity has the stipulated property, and so we get a contradiction.

The account naturally extends to indicative conditionals. For I don’t know, some further thought is needed.
Extending the dynamic account to our data

The data in (22) and (23) concerned setting up a referent outside the scope of a modal and then had a bound variable in the scope of the modal. Our data concern transparent readings in the scope of a modal and we've already ruled out that the transparent expression scopes out of the scope of the modal. So ...

If we want to adapt the dynamic account, we need another way to relate the data.

⇒ Accommodation of a discourse referent!

(24) a. She might not be where she is.
    b. ∃x such that she is at x and might (λw. she isw at x).

This is, of course, suspiciously like scoping.


A conservative pragmatic alternative?

What if the problem with the 1st person epistemic contexts isn’t due to their semantics but their pragmatics?

To get started: what is the story with matrix assertions?

(25) She is where she is.

• If it means λw. she isw, where she isw, then we’d be asserting a trivially true proposition.

• If it means λw. she isw, where she isw, then (i) it is trivial if it’s common ground where she actually is, or (ii) a defective update because it would not be possible to eliminate the worlds where she is not where she is.

What if the prejacent of first person epistemic operators are signaled as relevant possible updates to the common ground? If so, the sentences might be bad for the same reason that matrix assertions of the prejacent would be bad.

A possible reason to think that a pragmatic story might be good:

(26) I’m pretty confident about where each of them is. But as usual, it’s (almost) certain that there is at least one of them about whom I’m wrong. So, for at least one of them, I don’t (really) know that she is where she (actually) is.


Thanks to Danny Fox for discussing this idea with me.

Of course, we do say things like (25). They are used to express a fatalistic attitude, for example (It is what it is, Que sera sera). This might be a pragmatic rescue interpretation.

NB: this is not the same as saying that these operators are speech act operators, as the “nihilist” approach would have it.

The earlier example (14) may be another case where my information state is at issue rather than where she is. George thinks that I don’t know that she is where she is.
Interim Conclusion

Transparent readings in first person present tense epistemic contexts are impossible because

1. Such contexts are not standard possible worlds operators but conduct their business entirely at the speech act level.

2. Such contexts range over (a subset of) the same information state that is dynamically created by the introduction of discourse referents (via quantification or accommodation).

3. Such contexts have a standard possible worlds semantics but also conduct some business at the speech act level. And it’s the latter that creates the problem with our sentences.
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*I think you should be more explicit here in step two. *