Discriminative Template Learning in Group-Convolutional Networks for Invariant Speech Representations
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Abstract

In the framework of a theory for invariant sensory signal representations, a signature which is invariant and selective for speech sounds can be obtained through projections in template signals and pooling over their transformations under a group. For locally compact groups, e.g., translations, the theory explains the resilience of convolutional neural networks with filter weight sharing and max pooling across their local translations in frequency or time. In this paper we propose a discriminative approach for learning an optimum set of templates, under a family of transformations, namely frequency transpositions and perturbations of the vocal tract length, which are among the primary sources of speech variability. Implicitly, we generalize convolutional networks to transformations other than translations, and derive data-specific templates by training a deep network with convolution-pooling layers and densely connected layers. We demonstrate that such a representation, combining group-generalized convolutions, theoretical invariance guarantees and discriminative template selection, improves frame classification performance over standard translation-CNNs and DNNs on TIMIT and Wall Street Journal datasets.

Index Terms: speech representations, neural networks, speech invariance, speech recognition

1. Introduction

Speech recognition systems built with statistical learning algorithms rely on the pre-assumption that the unknown probability distribution of speech data is fixed or similar for both train and test sets [1, 2]. Consequently, the mismatch caused by different speakers, speaking styles or pronunciations/accents is a major challenge for generic, real-world speech recognition. A number of normalization/adaptation techniques are applied to deal with such variability [3, 4]. On the other hand, human speech perception is remarkably robust to signal variations. Apart from the sophisticated contextual inference through complex language models, the lower-level neural representation of speech sounds might also be important for speech recognition [5, 6]. An invariant representation of the speech signal, in both biological and artificial systems, is crucial for improving the robustness of acoustic to phonetic mapping, decreasing the sample complexity (i.e., the required train set size) and enhancing the generalization performance of learning across distribution mismatch.

Representations invariant to transformations [7] that have a locally compact group structure can be obtained through a feature map that defines equivalence classes [8, 9]. The invariant map is obtained by the average over the group $G$ of (possibly non-linear) measurements: the projections on a template $t$ of the set of transformed signals $\{g x | g \in G\}$. Additionally, multiple maps over a set $\{t_k\}_{k=1}^3$ account for a selective representation with components given by $\mu_k(x) = 1/|G| \sum_{g \in G} \eta(g x, t_k)$, where $\eta$ is the non-linear measurement function. In extension, the approach can yield approximate invariance to unknown, non-group transformations, given access to a sufficient number of class-specific templates (and their transformed versions) [8]. The framework leads to biologically plausible neural representation models, forms predictions about representations in the ventral stream of the visual cortex [10] and provides mathematical justifications for a class of generalized convolutional network models [9]. Based on our previous work on audio representations [11, 12, 13], we propose a representation learning algorithm for invariance to more generic speech transformations.

Our contributions in this paper are: 1) a general framework for discriminative learning of invariant and selective representations, 2) a generalized convolutional network, defined for transformations other than local shifts, that can be discriminatively trained for optimal templates; our framework includes convolutional neural networks (CNNs) [14, 15] as a canonical special case, 3) an application to the transformations of vocal tract length (VTL) variations, and 4) improving, through VTL transformation invariance, the phone classification performance of standard CNNs and DNNs on TIMIT and Wall Street Journal (WSJ) datasets.

2. Related Work

Previous work on group-invariant speech representations focused on feed-forward, unsupervised networks using either random templates under speech-specific transformations [11, 12] or predefined wavelets under scaling and translations [16]. Such approaches are tractable to analyze and have nice theoretical guarantees regarding the type of invariances in the resulting representations. However, they are generally outperformed by explicit, large-scale, supervised training models [14, 15]. In this paper we extend a framework for group-invariant representations to the supervised regime, i.e. using data-specific, learned templates instead of random (or analytic) ones. CNNs can be shown to be a special case that approximates invariant representations for the translation group. Learning the filters jointly with the network parameters has been explored as an alternative to the base Mel-filter responses [17]. In contrast, we build on top of a first-layer, filterbank representation and learn the templates of a subsequent convolutional layer.

The idea to generalize CNNs beyond translations has been previously explored in tiled convolutional networks [18], that redefine weight-sharing for robustness to 2D rotations and scal-
The group orbit

3.2. Convolution and pooling over group orbits

The group orbit $O_x$ is the set of all transformed versions of $x$:

$$O_x = \{ \Phi_g(x) | g \in G \} \subset X$$

Our model is based on the fact that the feature map $F(x) : x \mapsto O_x$ is naturally invariant and selective. We first show that when the transformations $\Phi_g$ are translations, convolutional neural networks (CNNs) are approximating this feature map. We then extend the architecture to more general transformations.

Recall that CNNs consist of interleaved spatial convolution and pooling layers. In the convolution layer, the convolution between an input $x$ and a template (or filter) $t$ is computed as

$$y[i] = \sum_j x[j] \Phi(\tilde{t}[i - j]) = \sum_j x[j] \Phi(\tilde{t}[j - i]) = \langle x, \Phi(\tilde{t}) \rangle,$$

where $\tilde{t}[i] = \tilde{t}[-i]$ is the mirror reflected template, and $\Phi$ is an operation that shifts the signal by $i$ samples. Succinctly, the convolution layer is computing the inner product between $x$ and transformed templates $\Phi(\tilde{t})$. In the pooling layer, a statistic (e.g., MEAN or MAX) of the output values $y[i]$ is computed, typically within a local pooling range. We show that this is actually approximating the invariant feature map $F(x) = O_x$ under the translation group.

The orbit $O_x$, being a set of signals, is uniquely associated with the probability distribution induced by the Haar measure on the transformation group $G$. From Cramér-Wold theorem [31], this high-dimensional distribution can be characterized in terms of projections onto unit vectors (templates). Specifically, for a unit-normed template $t$, the set of inner product values

$$\{ \langle \Phi_g(x), t \rangle | g \in G \}$$

specifies a one-dimensional distribution. Given enough templates, the set of one-dimensional distributions uniquely characterizes the original orbit $O_x$. When the group is unitary, we could equivalently apply the (inverse) transformation to the template $t$ and leave $x$ unchanged:

$$\langle \Phi_g(x), t \rangle = \langle x, \Phi_g^{-1}(t) \rangle = \langle x, \Phi_g^{-1}(t) \rangle$$

Comparing this with Eq. (4), one can see that this is exactly what the convolution layer in CNNs is computing. The next step (the pooling layer) can be seen as finding a suitable description for those one-dimensional distributions. Natural choices include discrete histograms and moments, or the MAX statistic which is typically used in CNNs.

In summary, a CNN is approximating the invariant feature representation that maps $x$ to the orbit $O_x$ via interleaved convolution and pooling along the translation group. The above derivation applies to more general transformations than translations, under the main assumption of forming a unitary and locally compact group. Therefore, by replacing the translation group with other transformations, we get a natural generalization of CNNs. In this paper, we make the case for generic transformations for speech signals, specifically vocal tract length (VTL) perturbations, which we describe in Section 3.4.

3.3. Discriminative learning of optimal templates

The characterization of high dimensional distributions through one-dimensional projections is exact if all (infinitely many) templates on the unit sphere are used (Cramér-Wold theorem). For a finite set of input signals and finite number of random templates a Johnson-Lindenstrauss lemma-type argument can guarantee approximate characterization [9, 10]. The use of (random) samples of natural signals as templates [11] is also supported through the biologically plausible hypothesis that the collection and neural memorization of transformed signals is performed...
through unsupervised observations (memory-based learning). The template selection can also satisfy optimality criteria from a theory perspective. For example, it can be shown that Gabor functions, which are also biological model functions of cortical simple cells, are optimal templates when maximal invariance to both scale and position is desired [10].

In this paper we explore learning the templates in a data-driven way, by jointly training for the templates and classifier that minimize a classification cost function on a labeled training set. This is the standard way of setting the filter weights (or choosing the templates) in a CNN through training data and supervision. Discriminatively learned templates have proven to be very effective in different speech tasks, including phone recognition and large vocabulary recognition [14, 15].

Given a loss function \( L \) (e.g., cross-entropy), the templates can be learned through (stochastic) gradient descent, by moving iteratively in the negative gradient direction

\[
t ← t - \alpha \frac{∂L}{∂t}
\]  

(7)

where \( \alpha \) is the learning rate and the gradient vector \( \frac{∂L}{∂t} \) is computed via the chain-rule (back propagation) as

\[
\frac{∂L}{∂t} = \frac{∂y}{∂t} \frac{∂L}{∂y} = \sum_i \frac{∂y_i}{∂t} \frac{∂L}{∂y_i} = \sum_i \frac{∂Φ_i}{∂t} \frac{∂L}{∂Φ_i}
\]  

(8)

where \( y_i \) (see Eq. (4)) is the output of the convolution layer, and \( \frac{∂L}{∂y_i} \) is itself recursively computed via back-propagation from upper layers. In standard CNNs, \( Φ_i \) is a translation, so the derivative \( \frac{∂Φ_i}{∂t} \) is straightforward to compute. However, for arbitrary transformations \( Φ_i \), the derivative might be generally difficult to compute analytically. As a workaround, we modify the network architecture slightly: instead of applying the transformations to the templates \( t \), as in Eq. (6), we leave the transformations to the input \( x \). In this way, \( y_i \) will depend only linearly on \( t \), making the derivative \( \frac{∂y_i}{∂t} \) easy to compute.

### 3.4. Vocal tract length perturbation and invariant module

Vocal tract length (VTL) normalization [3] is a widely applied technique in speech recognition for modeling and removing inter-speaker variability due to vocal tract length [4, 32, 33]. A warp factor, estimated for each speaker, is used to normalize the corresponding speech data to account for the difference of their vocal tract length from the canonical mean. The reverse, i.e., introducing perturbations of the VTL, has been recently explored as a means for augmenting the training set [24, 25]. In this paper, we will consider VTL as a transformation that preserves the variation across all warps.

We propose an invariant signature extraction using group-convolution/group-pooling modules, one per template \( t \), illustrated in Fig. 1. The input signal \( x \) is a speech frame, represented as 40-dimensional Mel-filterbank, together with 7 context frames on both sides of the time index. VTL warpings, through a piecewise linear frequency warping function (implemented in Kaldi [34]), with 9 evenly distributed warp factors in \([0.9, 1.1]\) are applied to \( x \) to create transformed inputs. A template \( t \), randomly initialized and trained discriminatively, is a localized patch that shifts on both frequency and VTL axes. This is equivalent to a convolution operator in the joint transformation space. Similar to frequency-based CNNs for speech recognition [14, 15], the templates cover the whole time axis. In contrast, we introduce an additional dimension over the VTL transformations.

![Figure 1: Invariant group-convolution and pooling module.](image)

**Table 1: Frame classification accuracy.**

<table>
<thead>
<tr>
<th></th>
<th>TIMIT dev</th>
<th>TIMIT test</th>
<th>WSJ dev</th>
<th>WSJ test</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN</td>
<td>58.70</td>
<td>58.25</td>
<td>58.33</td>
<td>63.65</td>
</tr>
<tr>
<td>CNN</td>
<td>63.07</td>
<td>62.41</td>
<td>61.07</td>
<td>66.78</td>
</tr>
<tr>
<td>VTL-CNN</td>
<td>65.26</td>
<td>64.62</td>
<td>64.27</td>
<td>70.08</td>
</tr>
</tbody>
</table>

The dot product values between templates and transformed input signals form the convolution layer feature maps; MAX pooling is performed, locally across frequency regions, similar to CNNs to avoid global frequency shift invariance, and globally across all warps.

### 4. Experimental Evaluation

We empirically evaluate the proposed model and compare it with canonical CNNs and fully connected Deep Neural Networks (DNNs). The input to each convolution/pooling module is a 15-by-40-by-9 dimensional tensor, described in Sec. 3.4. For the convolution layer, we use 91 filters with a kernel size of 8 and 3 on the frequency and VTL axis respectively, with a stride of 1. Pooling is over local regions of size 6 over frequency and global over VTL. The full network consists of the convolution layer, pooling layer, and two fully connected layers (1024 units) with Rectified Linear Units (ReLUs) and a final linear layer to predict the posterior probability of frame labels. Comparisons with the proposed model are performed under a similar setting (filter and pooling kernel sizes). To ensure the same number of parameters in the convolution layer, we use \( 3 \times 91 \) filters for the conventional CNNs\(^1\). As a baseline comparison, we also include results using DNNs. Specifically, we replace the convolution-pooling with a dense layer, resulting in a DNN with 3 hidden layers.

#### 4.1. Frame classification on TIMIT and WSJ

We evaluate the proposed model on two standard datasets: TIMIT [35] and Wall Street Journal (WSJ) [36]. We use the Kaldi speech recognition toolkit [34] for data pre-processing. Particularly, we compute the frame-level, 40-dimensional Mel-

---

\(^1\)As the VTL dimension for our network disappears after pooling, the output of the pooling layer for CNNs is actually 3 times larger, leading to 3 times more parameters in the first fully connected layer.
filterbank features as base data representation. The feature extraction module (convolution/pooling layer), together with the classifier (densely connected layers) are trained jointly, and all the parameters are initialized randomly without pre-training. The labels are mono-phone HMM states generated by running force-alignment on the ground-truth transcriptions with GMM-HMM decoders based on MFCC features.

For TIMIT, we use the standard train, development (dev) and core-test data partitioning. Figure 2 shows the training costs and frame accuracy on the dev set with respect to the training iterations. As we observe, the DNN, despite having more parameters, does not perform as well as the CNN, which is consistent with previous work on applying CNNs for speech recognition [14, 15]. Moreover, our model, denoted as VTL-CNN, works better than both CNN and DNN. It also converges faster, which might be related to the fact that in principle an invariant representation reduces the sample complexity [8], i.e., the network needs to see less data for a given level of performance.

For WSJ, we use the sib4-half, dev93, and eval92 splits given by the s5 recipe of Kaldi as the training, development, and test sets. Due to space limitations, we omit the performance curve for WSJ, but summarize the frame accuracy on the development and test sets for both datasets in Table 1.

4.2. Comparison with data augmentation

It is natural to ask whether the performance gain of our model comes from pooling over generalized transformations or simply because it sees "more" data, i.e., all the VTL warped speech frames. We explore this in depth by training the same models on the original TIMIT and the VTL augmented training set. The augmented dataset is explicitly shuffled to avoid similar training samples in a mini-batch. The results are shown in Fig. 3. For both CNNs and DNNs, there is no significant difference between the networks trained on the original or the augmented sets, and thus no matching of the VTL-CNN performance in Fig. 2. This indicates that the augmented data by itself does not necessarily boost the performance; the architecture of the proposed model is more important in this sense.

It is worth mentioning that alternative techniques can be applied for making better use of augmented training data. For example, in [24], model averaging is used to combine the predictions from VTL warped data. Speaker-specific estimates of the warping factor are used in [25] to introduce small VTL perturbations. In contrast, our feature is expected to be (approximately) invariant to VTL variation without requiring an estimate of the "true" warping factor in advance.

5. Conclusions

In this paper, we outlined a framework for learning a feature map that is approximately invariant under general transformation groups. We showed how CNNs are a special case of this framework for representations invariant to local frequency shifts. We proposed a new model that generalizes the convolutional networks to include specific invariance with respect to VTL perturbation and demonstrated its effectiveness on standard speech datasets. This work is an extension of our previous model [12] for invariant speech representations in the sense that we are discriminatively learning an optimal set of templates in a data-driven way by jointly training the feature extraction module and the classifier. The proposed model and extensions will be subsequently evaluated on phone recognition as well as large vocabulary continuous speech recognition tasks. To decrease the computational cost of explicitly transforming the input signals, while still avoiding computing derivatives of non-tractable transforms, we are actively exploring the use of more tractable, parametric transformations.
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