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Abstract

We propose a multi-layer feature extraction framework for speech, capable of providing invariant representations. A set of templates is generated by sampling the result of applying smooth, identity-preserving transformations (such as vocal tract length and tempo variations) to arbitrarily-selected speech signals. Templates are then stored as the weights of “neurons”. We use a cascade of such computational modules to factor out different types of transformation variability in a hierarchy, and show that it improves phone classification over baseline features. In addition, we describe empirical comparisons of a) different transformations which may be responsible for the variability in speech signals and of b) different ways of assembling template sets for training. The proposed layered system is an effort towards explaining the performance of recent deep learning networks and the principles by which the human auditory cortex might reduce the sample complexity of learning in speech recognition. Our theory and experiments suggest that invariant representations are crucial in learning from complex, real-world data like natural speech. Our model is built on basic computational primitives of cortical neurons, thus making an argument about how representations might be learned in the human auditory cortex.
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1. Introduction

Natural speech signals are complex sources of acoustic information due to the many factors of intrinsic and extrinsic variability, such as vocalization variations (accent, pronunciation, articulation, pitch, volume, rate, etc.), mixing with background noise and reverberations or filtering by the sensory and transmission systems, just to name a few. Due to the effect of such identity-preserving variability, the set of perceivable speech units is infinitely large compared to the number of commonly used words in a language (e.g., the second edition of the Oxford English Dictionary lists 171,476 words in current use). Consequently, an effective acoustic feature representation, i.e., one that can discount variability while preserving identity, is a crucial component of automatic speech recognition (ASR) systems.

Representations that are robust to noise, invariant to task-irrelevant transformations, and rich in discriminative information are usually the result of clever feature engineering and speech domain expertise. Examples of such representations are the widely used the mel-frequency cepstral coefficients (MFCCs) [1] and perceptual linear predictive coefficients (PLPs) [2]. Despite feature sophistication however, machine-based speech recognition still under-performs compared to recognition by humans [3, 4]. This gap motivates a direction of studies towards understanding the processing and representation in the human auditory cortex [5, 6] and developing biologically inspired speech features [7].

Representation learning is a relatively mature field in machine learning, aimed at automatically extracting effective data representations from low-level inputs, such as sound waveforms or spectrograms. For example, dictionary learning and sparse coding have been used to learn representations for speech [8, 9, 10] and generic audio signals [11]. Similarly, bottleneck features [12, 13], are rediscovered and becoming increasingly popular with the recent advents of deep networks [14, 15].

Our contributions in this paper relate to both of the above directions, namely biologically-inspired and data-driven features, based on a theory and a hypothesis for processing in the visual ventral stream [16]: 1) We propose a biologically plausible computational module by wiring “neurons” in networks with predefined architectures, mimicking simple-complex cells [17] (Sec. 3). We show how these modules can compute representations that are provably invariant to compact group transformations and approximately invariant to more general classes of (smooth) transformations. 2) To factor-out different sources of variability, we build a layered architecture by re-using the basic modules (Sec. 4). 3) We present phonetic classification results on TIMIT dataset [18] (Sec. 4) and empirically evaluate different schemes for learning the module weights (Sec. 5).

2. Related Work

Acoustic modeling with deep neural networks has recently largely outperformed conventional pipelines based on MFCCs and Gaussian Mixture Models (GMMs) [19]. Different variants, successfully applied for speech, include fully connected architectures [20], convolutional networks with pooling over time [21] or frequency [22] and deep recurrent networks [23, 24]. Empirical studies have also shown that deep models can subsume many carefully designed speaker adaptation techniques [25]. Moreover, it was observed that the intermediate layer representations (bottleneck features) taken from a deep neural network can considerably improve the performance GMM-based acoustic modeling [14, 15]. However, there is still limited formal understanding of how or why deep architectures lead to effective representations.

Scattering networks [26] are a closely related framework to our model, towards a theory on how multilayer, hierarchical architectures can lead to stable and invariant representations. Scattering transforms compute feature maps via cascades of convolutions and modulus operators. A representation is then obtained by concatenating the output of successive layers. Our
work shares the same of goal of building and explaining invariant representations through multilayer architectures. However, by using biologically plausible computational modules, we also reason about a possible mode of memory-based learning of invariances in the auditory cortex. In addition, we consider a model where different transformations are progressively factored out on different layers.

3. Invariant Representation Learning

In this section, we present the theory and implementation aspects of a biologically plausible module for computing features invariant to transformations and motivate a memory-based scheme for learning invariant representations from data.

3.1. Invariance and Learning Complexity

Real world signals are complicated in many different ways. One could argue though that the transformations that preserve semantic identity account for almost all the complexities in recognition tasks [16]. Such complexities have been the major difficulty in applying machine learning algorithms to real world problems. In recent years, due to advances in hardware, effective regularization techniques and improved optimization algorithms, sophisticated models are being trained on huge datasets containing multiple aspects of real world complexities. For example, 5,780 hours of Google Voice input data was used in [27]. Augmenting the training set by applying label-preserving transformations to the data is also a technique known to boost system performance [28, 29].

Despite their impressive recognition performance, such systems are diverging from principles evident in human intelligence. A child, for example, can learn to recognize individual names of objects (e.g., the set of all phonetic labels), and the ground-truth transformations to the data is also a technique known to boost system performance [28, 29].

3.2. Group Theory and Invariant Representations

Mathematically, invariance is defined through transformations that leave some quantity unchanged. In our case, we are particularly interested in identity-preserving transformations. Such transformations (for example the rigid motion of objects) can be modeled as groups [32].

Consider the space \( \mathcal{X} \) of all possible input signals (e.g., speech sound waveforms), and an identity-preserving group \( G \) that acts on \( \mathcal{X} \). That is, for the identity space, or label space \( \mathcal{Y} \) (e.g., the set of all phonetic labels), and the ground-truth label map \( g : \mathcal{X} \rightarrow \mathcal{Y} \), we have \( g(x) = g(g \circ x) \) for all \( x \in \mathcal{X}, g \in G \). The goal is to construct a representation map \( r : \mathcal{X} \rightarrow \tilde{\mathcal{X}} \) to the feature space \( \tilde{\mathcal{X}} \) in which the transformations of \( G \) keep the representation unchanged. In other words, \( r(x) = r(g \circ x) \) for all \( x \in \mathcal{X}, g \in G \).

The actions of \( G \) define an equivalence relation \( \sim \) on \( \mathcal{X} \): \( x \sim x' \) if and only if \( \exists g \in G \) such that \( x = g \circ x' \). The equivalence classes \( \{ x' \in \mathcal{X} : x \sim x' \} = \{ g \circ x : g \in G \} \) are called orbits of \( G \) because \( \{ x \} \) is the “orbit” of applying all \( g \in G \) to \( x \). This equivalence relation induces a quotient map \( q : x \mapsto [x] \) from \( \mathcal{X} \) to the quotient space \( \mathcal{X}/G \) (a.k.a. the orbit space). It is easy to see that \( q \) is invariant to actions of \( G \):

\[
q(x) = [x] = [g \circ x] = q(g \circ x), \quad \forall x \in \mathcal{X}, g \in G
\]

So letting \( \tilde{\mathcal{X}} = \mathcal{X}/G \), \( r = q \) will be an invariant representation map. Note this map is also discriminative, because \( [x] \neq [x'] \Rightarrow \exists g \in G, \text{ s.t. } g \circ x = x' \), so \( x \) and \( x' \) will have different labels / identities.

3.3. Neuronal Modules for Computing Invariant Maps

For a compact group \( G \) and a fixed signal \( x \in \mathcal{X} \), the normalized Haar measure on \( G \) induces a probability distribution \( p_x \) supported on all the signals in the orbit \( [x] \). The high dimensional distribution \( p_x \), having the same role as the orbit \( [x] \), can be characterized by the collection of one dimensional distributions \( p_{(x,t^k)} \) induced by projecting onto all the vectors \( t^k \) on the unit sphere [33, 16].

Under this reasoning, we propose a concrete model implementation of an invariant map, using only basic neuron primitives (high-dimensional dot product and nonlinearity) and several steps of approximation. First, a finite set of (randomly chosen) signals \( t^1, \ldots, t^K \), called templates, are used. Then, the one dimensional distributions \( p_{(x,t^k)} \) are approximated by discrete estimates (histograms of \( N \) bins). Specifically, \( N \) shifted step functions \( \eta_n \), are integrated to get the cumulative histogram counts for the projections on each \( t^k \):

\[
\mu_n(x) = \int_G \eta_n((g \circ x, t^k)) \, dg
\]

(1)

For neural modules, we use a smooth neuron nonlinearity (e.g., sigmoid) to approximate the step function. For a unitary \( G \), it holds that \( (g \circ x, t^k) = (x, g^{-1} \circ t^k) \). Thus, to compute (1), we do not need to obtain all the transformed versions of a signal \( x \); instead, at training time, we observe and store a collection

Figure 1: Illustration of an invariant representation module.
of templates \( \{t^k\}_{k=1}^K \) and all transformed versions \( \{g \circ t^k\}_{g \in G} \) for each one, i.e. \( \mu_n(x) = (1/|G|) \sum_{g \in G} \eta_n((x, g \circ t^k)) \).

To get the representation for new inputs, the normalized inner products with all transformed templates are computed and then histogram-pooled over each template orbit. The output is the \( N \times K \)-dimensional vector formed by \( K \) components of \( N \) histogram bins each. An illustration of such an invariant representation module is shown in Fig. 1. This module is reminiscent of the simple-complex cell modules [17], where inner products (filtering) are computed by the simple cells and pooling operations are carried out by the complex cells.

Note that in some cases it might be empirically favorable to use moment pooling with a nonlinearity function of the form \( \eta_n(\cdot) = (\cdot)^n \) instead of histograms. This covers several special cases such as the energy model of complex cells [34] for \( n = 2 \) and mean pooling for \( n = 1 \). With proper normalization, max pooling [35] is also approximated for \( n \to \infty \).

3.4. General Smooth Transformations

For groups that are only locally compact, we could pool over a subset \( G_0 \subset G \) to generate a local signature as

\[
\mu_n(x) = \frac{1}{V_0} \int_{G_0} \eta_n((x, g \circ t^k)) \, dg, \quad G_0 \subset G
\]

where \( V_0 = \int_{G_0} dg \) is a local normalization constant in order for a valid probability distribution to be defined. It can be shown that this local signature is partially invariant to a restricted subset of transformations when the input and the templates have a localization property [16]. Dealing with general non-group transformations is more complicated. The basic idea is to rely on smoothness, and linearize locally at some key transformations. Approximate invariance could be achieved by combining these locally computed signatures. The more complicated the transformations are, the more key transformations are needed for a good approximation. Please refer to [16] for details. As a remark, not all transformations can be handled in our framework. For non-smooth transformations, it is difficult to control the behavior of local approximations in general. Furthermore, for non-invertible transformations (e.g., sound occlusions), one cannot recover the discriminative information that has been permanently lost.

3.5. Memory-based Learning of Invariance

Learning of invariant modules could be implemented through “memorizing” the transformed templates at training time and storing them in the “synapses” (i.e., the weights of module inputs). In this paper, we consider two modes of learning through stored transformations: explicit refers to generating the transformed templates by explicitly modeling the transforms and sampling by synthesis; implicit refers to forming a collection of grouped samples from the training data and assuming each group is generated via the same, unknown transformation. Specific examples of the two learning modes are given in Sec. 5.

One merit of our framework is that we do not need to explicitly know what the underlying transformation is in order to be invariant to it. The implicit mode, in the form of unsupervised learning, is very natural in vision, e.g., through the continuous observation of moving (transformed) objects. The temporal continuity accounts for collecting the set of a transformed template without knowing the identity of either the template (object) or the underlying transformation. Although the analogies for the auditory system are not apparent, in Sec. 5 we empirically study different schemes for implicit learning.

4. Evaluation of a Layered Representation

In this section, we propose and empirically evaluate a multilayer architecture for invariance to multiple transformations, based on stacking multiple invariance modules. The proposed architecture is used to extract representations of segmented phones for phonetic classification on the TIMIT dataset [18].

Multilayer Invariant Representation: A three-layer representation is formulated by stacking modules for invariance to local frequency shifts, vocal tract length (VTL) and signal tempo. Note that VTL can be substantially the largest source of variability in the waveform of vowel sounds [36], and VTL normalization [37] is a commonly applied speaker adaptation technique in ASR systems.

The first layer computes standard Mel-frequency filter bank features from the raw waveform, which can be seen as a specific invariance module under our framework: the transforming templates are frequency-shifted Fourier basis; locally-weighted mean pooling (mel-filter energies) is applied on the projection of the input on the template set. Since pooling is only over a local subset of frequency-shifting transformations, the representation is only approximately invariant to small frequency shifts. The second layer attempts to handle speaker variability through a module of VTL-invariance. For obtaining the sets of transformed templates (explicit learning of the simple cells), we randomly sample frames from the training data. Each sample is a single template \( t^k \), which we explicitly transform by VTL variations [37] with warping factors ranging in \([0.8, 1.2]\). Each template is thus associated with samples from a VTL orbit set. The third layer is aimed at compensating for the variations of the pace or speed of speech signals. Again, randomly sampled training frames are used as templates, transformed by varying the tempo within the range \([0.5, 1.9]\).

Experimental Setting: TIMIT consists of phonetically-balanced, prompted English speech recordings, including 6300 sentences spoken by 630 speakers from 8 dialect regions. We use the standard Train / Test partition and report phone class-
sification error rates on the Core Test set. The dataset phonetic labels contain 61 classes. Following standard practices, we fold the 61 classes into 39 categories [38]. We formulate a multiclass classification problem, using one-vs-rest regularized linear regression classifiers, with the regularization coefficients decided by 5-fold cross validation. We explicitly avoided using kernel-based, non-linear methods in order to demonstrate the effectiveness of the representation for small model complexity.

### Baselines and Results:

We compare the multilayer model with the deep scattering spectrum (DSS) [26] representation and a baseline using MFCC (with Δ and ΔΔΔ) under the same setting. Fig. 2 shows phone error rates for all systems, including results from intermediate layers of the proposed multilayer architecture (denoted inv-1-mf, inv-2-v) and inv-3-t) for Mel, VTL and tempo layers respectively. First- to fourth-order DSS (denoted scat-n for each order n) all outperform the MFCC baseline significantly. However, adding layers beyond two does not improve performance, which was also observed in [26] (Note: Even though we are using the software package provided by the authors to compute scattering transforms, the reported errors are different from the ones in [26] as we are using a much weaker classifier). The performance of the first invariance layer inv-1-mf is slightly better than the MFCC baseline. The second layer inv-2-v, by compensating for VTL variations, boosts the classification accuracy significantly, outperforming all other orders of deep scattering transforms. The additional tempo layer inv-3-t further reduces the overall error to 45%.

### Table 1: Phone classification error rate using different invariance modules.

<table>
<thead>
<tr>
<th>warp</th>
<th>pitch</th>
<th>Explicit</th>
<th>tempo</th>
<th>time shift</th>
<th>VTL</th>
<th>kmeans</th>
<th>Implicit</th>
<th>category</th>
<th>SA</th>
<th>MFCC</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>41.85%</td>
<td>42.39%</td>
<td>43.35%</td>
<td>43.86%</td>
<td>40.89%</td>
<td>46.26%</td>
<td>46.79%</td>
<td>42.99%</td>
<td>64.15%</td>
<td>49.37%</td>
<td>44.94%</td>
<td></td>
</tr>
</tbody>
</table>

Based on a theory of invariant representations under compact group transformations and approximately invariant representations under general smooth transformations, we proposed invariant feature extraction modules that can be cascaded to factor out different transformations. Such modules can be constructed using templates and their transformed versions, either via explicit parametrization and sampling from the transformations or implicit (unsupervised) learning from data. The proposed modules and layers use basic computational primitives of “neurons”, thus any results under this framework can form hypotheses on representation and recognition in the auditory cortex, and shed light on how humans learn to recognize speech.
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