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Abstract

Artificial intelligence has become increasingly prevalant through the past five years,
even resulting in a national strategy for artificial intelligence. With such widespread
usage, it is critical that we understand the threats to Al security. Historically, re-
search on security in Al systems has focused on vulnerabilities in the training algo-
rithm (e.g., adversarial machine learning), or vulnerabilities in the training process
(e.g., data poisoning attacks). However, there has not been much research on how
vulnerabilities in the platform on which the Al system runs can impact the classifi-
cation results. In this work, we study the impact of platform vulnerabilities on Al
systems. We divide the work into two major part: a concrete proof-of-concept attack
to prove the feasibility and impact of platform attack, and a higher-level qualitative
analysis to reason about the impact of large vulnerability classes on Al systems. We
demonstrate an attack on the Microsoft Cognitive Toolkit which results in targeted
misclassification, leveraging a memory safety vulnerability in a third party library.
Furthermore, we provide a general classification of system vulnerabilities and their
impacts on Al systems specifically.
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Chapter 1

Introduction

Artificial intelligence has become increasingly prevalent in the past few years, be-
ing used to solve problems across domains of speech recognition [89][4], optimization
[80]|73], and object identification [77][2][28]. AI has also been adopted in many sen-
sitive and fault intolerant fields such as fraud detection |76] and medicine [30]. With
the rise in open source toolkits, it has become easier than ever to deploy Al in a wide
variety of systems, causing their use to be even more widespread.

ML as a subdomain of Al has received special attention recently. ML systems
are often opaque, however [20]. The models are trained over many iterations without
needing much interaction with the underlying system. This can make vulnerabilities
in the system much more difficult to analyze. The validity of the results obtained from
machine learning relies on three main properties: sufficient training data, robustness
of the algorithm against adversarial samples, and the security of the platform on which
the engine runs. While both the properties of robustness in training [36][9][1][27] and
the algorithm [57][14][88][90][26] have been studied extensively, the third property, the
security of the platform, has received little attention. Unlike in many other systems,
in an Al engine, a single change in a variable may result in changes that are drastic
and difficult to diagnose. Thus, the impact of platform vulnerabilities on Al systems
have to be studied to understand their implications for real-world scenarios.

In this thesis, we study the impact of threats to Al platforms. We first build a

proof-of-concept attack to show that platform attacks are not only feasible, they can
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have impacts that have received very little attention in the literature. For instance, a
malicious sample can maliciously modify not only its own classification but also the
classification of other samples. We demonstrate a cross-sample attack to highlight the
importance of Al platform security. Second, we study the larger landscape of attacks
against Al platforms, and analyze their impact against Al engines. In particular, we
find that certain classes of attacks that are important in enterprise settings are much
less important for Al systems, while others that seem weak in enterprise settings,

such as limited data-only attacks, have major impact on Al systems.

Our work demonstrates a novel class of cross-sample attacks that can impact Al
systems, and raise awareness towards the less-considered results of attacks against
the Al system platform. We also discuss a more general threat landscape that high-
lights important threats against Al engines. In doing so, we identify gaps in current
techniques used in securing Al systems, which the research community can leverage

in order to develop newer techniques.

There has been substantial reseach in securing Al platforms. However, a large
majority of them focus on either attacking the algorithm used in the learning process
[7][10][88][59]|26][90][14] or the training process [36][9][1][27]. There has been some
recent work in designing a secure platform for Al systems, but a majority focus on
securing the platform in a data-privacy setting, attempting to limit the amount of
private data exposed to an ML system during the training [33][64][37][54]. There has
been some recent work in guaranteeing the integrity of Al systems in the cloud using
trusted execution environments (TEEs) such as Intel SGX [43] [81], but these systems
are designed with threats in the untrusted software stack in mind, not necessarily
vulnerabilities in the AI system itself. In contrast to these efforts, we present a
specific attack against Al systems that only leverages vulnerabilities in the Al system

itself, and demonstrate a need for addressing platform security in a Al-specific setting.

In this thesis, we demonstrate a specific cross-sample attack against a popular ma-
chine learning framework (Section 3), and proceed to discuss general threats against
Al systems (Section 4). We then discuss the other efforts in the field of Al security

(Section 5), and provide a discussion of the results (Section 6), identifying vulnera-

18



bility classes that are not well addressed by currently existing research.
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Chapter 2

Background

To contextualize our research, we provide a background for Al as a whole, and in Al

security.

2.1 Al Systems

AT has become increasingly prevalent in software in the past few years [29][13]. Many
critical systems, such as autonomous vehicles [39][24] and robots [12][91], rely on Al
for correct functionality.

Machine learning (ML), a subset of Al techniques, generally automates the process
of analyzing data sets, producing models that classify inputs based on the correlations
it finds in the training data it is initially provided [3|. There are three main classes
of machine learning techniques, depending on what data is provided as initial input
during the training phase. The three types are supervised learning, unsupervised
learning, and reinforcement learning [57]. Supervised learning refers to methods that
initially provide the systems with sets of inputs and their corresponding outputs. Un-
supervised learning initially provides inputs without information about the expected
outputs. Reinforcement learning relies on providing sequences of actions and observa-
tions as inputs, with the goal of identifying the optimal actions to take in a specified
environment.

Although separately classified by the inputs to the system, Al systems generally
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Figure 2-1: Information flow through a general Al System

have similar attack surfaces, because their data processing pipelines are similar. A
generic system, illustrated in Figure 2-1, takes an object or action from the physical
domain, and translates it into input through various methods (sensors, cameras, etc.).
Then, the digital representation of the data is sent through the machine learning
model, which then outputs a result [57].

Tampering of the data at any point in this process could cause incorrect outputs of
the system. If the inputs are tampered with either in the physical domain or any time
during the conversion to digital data, the outputs may be unexpected. In addition,
if there are errors in the model itself, the outcomes may also be incorrect.

The validity of the model in artificial intelligence rely on three main factors: good
training, robustness of the algorithm, and security of the platform. All three elements

are necessary to be able to trust the results of the classifications.

2.2 Problem Definition

AT systems have risen in popularity recently, and there has been an increased interest
in the security of Al systems. Various researchers have worked on demonstrating that

machine learning is vulnerable to attacks through the training data [36][9] or through
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adversarial examples that leverage flaws in the algorithms [14][57][90]. However, as
we stated, there are three main facets of machine learning. We need robustness in our
training, our algorithms, and in the platform on which the system operates. While
the first two facets have been researched [57|, there has been little work (to our
knowledge) on the last facet.

There is an underlying system that generates and trains the networks, and runs
the inputs through the classifier. The vulnerabilities in the underlying systems could
thus result in incorrect results even if the algorithms and the training data were all
free of errors. As Al systems are used to make decisions for sensitive applications in
self-driving cars, drones, or robots [14], trust in their behavior is imperative. Thus,
there is a need to learn about how platform vulnerabilities can effect Al systems.

There has been a large amount of general research done in systems security
[78]|17][44][75]|32], but none focuses on machine learning systems specifically. While
general systems vulnerabilities can still apply to machine learning platforms, we hy-
pothesize that there are specific classes of vulnerabilities that are significantly more
critical on Al systems than anywhere else. For example, an attacker being able to
overwrite a single data value may not be so damaging in general, but may be critical
in an Al system, where a single change in a model parameter is hard to identify, and
can change the results drastically.

Thus, we will attempt to find and classify vulnerabilities in Al platforms, with a
strong focus on ones that behave differently in AI platforms. Mostly, these should be
data-only vulnerabilities, and we will seek to demonstrate that their impact is much
greater than previously thought. Thus, we will motivate a specialized threat model

for Al systems, and identify methods for securing these platforms against threats.
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Chapter 3

Real-World Attack

In this section we demonstrate an exploit on a existing Al system. Our exploit targets
Microsoft CNTK, a open-source deep learning library. We leverage a memory safety
vulnerability in a third party library in order to cause targeted misclassification. The

exploit relies on the existence of the vulnerability specified in CVE-2018-5268.

3.1 Microsoft Cognitive Toolkit

The Cognitive Toolkit (CNTK) is a open-source, deep learning toolkit developed by
Microsoft [68]. Primarily, it allows the user to define a network as a directed graph,
and train and evaluate the specified model. As illustrated in Figure 3-1, it takes in
a model specification along with inputs that are passed through a image processor,
and outputs a model that it can then evaluate with arbitrary processed inputs. As
it allows fine-grained model specification, CNTK can express nearly arbitrary neural
networks, and execute the corresponding algorithms. CNTK can be loaded in as a
library in Python, C#, or C+-+, but for our purposes, we use it as a standalone tool
and explicitly define our models using BrainScript, their custom model description
language.

The BrainScript interface allows us to specify one of two modes, training or eval-
uation, for execution. In the training mode, the BrainScript file specifies the model

layout and the size and shape of all parameters. In the evaluation mode, CNTK just
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Figure 3-1: Overview of CNTK

needs a path to the trained model and the input images and their classifications.

When running CNTK providing the BrainScript specification as an input, CNTK
parses the specifications and initializes the model, located on the heap. All compo-
nents of the model are allocated on the heap, and pointers are initialized according to
the model description. The matrices holding the input data for the model is initial-
ized to empty during this stage, and references to it are created even though it’s not
yet populated. Figure 3-2 illustrates the structure of the matrix containing the input
data. It contains maps corresponding to features and labels for the potential input
set, which each contain a map with a pointer m_pArray that contains a reference to
the input data corresponding to the matrix.

The inputs are loaded through a call to ImageReader, which fills a buffer on the
stack with image data read from a specified text file. This buffer contains a matrix,
and also holds all the information about the layout and size of the input. The layout
and size information is included in the model itself, and the process will abort if an
input that is invalid for the current model is provided. The matrix contains pointers
to four different types of matrices. There are sparse and normal versions of matrices

for both CPU and GPU based calculations. These submatrices are what holds the
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Figure 3-2: The structure of the buffer storing loaded images, and the pointers it
contains.

pointer to the numerical data stored in the matrix. However, the data is accessed
through getter and setter methods in the matrix class.

After the image data is read into the buffer, CNTK swaps it into the input matrix
that was previously linked into the model. As the references to the matrix already
exist in the network, they swap the contents of the buffer and the matrix instead of

switching pointers.

3.2 Example Exploit

The goal of our attack is to use a malicious input image for CNTK and cause the
engine to misclassify other images. This requires finding a memory corruption vulner-
ability in either CNTK or the third party libraries it loads, and leveraging it during
the classification process.

We studied the image loading process for possible corruptible sites. We found that
the images were converted into matrix form in Readers/ImageReader/
ImageReader.cpp, which made calls out to Readers/ImageReader/

ImageDataDeserializer.cpp in order to parse the image data. In line 98 of Source/Readers/
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ImageReader/ImageDataDeserializer.cpp, shown in listing 3.2.1, they call the

OpenCV library to read the image from the path.

1 return cv::imread(path, grayscale 7

2 cv:: : cv::IMREAD_COLOR);

OpenCV is a popular open-source computer vision library, popular for machine
learning applications due to its focus on efficiency and support for various types of
specialized hardware [11]. OpenCV had a heap-based buffer overflow that could be
triggered by parsing a malicious image in the loading process (CVE-2018-5268). We
decided to leverage this vulnerability to introduce a write-what-where vulnerability
[78] in CNTK itself.

Given a write-what-where vulnerability, we then determine which addresses to
overwrite in order to cause a misclassification. We observe that the following steps

occur during the image loading process.

1) The input matrix is initialized, and references to it are created within the network.
2) The image data is loaded into a buffer.

3) The matrix and the buffer have their contents swapped.

Step 3) of the process specifically swap the contents of the two matrices, instead of
changing their pointers. This is due to the initialization in step 1), causing references
to the input matrix to be remembered. This means that the image data referenced by
the input matrix will be the one used during classification. This is key to our attack,
and the specific timeline is outlined in Figure 3-3.

We considered several approaches before deciding on a plan of attack. We first
considered attempting to modify the size of the image in some way, in an attempt to
misalign the evaluation frame with the input images. Robust bounds checking and
layout verification made this approach infeasible. Then, we considered overwriting

the data pointer in the input matrix used in the network. However, after our window
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Figure 3-3: The timeline of events in the classification process, with adversary actions
outlined in red. The dotted lines indicate the window of opportunity for the adversary
to leverage the arbitrary write vulnerability.

for arbitrary writes has passed, we have a swap that overwrites the value of the data
pointer with that of the input. We cannot delay our write, as we are leveraging
a vulnerability in an external library that is called exactly once during the image
loading process in step 2).

Thus, we need to accomplish two things with our vulnerability. We need to ensure
the swap does not overwrite the desired data in our input matrix, and overwrite the
data pointer in the input matrix to produce the desired classification.

We accomplish the first goal by creating a dummy matrix object, and overwrit-
ing the destination of the swap. Specifically, the swap occurs as follows in lines
301-307 of CNTK/Source/Readers/ReaderLib/ReaderShim. cpp: :301-307, shown in
listing 3.2.2.
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Figure 3-4: The sequence of the adversary’s actions and their effects on the memory
of the system.

1 for (auto i = matrices.begin(); i != matrices.end(); ++i)
2 {

3 std: :swap(i->second.GetMatrix<ElemType>(),

4 *m_prefetchBuffers[i->first] .m_matrix);

5

6 // Resetting layouts.

7 i->second.pMBLayout->Init (1, 0);

C

Before the swap, we can overwrite the matrices object, ensuring that the entries
it holds are not the ones referenced in the network. Then, this swap will effectively
result in a no-op. Thus, if we overwrote the data pointer in the input matrix, the
change will be preserved and the evaluation will occur on the malicious input data.
The sequence of transformations is illustrated in Figure 3-4.

Now, we need to overwrite the data pointer in the input matrix. If the buffer
loaded the image data into memory location X, we considered two possibilities for

a corrupted pointer: X - image_size, and X + image_size. The first possibility
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can corrupt the first image of the stream, and in a targeted fashion if we leverage
additional writes during the corruption step in order to load a fake image right before
the real images. However, this approach is inconsistent, as the region of memory right
before the image buffer is not guaranteed to be writeable. The second approach is
much less brittle, but has the disadvantage that we can only corrupt a classification
into one of an image that was truly in the input stream.

We chose the second approach because the attack already assumes the attacker
can upload a malicious input image to the classifier. Thus, the disadvantage is mostly
mitigated, and we get a much more reliable attack.

As a result of uploading the malicious image, the attack executes the series of

commands described in Listing 3.2.3.

1 // corrupt the matriz data pointer

2 target_ptr = matrices.begin()->second.GetMatrix<Float>() .m_CPUMatrix.get()

3 .m_sob.get()) .m_pArray

4 fetched_images_ptr = *m_prefechBuffers[i->first].m_matrix..m_CPUMatrix.get())
5 .m_sob.get () .m_pArray

6 target_ptr = test_images_ptr + 4 * 28 * 28

g8 // undo the swap

9 dummy_matrix_ptr = make_fake_matrix_on_stack();

10 matrices.begin() = dummy_matrix_ptr

This overwrites both the swap destination pointer and the image data pointer,
causing the system to receive essentially an offset batch of inputs. Several examples
of the corruption are depicted in Figure 3-5.

We ran this attack on version 2.7 of CNTK, leveraging the vulnerability from
version 3.4.0 of OpenCV. We discovered that we could corrupt the classification of
all input images to the classification of the next image. This caused the evaluation
accuracy to fall from 100% to 0%. Using a sample of the two images shown, the

results of the outputs varied as shown in Figure 3-5. Even though we only provided
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correct, but with a malicious exploit the classifications of all images are impacted.
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one malicious image to the process, we managed to alter the classification of all other

images.
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Chapter 4

Broader Threat Analysis

We provide an overview of general attacks on Al systems, how they might be executed,
and their impacts on the system. AI Attacks can be classified intro three large
classes: platform attacks, which attack the platform the Al system runs on, algorithm
attacks, which attack the algorithm the AI system uses for classification, and data
attacks, which insert data into the system to cause malfunction. These attacks can
further be subdivided into more specific categories. Platform attacks can be divided
into data modification attacks, which modify the data in the evaluation step of the
system to cause misclassification, denial of service attacks, which causes a failure of
availability in the system, and input leakage attacks, which gain access to confidential
data that passes through the platform. Algorithm attacks are described by adversarial
examples, samples that are specifically constructed to cause a misclassification by the
classification algorithm. Data attacks can also be divided into training data poisoning
attacks, which insert malicious inputs to the training set to cause misclassification,
or training data leakage attacks, which use malicious inputs to identify samples from

the confidential training set. This categorization is illustrated in Figure 4-1.
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Figure 4-1: Tree of Al Security

4.1 Platform Attacks

4.1.1 Data Modification Attacks

This section focuses on attacks that modify the data in the input evaluation step
of the Al system. This can range from modifying the parameters in the model, to
modifying the inputs to the system maliciously. These attacks do not involve changes

to the control flow of the system.

Attack Method

These attacks require that the adversary be able to overwrite a parameter to the
system. Depending on how objects are stored in memory, there are various methods
[19]|63][35] an attacker could use in order to compromise a system by overwriting
parameters.

Most Al systems take in an input, which is then categorized by the system. Con-
sider an example machine learning system that interprets its input as described in

listing 4.1.1.
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Listing 4.1.1: Vulnerable Stack Overflow Code

1 modelObject model;
2 char input[200];

3

4 load_model (model) ;

5 gets(input);

7 return evaluate_model(model, inputs);

. »

This snippet loads in a model, reads an input, evaluates the input based on the
model, and returns the result. However, the key observation is that the model and
input are both stored as local variables in memory on the stack. As this model uses
gets (), which does not verify the size of the input, when loading in the model, the
adversary could provide an input of size much larger than the program specification,
which in this case is 200. If this occurs, gets() will attempt to copy the entire
adversary-provided input into the buffer, overflowing the data into the rest of the
local variables. As the model is stored on the stack in the same contiguous section as
all the other local variables, this buffer overflow could modify the model parameters
to attacker-controlled values and corrupt the evaluation of the input. While this ex-
ample overwrites memory on the stack, we can also perform a very similar attack to

overwrite parameters on the heap, as described in listing 4.1.2.

Listing 4.1.2: Vulnerable Heap Overflow Code

1 char *input = malloc(20);

2 modelObject *model = malloc(modelSize);
3 strcpy(input, argv[il);

4

5 return evaluate_model (model, inputs);

\. y

Since strcpy() reads to the nullbyte in argv[1], we may write more than 20
characters into the input buffer, causing an overflow. As the model is allocated right
after the input, the adversary can overwrite model parameters at will with the attack.

Furthermore, the adversary is not necessarily limited to attacking data that is directly
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adjacent to the input in memory. Consider the system described in listing 4.1.3

1 char *input = malloc(20);
2 inputIndex = 10;
3 modelObject *model = malloc(modelSize);

4 strcpy(input, argv[1]);

6 model [inputIndex] = input;

8 return evaluate_model (model, inputs);

The snippet illustrates a function where the Al system evaluates the model given
an input with state, and returns the element at the index corresponding to the output.
However, the inputIndex is adjacent to the input in memory, and the input uses a
vulnerable function that allows a buffer overflow. This allows the attacker to control
the value of inputIndex. As C arrays do not natively check array boundaries, the
attacker can assign any value to inputIndex, and thus write to a value at any desired
offset from the model. This allows the adversary to have arbitrary write access over
the system.

The previous attacks take advantage of vulnerable system functions, for example
gets() and strcpy(), in the code. However, this is not necessarily required for the
adversary to be able to corrupt the data on the system. Many modern classifiers
attempt to support various types of inputs, and rely on third-party libraries in order
to read these values. In the example we provided in the thesis, we leveraged a buffer
overflow vulnerability in the library used to load the image, managing to overwrite
other images in the sample. Using this approach, we managed to corrupt not only the
classification of the adversary-provided data, but of entirely benign data provided in

the same sample set.
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Attack Impact

Attacks that modify the weights of the model itself can lead to a variety of effects.
Even uncontrolled overwriting of a few parameters can cause the model to behave in
unintended ways, returning random classifications instead of the desired ones. Given
more control, if an attacker has the ability to overwrite specific parameters with
attacker-controlled values, they can achieve targeted misclassification and insert a
backdoor. However, as the model parameters were modified, we have consistency in
our results. Inputs will be classified the same (possibly incorrect) way every time it
is provided as an input to the system. This raises the possibility that, by causing
reproducible errors to the system, the adversary would be detected.

Attacks that modify single inputs can have a much more subtle impact on the
system. As demonstrated in our example exploit, if a malicious entity could provide
an input that modified other inputs to the system, we can achieve targeted misclassi-
fication on specific non-malicious inputs. As no changes are being made to the model,
this attack is difficult to detect, and when the benign image is provided to the system
in a sample without the malicious image, it will be classified correctly, causing the

error to be irreproducible in a testing environment.

Defenses

Defenses against data modification attacks require strict guarantees of data integrity
in the entire system. There has been research in technology that enables complete ac-
cess controls on specific sections of memory, such as XFT [21] that guarantees dataflow
integrity. We could also mitigate these attacks somewhat by having randomization
at the data-level [61]. Data-space randomization is a technique that randomizes the
representation of data in memory, instead of its location. The code encrypts and
decrypts the data on every access, but by using multiple keys and not storing raw
data in memory, we can mitigate many data only attacks [§].

More sophisticated defenses involve enclaving technology, such as Intel SGX [16].

These systems allow the users to separate sections of code and data in a system
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into a trusted core, which provides additional integrity guarantees to the system.
For example, the operators could put the core of the evaluation engine along with
the model data into a secure enclave, isolating it from all the third party libraries
loaded into the system. Nested enclaves were demonstrated to be useful for isolating
software systems from their third party libraries [60] and this usage could be extended
to Al systems. However, in recent years, SGX has been shown to be vulnerable to
various side-channel leakage attacks, thus new enclaving primitives are needed in the

community to enable such protections [86][56].

4.1.2 Denial of Service

This section focuses on attacks that cause the Al engine to crash, or slow itself and

other processes.

Attack Method

A denial of service attack can be performed in one of several ways. If the engine is
hosted on the internet, the attacker may "flood" a network, sending a large amount
of traffic and denying access to legitimate users [34]. This could be executed by
targeting the network specifically, executing an amplification attack [72|[5] or a UDP
flood attack [45] [41].

However, the user could also utilize the specific attributes of Al engines. Classifi-
cation of a single sample with a large network could take several seconds to minutes
each. Each classification may be a relatively expensive process in terms of computing
resources, so if an adversary gains the ability to provide inputs to the system at a fast
rate, the process could be bottlenecked and be unable to return results to legitimate
users. Even if this method is mitigated by limiting the number of requests per user,

a user may submit a few very large files for classification, stalling the system.
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Attack Impact

A denial of service attack causes a failure of availability in the system. In addition to
users not being able to access the system, if there are any other systems that rely on
the Al engine, the system would be unable to function. If the systems were entirely
reliant on the AI engine, even if all the training data was still available, it may be
impossible to recover the results that are necessary for the system [52]. Having said

that, denial of service attacks are often easy to detect and are not very stealthy.

Defenses

There are many existing defenses for network based denial of service attacks, such as
monitoring or traffic filtering [6]. For Al engine specific denial of service attacks, we
may limit both the maximum input size/complexity and the number of requests from

a single source.

4.1.3 Input Leakage

There are also data privacy concerns with inputs that are provided to the ML system.
If the system becomes compromised, it is possible for the adversary to gain access to

all user inputs.

Attack Method

There are several methods the attacker could utilize to gain access to inputs that
were provided to the ML system.

Firstly, if the model is hosted on the cloud, if the cloud service provider is ma-
licious, they can gain access to all data stored on and sent through the Al system
trivially.

More interestingly, the attacker can leverage platform vulnerabilities that allow
them to gain read access to any of the data stored on the system [69][31][8]. For

instance, consider a ML system as described in listing 4.1.4:
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1 char *input = malloc(20);

2 outputIndex = batchNum;
3 modelObject *model = malloc(modelSize);

4 strcpy(input, argv[1]);

6 outputs = evaluate_model(model, inputs);

7 return outputs[outputIndex];

As in the data modification attack, the attacker has a buffer overflow in the input.
This allows them to control the outputIndex parameter. As the system returns
the result that is indexed by an adversary-controlled value, the adversary can print
arbitrary chunks of data in the system.

Furthermore, there are various side channel attacks that can leak information
about the system [67][40]. For instance, the adversary may be able to deduce details
about the model based on the amount of time it takes to classify an attacker-provided
image. While timing attacks are a threat to many systems [67][18], they are especially
dangerous against Al systems, where a single classification can take a long time,
amplifying the timing differences in the system.

In addition to timing attacks, Al systems are vulnerable to side channel vulnera-
bilities in the hardware they rely on. Recently, there was a major side channel attack,
Spectre [40], that leveraged speculative execution in processors to leak information
about running programs. Al systems would be vulnerable to Spectre and similar
attacks on the microprocessor, and we need guarantees of secure hardware to prevent

such side channel attacks.

Attack Impact

In either type of attack, the adversary fully compromises the confidentiality of the
system. If the entire platform for the Al system is adversary-controlled, the adversary
has access to data on the entire model, the inputs, and the training data provided to

the system.
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Attacks that leverage a specific platform vulnerability to gain arbitrary read over
the system can also potentially read all parameters of the model, along with any
inputs in the batch. However, if the network does not explicitly retain information
about the inputs, the attacker cannot learn about any input submitted to the system

in a different batch.

Defenses

Researchers have posited that homomorphic encryption provides a good defense to
this problem [33|. Homomorphic encryption allows the system to run evaluations
on encrypted data, and return an output that corresponds to the encrypted version
of the output that corresponds to the original data [25]. This allows the system
to run computations or train a model on user-provided input without gaining any
information about the input itself. This manages to mitigate both the problem of a
curious server or a malicious adversary attempting to leak information through the
system. However, homomorphic encryption is way too slow to be of practical usage

in modern AL systems and significant more research to mature this area.

4.2 Algorithm Robustness Attacks

4.2.1 Adversarial Samples

This section discusses attacks that utilize a vulnerability in the algorithm used by the

Al system in order to cause a misclassification.

Attack Method

The best studied technique is the one of adversarial examples [58][47][14], where the
adversary leverages weaknesses in the classification algorithm in order to misclassify
an image. Often, this involves the adversary submitting a malicious image, for exam-
ple, a stop sign, with non-human discernable noise added that causes the classifier to

label it incorrectly, for example, as a green light [14].
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Attack Impact

This technique can effectively cause the Al engine to misclassify any adversary-
inputted image. However, as the image itself is being tampered with to cause the

misclassification, the engine will behave correctly on all non-malicious images.

Defenses

There has been a large amount of research in detecting adversarial samples in a system
[22][53]|74]. We can mitigate adversarial examples to an extent by using adversarial
training, using a training set with adversarial examples included [70]. We can also
leverage the fact that, since adversarial samples are formed by specifically modifying
images based on the specific model, adding small noise in the model is much more
likely to change its classification, using that to distinguish possibly adversarial samples

[85].

4.3 Data Attacks

This section focuses on attacks where the adversary uses data inputted to the Al
system, either during the training or the evaluation phase, that causes the system to

malfunction.

4.3.1 Training Data Poisoning

In this section, we focus on attacks that involve inserting malicious data into the
training set of an Al system.

Attack Method

Training data poisoning involves inserting carefully crafted data into the training set
with the intent of entering specific attack points into the data [9]. These attacks take

advantage of the linear regression that underlies most Al systems that currently exist
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[87]. The poisoning attack can be modeled as solving an optimization problem as

follows [36].

argmax,  W(D',0,),
s.t. 6, € argming L(Dy, U D,, ).

In the equation, W represents a loss function on a validation data set D’. The
attacker seeks to find a value of D,, the poisoned data set, that maximizes this loss.
The constraint represents retraining the model on the training set D;, augmented by
the training set D,. The loss function W varies based on the type of attack being
attempted. If the attacker desires specific targeted misclassification, the loss func-
tion should evaluate only those specific inputs. If the attacker wants indiscriminate

misclassification, the loss function should evaluate all possible inputs [36].

Attack Impact

There are two main types of poisoning attacks, poisoning availability attacks and
poisoning integrity attacks [36], which have different impacts on the system. Poisoning
availability attacks cause the model to malfunction on random inputs, effectively
resulting in a denial of service on the system. Poisoning integrity attacks only affect
a small subset of results, designed by the adversary, while preserving the integrity of

other sample classifications.

Defenses

There are two main types of defenses against data poisoning, noise-resilient regression
algorithms and adversarially resilient algorithms.

Noise-resilient regression algorithms rely on removing outliers from a dataset
[65]|83]. For example, if the adversary added poisoning data that was widely dif-
ferent from the normal distribution of the training data, they would be removed.
However, this does not prevent the adversary from generating poisoning data that is
distributed similarly to the original data [36]. As AI systems are sensitive to small

perturbations, the adversary can still gain a large amount of control over the system.
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Adversarially resilient algorithms rely on strong guarantees on the data and noise
distribution [15|[49]. These methods use the guarantees to prove robustness about
the output data. However, we often do not have such strict guarantees on real-world

data, rendering the technique impractical.

4.3.2 Training Data Leakage
Attack Method

Two major attacks that cause data leakage are model inversion attacks and mem-
bership inference attacks [62][23|[71]. Model inversion attacks attempt to rebuild the
features that were used when constructing the model. These reconstructed features
reflect the average value of a classification set [23]. In settings such as facial recog-
nition where an average sample in a class can reflect a person’s identity clearly, this
poses great risks for data privacy.

Membership inference attacks are slightly different in that they attempt to directly
predict whether a sample was in the training data used for the model [66][62][71]. In
models that are trained using confidential data, such as medical history, membership

in the training set itself may be confidential [71].

Attack Impact

Training leakage attacks compromise the privacy of the large amounts of data used
during the training process. Model inversion attacks can reconstruct approximations
of the training data, and membership inference attacks can result in being able to
explicitly identify samples that were used during training. Furthermore, if the system
retains information about all data it classified and became compromised, the private

data of all users that utilized the Al engine would be exposed to the adversary.

Defenses

Model inversion attacks require precise confidence values to function well, and it was

found that reporting rounded confidence values greatly decreased the feasibility of

46



this attack [23].

Membership inference attacks rely on knowing the relative confidence values of
the model on possible labels for the input. One way to defend against this attack is
to return only the class label without any of the confidence values, but even this is

not entirely effective [71].

4.4 Summary

We summarize our findings in Table 4.1. We classify Arbitrary write, adversarial
examples, and poisoning integrity attacks as high severity, due to their combination
of high stealth and their fine-grained control over the failures in integrity they cause.
Although denial of service attacks can impact all samples, it was not considered a
high severity attack due to its low stealth. Different classes of data modification
attacks, although having similar reproducibility, impact, and stealth, were separated
in severity by how likely they were to accomplish a specific targeted corruption. A
linear stack overflow, for instance, is much less likely to be able to influence the
result of a specific sample than an arbitrary write. We deemed input leakage a fairly
low risk, as they cannot modify the integrity of the system, and can be mitigated
through encryption techniques, albeit with added overhead. Poisoning availability
attacks have mostly similar impacts to denial service attacks, so we categorized them
in similar severity. Training data leakage attacks, while still causing a failure of
confidentiality with high stealth, were deemed only medium severity, as they require
a large number of requests to the system to function, which can be additionally

mitigated by protection against denial of service attacks.
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Category Subcategory Attack Severity Reproducibility = Stealthiness Samples Affected
Platform Data Modification Stack Buffer Overflow Low Low High Targeted Subset
Attacks Heap Buffer Overflow Medium Low High Targeted Subset
Arbitrary Write High Low High Targeted Subset
Input Leakage Input Leakage Low High High Some/All
Denial of Service Amplification Attack Medium High Low All
UDP Flood Medium High Low All
Algorithm Adversarial Examples Adversarial Examples High High High Single

Data Attacks | Training Data Poisoning | Poisoning Availability Attack | Medium High Low All
Poisoning Integrity Attack High High High Targeted Subset

Training Data Leakage Model Inversion Medium High High All

Membership Inference Medium High High All

Table 4.1: Categorization of Attacks on Al Systems
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Chapter 5

Discussion

In our research, we have uncovered several gaps in existing research for Al security.

First, we need much more research into designing secure platforms for Al systems.
We need to provide guarantees to the system that provide memory safety guarantees
on the learning process itself, and resilience to vulnerabilities in third party libraries
it requires. These guarantees would remove the memory and platform vulnerabilities
from possible security problems, and disable the cross-sample attacks of the type
illustrated in this thesis. There has been research in using TEESs to separate sensitive
parts of the stack from the untrusted parts, but they rely on technology such as SGX,
which is known to be vulnerable to side channel attacks [86]. Furthermore, many Al
systems rely on GPUs for accelerating the training process, and support in enclaving
techniques should extend to the different hardware.

In addition to building enclaving technology, it is imperative that we reduce the
amount of potentially vulnerable dependencies for an Al system. Avenues for memory
safety vulnerabilities that are leveraged through a third party application will be
significantly reduced if we migrate them to fully memory safe languages. This will
reduce the attack surface for a Al platform significantly. However, as this requires a
significant and very costly development effort, new approaches are needed to 'sandbox’
linked libraries and isolate their potential compromises from the Al engine, itself.

In addition, there is a demand for performant memory encryption throughout the

system. Although there has been work in fully homomorphic encryption during both
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the training and evaluation stages of a Al system, the performance overheads make
it prohibitive in practice for a commonly used system [79]. Thus, for guarantees on
privacy for the input data, we need memory encryption through the system.

In addition, the research in adversarial examples is still lacking. There are a large
number of techniques for combating adversarial examples, including input reconstruc-
tion [42], network verification [38|, network distillation [58], and adversarial retraining
[82]. However, these defenses each cover a fairly narrow range of possible attacks, and
the reason for the existence of adversarial samples is still unknown [90]. This causes

the design of robust proactive defenses to become difficult.
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Chapter 6

Related Work

Many researchers have studied security in Al systems, and we discuss the attempts to
exploit and secure Al systems in various ways. However, we must note that there is
little, if not none, of research being done on the specific impact of platform vulnera-
bilities on Al systems. Thus, platform-based security analysis of our type is necessary

to provide a complete view of the robustness of Al systems.

6.1 Security in the Training Data

Several papers address the security and privacy concerns related to the training data.
Researchers have analyzed the effects of "poisoning" the training data, inserting a
small number of corrupted inputs in order to manipulate the model [36]. Slightly
further from the realm of model integrity, there have also been concerns on the privacy
of training data, and attempts to mitigate leakage of information about the initial

training data from the model outputs [71] [55].

6.2 Security in the Algorithm

The largest focus in security in Al systems have focused on exploiting fragility in
the algorithms used to generate the models through the use of adversarial examples

[57][14]. Adversarial examples exploit flaws in the algorithms used to generate the
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models, using small perturbations to change the classifications of the images. There
has been a significant back-and-forth in the security community, with both attempts
to build adversarial examples [14] [47] [46] and attempts to develop systems that are
robust to such examples [58] or for detecting potential adversarial examples [48] [8§]

[51].

6.3 Security in the Trained Model

There have been a few researchers working on flaws in the trained model itself, but
they mostly focus on analysis assuming that the model is backdoored. Researchers
have considered the possibility of spreading malicious copycat networks that behave
similarly to the original with most inputs, but misbehave on a small class of inputs
that contain a special "trigger". The incorrectness of such a network is hard to iden-
tify, and thus could spread throughout users who mistakenly download the incorrect
model [50]. The techniques used here could be leveraged if we managed to get write
access on the system, as we could overwrite the weights in the way described in this
paper.

There has been efforts to combat such techniques by attempting to detect specific
triggers in the neural networks [84], but these rely on analyzing the backdoored model
itself. If we can find a system vulnerability that allows us to override model parameters

as it is running, such mitigation tactics would not be useful.
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Chapter 7

Conclusion

There has been much research in securing Al systems, but most have focused on
robustness in the training process or the algorithms themselves. However, vulnerabil-
ities in the platform that the AI system relies on itself can lead to results in incorrect
classification. In fact, as the models used to classify data are difficult to check for
correctness through simple inspection, vulnerabilities that only interact with the data
segments of the program may have much larger impact than it would in a traditional
system. This thesis demonstrates how a simple platform vulnerability can result in
a targeted misclassification that may be hard to detect, and only requires a vulnera-
bility in a third party library. Furthermore, we perform a qualitative analysis of the
impact of broad classes of security vulnerabilities for Al systems as a whole, in order

to understand the impact of classic vulnerabilities on Al systems specifically.
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