HST583 Fall 2006

1. Consider a design with: 87 time points, TR = 2.0 sec, 3 conditions.

a. How many rows and columns would the design matrix have for a design

with using a fixed impulse response (FIR) model with a time window of

26 sec for each condition?

87 x 39

87 rows, one for each time point. 

26/2.0 sec =13 FIR columns for each condition.

13 x 3 conditions = 39 columns total

b. How many rows and columns would it have if a gamma models were used

for each condition instead?

Gamma models just need one column per condition; 87x3

2. What are the three main sources of noise in fMRI?

1.  Physiological (50%)

2.  Thermal (50%)

3.  Scanner (small) or Head motion, I would have accepted  - even though I’d personally put head motion with physiological…)


3. What is the difference between the residual noise variance and the

variance of the regression coefficients? How are each of these

affected by unmodeled temporal correlation?

The variance of the regression coeffs (i.e. variance of the effect) is computed FROM the variance of the noise, by dividing the variance of the noise by (XTX), where X is the design matrix. 

The expected value of variance of the residual is unaffected because

it is an unbiased estimator of the underlying noise variance. It will

be the same regardless of whether the correlation in the noise is

modeled or not. On the other hand, the variance in the regression

coefficients will be reduced.

4. Respiration can create fMRI noise due to small changes in the B0

field. 

a. How would you incorporate this effect in the design matrix?

Add an extra regressor to the design matrix to model the respiration (which means you’ll have an estimate of what respiration looks like – perhaps sinusoidal)

b. What effect will this have on the estimate of the task-related

regression coefficients and their variance?

It will have no effect on the expected value of the regression coefficients because the linear model is unbiased.  The noise variance will be reduced.  The effect variance ( = noise variance/ XTX) will have the numerator decrease (since the noise variance is reduced).  However, colinearity will be introduced into the design matrix, which will decrease the denominator.  Thus, there is a competing effect.  

5. Consider a design in which subjects are presented with four

types of face stimuli in which the emotion and gender are varied:

(1) happy-male, (2) happy-female, (3) neutral-male, (4)

neutral-female. The design matrix is set up with a regressor for each

of the conditions using a gamma model. Give the contrast matrices to

test:

a. The difference between the response to male and female faces

regardless of emotional content.

[1 -1 1 -1] ; (note the contrast can be scaled by any number; i.e. [0.5 -0.5 0.5 -0.5] is also acceptable
b. The difference between the response to happy and neutral faces

regardless of gender.

[1 1 -1 -1]
c. What would the two contrast matrices be if a nuisance

regressor were added as a fifth regressor?

[1 -1 1 -1 0]  and [1 1 -1 -1 0]

6. Consider a pure-noise fMRI data set for an individual with volume

size 64x64x30 in which one third of the voxels are brain. 

a. How many brain voxels would you expect to be significant at the .01

level?

64x64x30 = 122880 total voxels;

122880x (1/3) =  40960 total brain voxels 

0.01 * 40960 = 410 voxels

b. What threshold would you use to assure that any voxel declared

active is significant at the .01 level?

Bonferroni correct 0.01/40,960 brain voxels= 2.4 x10-7

7. What is the difference between a random and fixed effects model in

the analysis of group data.

In a fixed effects analysis, the experimental effect is assumed to be constant across subjects, save for the influence of random noise.  Fixed effect models assume that the experimental manipulation has the same effect upon BOLD signal in every subject.  


A random effects analysis is a two stage anslysis.  In the first stage, summary statistics are calculated in the comparison of interest for each subject independently.  If a voxelwise approach is used, then statistical maps are created for every subject.  In the second stage, the distribution of the individual subjects’ statistics is itself tested for significance. 

Fixed Effects Analysis

Only one variance component (within session)

Hypothesis test is only about the acquired data

Not generalisable to wider population

Mixed Effects Analysis

Multiple variance components (e.g. within session, between sessions, between subjects etc.)

In general gives "less" activation than FE

Is generalizable to wider populations of sessions or subjects

