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Abstract

Many social scientists use linear fixed effects regression models for causal inference with longitudinal data to account for unobserved time-invariant confounders. We show that these models require two additional causal assumptions, which are not necessary under an alternative selection-on-observables approach. Specifically, the models assume that past treatments do not directly influence current outcome, and past outcomes do not directly affect current treatment. The assumed absence of causal relationships between past outcomes and current treatment may also invalidate some applications of before-and-after and difference-in-differences designs. Furthermore, we propose a new matching framework to further understand and improve one-way and two-way fixed effects regression estimators by relaxing the linearity assumption. Our analysis highlights a key trade-off — the ability of fixed effects regression models to adjust for unobserved time-invariant confounders comes at the expense of dynamic causal relationships between treatment and outcome.
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1 Introduction

Linear fixed effects regression models are a primary workhorse for causal inference with longitudinal or panel data in the social sciences (e.g., Angrist and Pischke [2009]). Many researchers use these models in order to draw causal inference from observational data by adjusting for unobserved time-invariant confounders. In spite of this widespread practice, almost all methodological discussions of fixed effects models in political science have taken place from a statistical modeling perspective with little attention to the issues directly related to causal inference (e.g., Beck [2001], Plümper and Troeger [2007], Wilson and Butler [2007], Bell and Jones [2015], Clark and Linzer [2015]). While we acknowledge the importance of modeling issues, this paper focuses on the causal aspects of fixed effects regression models that are often overlooked by applied researchers.

Specifically, we show that the fixed effects regression models require two additional causal assumptions, which are not necessary under an alternative selection-on-observables approach (Section 2). These models assume that past treatments do not directly influence current outcome and that past outcomes do not directly affect current treatment. In many applications, these additional assumptions may not be credible. In particular, the assumed absence of causal relationships between past outcomes and current treatment may invalidate some applications of popular before-and-after (BA) and difference-in-differences (DiD) designs. Our analysis highlights a key trade-off: the ability of fixed effects regression models to adjust for unobserved time-invariant confounders comes at the expense of dynamic causal relationships between treatment and outcome.

In addition, we propose a novel analytical framework that directly connects these models to matching estimators (Section 3). This framework makes it clear that under linear regression model with unit fixed effects, the treated and control observations are compared across time periods within the same unit in order to account for unobserved time-invariant confounders. Our framework also enables us to develop nonparametric within-unit matching estimators, which relax the linearity assumption and flexibly incorporate various identification strategies. Despite these improvements, the proposed within-
unit matching estimators, like linear fixed effects models, must assume the absence of dynamic causal relationships between treatment and outcome.

We further extend our analysis to the linear regression models with unit and time fixed effects (Section 4). Because for any given observation, no other observation share the same unit and time, it is impossible to nonparametrically adjust for unobserved time-invariant and unit-invariant confounders at the same time. One important exception, however, is the DiD design. Although many researchers use the linear two-way fixed effects regression estimator to implement the DiD estimator (e.g., Bertrand et al., 2004), the general equivalence between the two estimators holds only in the case of two time periods with the treatments administered in the second time period alone. To remedy this problem, we propose a nonparametric multi-period DiD estimator.

Despite the intuitive appeal of the DiD estimators, however, they share the same causal identification assumptions as linear fixed effects regression estimators. In particular, if a difference in the baseline outcome between the treatment and control groups reflects the direct causal effect of the baseline outcome on the treatment assignment, then the validity of the DiD design is compromised. On the other hand, if the difference in the baseline outcome arises from the existence of unobserved time-invariant confounders, then the DiD design remains valid. As before, it is not possible to simultaneously adjust for the baseline outcome difference and unobserved time-invariant confounders. Our argument is also applied to the synthetic control method (Abadie et al., 2010).

We illustrate the proposed methodology by revisiting the controversy about whether GATT (General Agreement on Tariffs and Trade) membership increases international trade (Section 5). We show that the empirical results are sensitive to the underlying causal assumptions, underscoring the importance of causal assumptions when applying fixed effects regression models. The final section provides concluding remarks and suggestions for applied researchers. The open-source software, wfe: Weighted Linear Fixed Effects Estimators for Causal Inference, is available as an R package for implementing the proposed methods.

Our work builds upon a small literature on the use of linear fixed effects models for causal inference
with longitudinal data in econometrics and statistics (e.g., [Wooldridge 2005a; Sobel 2006]). Our theoretical results also extend the weighted regression results available in the literature for causal inference with cross-section data to longitudinal studies (e.g., [Humphreys 2009; Aronow and Samii 2015; Solon et al. 2015]). We also contribute to the literature on matching methods (e.g., [Rubin 2006; Ho et al. 2007; Stuart 2010]). Despite their popularity, matching methods are almost exclusively used in the analysis of cross-section data. Little work has been done to develop and apply them for analysis of longitudinal data (see [Li et al. 2001] for an exception).

2 Regression Models with Unit Fixed Effects

We study the causal assumptions of regression models with unit fixed effects. While we begin by describing the basic linear regression model with unit fixed effects, our analysis is conducted under a more general, nonparametric setting based on the directed acyclic graphs (DAGs) and potential outcomes frameworks (Pearl 2009; Imbens and Rubin 2015).

2.1 The Linear Unit Fixed Effects Regression Model

Throughout this paper, for the sake of simplicity, we assume a balanced longitudinal data set of $N$ units and $T$ time periods with no missing data. We also assume a simple random sampling of units with $T$ fixed. For each unit $i$ at time $t$, we observe the outcome variable $Y_{it}$ and the binary treatment variable $X_{it} \in \{0, 1\}$. The most basic linear regression model with unit fixed effects is based on the following linear specification.

**Assumption 1 (Linearity)** For each $i = 1, 2, \ldots, N$ and $t = 1, 2, \ldots, T$,

$$Y_{it} = \alpha_i + \beta X_{it} + \epsilon_{it}$$

where $\alpha_i$ is a fixed but unknown intercept for unit $i$ and $\epsilon_{it}$ is a disturbance term for unit $i$ at time $t$.

In this model, the unit fixed effect $\alpha_i$ captures a vector of unobserved time-invariant confounders in a flexible manner. Formally, we define each fixed effect as $\alpha_i = h(U_i)$ where $U_i$ represents a vector of unobserved time-invariant confounders and $h(\cdot)$ is an arbitrary and unknown function.
Typically, the strict exogeneity of the disturbance term $\epsilon_{it}$ is assumed to identify $\beta$.

**Assumption 2 (Strict Exogeneity)** For each $i = 1, 2, \ldots, N$ and $t = 1, 2, \ldots, T$,

$$\epsilon_{it} \perp \{X_i, U_i\}$$

where $X_i$ is a $T \times 1$ vector of treatment variables for unit $i$.

For the sake of generality, the assumption is expressed in terms of statistical independence although technically only the mean independence, i.e., $E(\epsilon_{it} | X_i, U_i) = E(\epsilon_{it} | X_i, \alpha_i) = E(\epsilon_{it})$, is required for the identification of $\beta$.

We refer to this model based on Assumptions 1 and 2 as LM-FE. The least squares estimate of $\beta$ is obtained by regressing the deviation of the outcome variable from its mean on the deviation of the treatment variable from its mean,

$$\hat{\beta}_{FE} = \arg\min_\beta \sum_{i=1}^N \sum_{t=1}^T \{(Y_{it} - \bar{Y}_i) - \beta(X_{it} - \bar{X}_i)\}^2$$

(2)

where $\bar{X}_i = \sum_{t=1}^T X_{it}/T$ and $\bar{Y}_i = \sum_{t=1}^T Y_{it}/T$. If the data are generated according to LM-FE, then $\hat{\beta}_{FE}$ is unbiased for $\beta$.

The parameter $\beta$ is interpreted as the average contemporaneous effect of $X_{it}$ on $Y_{it}$. Formally, let $Y_{it}(x)$ represent the potential outcome for unit $i$ at time $t$ under the treatment status $X_{it} = x$ for $x = 0, 1$ where the observed outcome equals $Y_{it} = Y_{it}(x_{it})$. Equation (2) shows that units with no variation in the treatment variable do not contribute to the estimation of $\beta$. Thus, under LM-FE, the causal estimand is the following average treatment effect among the units with some variation in the treatment status.

$$\tau = E(Y_{it}(1) - Y_{it}(0) | C_i = 1)$$

(3)

where $C_i = 1\{0 < \sum_{t=1}^T X_{it} < T\}$. Under LM-FE, this quantity is represented by $\beta$, i.e., $\beta = \tau$, because of the assumed linearity for potential outcomes (Assumption 1), i.e., $Y_{it}(x) = \alpha_i + \beta x + \epsilon_{it}$.

### 2.2 Causal Assumptions

We examine causal assumptions of LM-FE using the two causal inference frameworks: Directed Acyclic Graphs (DAGs) and potential outcomes. Pearl (2009) shows that a DAG can formally represent a non-
parametric structural equation model (NPSEM), enabling researchers to derive the causal assumptions and testable implications without imposing parametric assumptions. We consider the following NPSEM,

\[ Y_{it} = g_1(X_{it}, U_i, \epsilon_{it}) \]  \hspace{1cm} (4)

\[ X_{it} = g_2(X_{i1}, \ldots, X_{i,t-1}, U_i, \eta_{it}) \]  \hspace{1cm} (5)

where \( \eta_{it} \) is the exogenous disturbance term. We call this model \text{NPSEM-FE}. Unlike \text{LM-FE}, \text{NPSEM-FE} does not assume a functional form and enables all effects to vary across observations \cite{Pearl2009}.

The DAG in Figure 1 graphically represents \text{NPSEM-FE}. In this DAG, the observed variables, \( X_{it} \) and \( Y_{it} \), are represented by solid circles whereas a dashed grey circle represents the unobserved time-invariant confounders, \( U_i \). The solid black arrows indicate the possible existence of direct causal effects whereas the absence of such arrows represents the assumption of no direct causal effect. In addition, DAGs are assumed to contain all relevant, observed and unobserved, variables. Therefore, this DAG assumes the absence of unobserved time-varying confounder. Finally, following the convention, we omit

\[ ^1 \text{For simplicity, the DAG only describes the causal relationships for three time periods, but we assume that the same relationships apply to all time periods even when there are more than three time periods, i.e., } T > 3. \]
exogenous disturbance terms, $\epsilon_{it}$ and $\eta_{it}$, from DAGs.

We show that NPSEM-FE is a nonparametric generalization of LM-FE. That is, no additional arrows can be added to the DAG without making NPSEM-FE inconsistent with LM-FE. First, note that equation (4) includes Assumption [1] as a special case, i.e., $g_1(X_{it}, U_i, \epsilon_{it}) = h(U_i) + \beta X_{it} + \epsilon_{it}$. Both models assume that neither past treatments nor past outcomes directly affect current outcome because these variables are not included as covariates. Second, while LM-FE does not directly specify the data generating process for the treatment variable $X_{it}$, Assumption [2] also holds under NPSEM-FE. Moreover, no additional arrows that point to $X_{it}$ can be included in the DAG without violating Assumption [2]. The existence of any such arrow, which must originate from past outcomes $Y_{it'}$ where $t' < t$, would imply a possible correlation between $\epsilon_{it'}$ and $X_{it}$.

In sum, LM-FE and its nonparametric generalization NPSEM-FE require the following assumptions, each of which is represented by the absence of corresponding arrows: no unobserved time-varying confounder exists (Assumption (a)), past outcomes do not directly affect current outcome (Assumption (b)), past outcomes do not directly affect current treatment (Assumption (c)), and past treatments do not directly affect current outcome (Assumption (d)).

Next, we adopt the potential outcomes framework. While DAGs illuminate the entire causal structure, the potential outcomes framework clarifies the assumptions about treatment assignment mechanisms. First, the right hand sides of equations (1) and (4) include the contemporaneous value of the treatment but not its past values, implying that past treatments do not directly affect current outcome. We call this restriction the assumption of no carryover effect corresponding to Assumption (d) described above.

**ASSUMPTION 3 (NO CARRYOVER EFFECT)** For each $i = 1, 2, \ldots, N$ and $t = 1, 2, \ldots, T$, the potential outcome is given by,

$$Y_{it}(X_{i1}, X_{i2}, \ldots, X_{i,t-1}, X_{it}) = Y_{it}(X_{it})$$

This is because $Y_{it}$ acts as a collider on any path between $\epsilon_{it}$ and $\{X_i, U_i\}$. These models are based on the usual assumption of no spillover effect that the outcome of a unit is not affected by the treatments of other units (Rubin [1990]). The assumption of no spillover effect is made throughout this paper.
To better understand the assumed treatment assignment mechanism, we consider a randomized experiment, in which Assumption 2 is satisfied: for any given unit \( i \), we randomize the treatment \( X_{i1} \) at time 1, and for the next time period 2, we randomize the treatment \( X_{i2} \) conditional on the realized treatment at time 1, i.e., \( X_{i1} \). More generally, at time \( t \), we randomize the current treatment \( X_{it} \) conditional on the past treatments \( X_{i1}, X_{i2}, \ldots, X_{i,t-1} \). The critical assumptions are that there exists no unobserved time-varying confounder (Assumption (a)) and that the treatment assignment probability at time \( t \) cannot depend on its past realized outcomes \( Y_{it'} \) where \( t' < t \) (Assumption (c)). However, the treatment assignment probability may vary across units as a function of unobserved time-invariant characteristics \( U_i \). We formalize this treatment assignment mechanism as follows.

**Assumption 4 (Sequential Ignorability with Unobserved Time-invariant Confounders)**

For each \( i = 1, 2, \ldots, N \),

\[
\begin{align*}
\{Y_{it}(1), Y_{it}(0)\}_{t=1}^T \perp \perp X_{i1} & \mid U_i \\
\vdots & \\
\{Y_{it}(1), Y_{it}(0)\}_{t=1}^T \perp \perp X_{it'} & \mid X_{i1}, \ldots, X_{i,t'-1}, U_i \\
\vdots & \\
\{Y_{it}(1), Y_{it}(0)\}_{t=1}^T \perp \perp X_{iT} & \mid X_{i1}, \ldots, X_{i,T-1}, U_i
\end{align*}
\]

In Appendix A.1, we prove that under LM-FE, Assumption 4 is equivalent to Assumption 2. Thus, Assumption 3 corresponds to Assumption (d) of NPSEM-FE and Assumption 1 of LM-FE whereas Assumption 4 corresponds to Assumptions (a) and (c) of NPSEM-FE and Assumption 2 of LM-FE.

### 2.3 Relaxing the Causal Assumptions

It is well known that the assumption of no unobserved time-varying confounder (Assumption (a)) is difficult to relax. Therefore, we consider the other three identification assumptions shared by LM-FE and NPSEM-FE (Assumptions (b), (c), and (d)) in turn.

We did not mention Assumption (b) under the potential outcomes framework. Indeed, this assumption — past outcomes do not directly affect current outcome — can be relaxed without compromising identification. To see this, suppose that past outcomes directly affect current outcome as in Figure 2(a).
(a) past outcome affects current outcome

(b) past treatments affect current outcome

(c) past outcomes affect current treatment

(d) instrumental variables

Figure 2: Directed Acyclic Graphs with the Relaxation of Various Identification Assumptions of Regression Models with Unit Fixed Effects (shown in Figure 1). Identification is not compromised when past outcomes affect current outcome (panel (a)). However, the other two scenarios (panels (b) and (c)) violate the strict exogeneity assumption. To address the possible violation of strict exogeneity shown in panel (c), researchers often use an instrumental variable approach shown in panel (d).
Even in this scenario, past outcomes do not confound the causal relationship between current treatment and current outcome so long as we condition on past treatments and unobserved time-invariant confounders. The reason is that past outcomes do not directly affect current treatment. Thus, there is no need to adjust for past outcomes even when they directly affect current outcome.\footnote{The application of the adjustment criteria \cite{Shpitser10} implies that these additional causal relationships do not violate Assumption 4 since every non-causal path between the treatment $X_{it}$ and any outcome $Y_{it'}$ is blocked where $t \neq t'$.}

Next, we entertain the scenario in which past treatments directly affect current outcome. Typically, applied researchers address this possibility by including lagged treatment variables in LM-FE. Here, we consider the following model with one period lag.

$$Y_{it} = \alpha_i + \beta_1 X_{it} + \beta_2 X_{i,t-1} + \epsilon_{it} \quad (6)$$

The model implies that the potential outcome can be written as a function of the contemporaneous and previous treatments, i.e., $Y_{it}(X_{i,t-1}, X_{it})$, rather than the contemporaneous treatment alone, slightly relaxing Assumption 3.

The DAG in Figure 2(b) generalizes the above model and depicts an NPSEM where a treatment possibly affects all future outcomes as well as current outcome. This NPSEM is a modification of NPSEM-FE replacing equation (5) with the following alternative model for the outcome,

$$Y_{it} = g_1(X_{i1}, \ldots, X_{it}, U_i, \epsilon_{it}) \quad (7)$$

It can be shown that under this NPSEM Assumption 4 still holds.\footnote{The result follows from the application of the adjustment criteria \cite{Shpitser10} where any non-causal path between $\epsilon_{it}$ and $\{X_i, U_i\}$ contains a collider $Y_{it}$.}

In general, however, we cannot nonparametrically adjust for all past treatments and unobserved time-invariant confounders $U_i$ at the same time. By nonparametric adjustment, we mean that researchers match exactly on confounders. To nonparametrically adjust for $U_i$, the comparison of treated and control

4The application of the adjustment criteria \cite{Shpitser10} implies that these additional causal relationships do not violate Assumption 4 since every non-causal path between the treatment $X_{it}$ and any outcome $Y_{it'}$ is blocked where $t \neq t'$. 5The result follows from the application of the adjustment criteria \cite{Shpitser10} where any non-causal path between $\epsilon_{it}$ and $\{X_i, U_i\}$ contains a collider $Y_{it}$. 9
observations must be done across different time periods within the same unit. The problem is that no two observations within a unit, measured at different time periods, share the same treatment history. Such adjustment must be done by comparing observations across units within the same time period, and yet, doing so makes it impossible to adjust for unobserved time-invariant variables.

Therefore, in practice, researchers assume that only a small number of past treatments matter. Under this assumption, multiple observations within the same unit may share the identical but partial treatment history even though they are measured at different points in time. Under the linear regression framework, researchers conduct a parametric adjustment by simply including a small number of past treatments as done in equation (6). However, the number of lagged treatments to be included is arbitrarily chosen and is rarely justified on a substantive ground.

Finally, we consider relaxing the assumption that past outcomes do not directly affect current treatment. This scenario is depicted as Figure 2(c). It is immediate that Assumptions 4 is violated because the existence of causal relationships between past outcomes and current treatment implies a correlation between past disturbance terms and current treatment. This lack of feedback effects over time represents another key causal assumption required for LM-FE.

To address this issue, the model that has attracted much attention is the following linear fixed effects model with a lagged outcome variable,

\[
Y_{it} = \alpha_i + \beta X_{it} + \rho Y_{i,t-1} + \epsilon_{it}
\] (8)

Recall that if past outcomes do not affect current treatment, it is unnecessary to adjust for past outcomes even if they affect current outcome. Figure 2(d) presents a DAG that corresponds to this model. The standard identification strategy commonly employed for this model is based on instrumental variables (e.g., Arellano and Bond, 1991). Applying the result of Brito and Pearl (2002) shows that we can identify

---

6One exception is the setting where the treatment status changes only once in the same direction, e.g., from the control to treatment condition. While adjusting for the previous treatment is sufficient in this case, there may exist a time trend in outcome, which confounds the causal relationship between treatment and outcome.

7For example, there is an unblocked path from \( X_{i2} \) to \( \epsilon_{i1} \) through \( Y_{i1} \).
the average causal effect of $X_{i3}$ on $Y_{i3}$ by using $X_{i1}$, $X_{i2}$, and $Y_{i1}$ as instrumental variables conditional on $U_i$ and $Y_{i2}$. However, the validity of each instrument depends on the assumed absence of its direct causal effect on the outcome variable (i.e., direct effects of $Y_{i1}$, $X_{i1}$, and $X_{i2}$ on $Y_{i3}$). Unfortunately, these assumptions are often made without a substantive justification.

In sum, three key identification assumptions are required for LM-FE and its nonparametric generalization NPSEM-FE. The assumption of no unobserved time-varying confounder is well appreciated by applied researchers. However, many fail to recognize two additional assumptions required for unit fixed effects regression models: past treatments do not affect current outcome and past outcomes do not affect current treatment. The former can be partially relaxed by assuming that only a small number of lagged treatment variables affect the outcome while the use of instrumental variables is a popular approach to relax the latter assumption. However, such approaches are rarely justified on substantive grounds.

### 2.4 Comparison with the Selection-on-Observables Approach

It is instructive to compare NPSEM-FE with a selection-on-observables approach, which does not permit any type of unobserved confounders. A prominent causal model based on this alternative approach is the marginal structural models (MSMs) developed in epidemiology [Robins et al. 2000, Blackwell 2013]. Unlike NPSEM-FE, the MSMs assume the absence of unobserved time-invariant confounders as well as that of unobserved time-varying confounders. However, the MSMs are able to relax the other two assumptions required for NPSEM-FE.

Figure 3 presents a DAG for the MSMs. First, the MSMs relax Assumption 3 allowing past treatments to directly affect current outcome. These causal relationships are represented by the arrows pointing from past treatments to current outcome in the DAG. Thus, the potential outcome at time $t$ for unit $i$ can be written as a function of the unit’s entire treatment sequence up to that point in time, i.e., $Y_{it}(x_1, \ldots, x_t)$ for a given treatment sequence $(X_{i1}, \ldots, X_{it}) = (x_1, \ldots, x_t)$.

Second, under the MSMs, past outcomes can affect current treatment as well as current outcome. In

---

8If $X_{i1}$ and $X_{i2}$ directly affect $Y_{i3}$, then only $Y_{i1}$ can serve as a valid instrument. If past outcomes do not affect current outcome, then we can use both $Y_{i1}$ and $Y_{i2}$ as instruments.
Figure 3: Directed Acyclic Graph for Marginal Structural Models (MSMs). When compared to regression models with unit fixed effects (Figure 1), MSMs assume the absence of unobserved time-invariant confounders $U_i$ but relax the other assumptions by allowing the past treatments to affect the current outcome and the past outcomes to affect the current treatment.

the DAG, this scenario is represented by the arrows that point to current treatment from past outcomes.

If we wish to identify the average contemporaneous treatment effect, we adjust for past outcomes. Using the potential outcomes framework, it can also be shown that under the following sequential ignorability assumption, the MSMs can identify the average outcome under any given treatment sequence, i.e., $E(Y_{it}(x_1, \ldots, x_t))$, going beyond the average contemporaneous treatment effect.

**Assumption 5 (Sequential Ignorability with Past Outcomes)** \cite{Robins2000} For $i = 1, 2, \ldots, N$ and $t = 1, 2, \ldots, T$,

$\{Y_{it}(x_1, \ldots, x_t)\}_{t=1}^T \perp \perp X_{i1}$

$\vdots$

$\{Y_{it}(x_1, \ldots, x_t)\}_{t=t'} \perp \perp X_{i1} = x_1, \ldots, X_{i,t'-1} = x_{t'-1}, Y_{i1}, \ldots, Y_{i,t'-1}$

$\vdots$

$Y_{iT}(x_1, \ldots, x_T) \perp \perp X_{iT} \mid X_{i1} = x_1, \ldots, X_{i,T-1} = x_{T-1}, Y_{i1}, \ldots, Y_{i,T-1}$

Unlike Assumption 4, Assumption 5 conditions on past outcomes as well as past treatments. However, under Assumption 5, we cannot adjust for unobserved time-invariant confounders $U_i$.

Thus, the ability of LM-FE and its nonparametric generalization NPSEM-FE to adjust for unobserved time-invariant confounders comes at the cost: we must assume that past treatments do not di-

\footnote{We also assume that the treatment assignment probability at each time period for any unit is bounded away from 0 and 1.}
rectly affect current outcome and past outcomes do not directly affect current treatment. In contrast, the selection-on-observables approach, while it cannot account for unobserved time-invariant confounders, can relax both of these assumptions and identify the average causal effect of an entire treatment sequence.

### 2.5 Adjusting for Observed Time-varying Confounders

Finally, we consider the adjustment of observed time-varying confounders under regression models with unit fixed effects. Since the unobserved confounders $U_i$ must be time-invariant, applied researchers often adjust for a vector of observed time-varying covariates $Z_{it}$ to improve the credibility of assumptions for regression models with unit fixed effects. In particular, it is a common practice to include these time-varying confounders in LM-FE,

$$Y_{it} = \alpha_i + \beta X_{it} + \delta^T Z_{it} + \epsilon_{it}$$  \hspace{1cm} (9)

The model is completed with the following version of strict exogeneity assumption,

**ASSUMPTION 6 (Strict Exogeneity with Observed Time-varying Confounders)** For each $i = 1, 2, \ldots, N$ and $t = 1, 2, \ldots, T$,

$$\epsilon_{it} \perp \perp \{X_{i,t}, Z_{it}, U_i\}$$

where $Z_i = (Z_{i1}, Z_{i2}, \ldots, Z_{iT})$.

Figure 4 presents a DAG that is a nonparametric generalization of the model given in equation (9) under Assumption 6. The difference between the DAGs shown in Figures 1 and 4 is the addition of $Z_{it}$, which directly affects the contemporaneous outcome $Y_{it}$, current and future treatments $\{X_{it}, X_{i,t+1}, \ldots, X_{iT}\}$, and their own future values $\{Z_{i,t+1}, \ldots, Z_{iT}\}$. Moreover, the unobserved time-invariant confounders can directly affect these observed time-varying confounders. Under this NPSEM, only the contemporaneous time-varying confounders $Z_{it}$ and the unobserved time-invariant confounders $U_i$ confound the contemporaneous causal relationship between $X_{it}$ and $Y_{it}$. Neither past treatments nor past time-varying confounders are confounders because they do not directly affect current outcome $Y_{it}$.

---

10 Note that $Z_{it}$ is assumed to be causally prior to the current treatment $X_{it}$.

11 Appendix A.2 consider the potential outcome representation of this model where the treatment assignment mechanism
Now, suppose that the observed time-varying confounders $Z_{it}$ directly affect future and current outcomes $Y_{it'}$ where $t' \geq t$. In this case, we need to adjust for the past values of the observed time-varying confounders as well as their contemporaneous values. This can be done by including the relevant lagged confounding variables in regression models with unit fixed effects. However, for the same reason as the one explained in Section 2.3, it is impossible to nonparametrically adjust for the entire sequence of past time-varying confounders and unobserved time-invariant confounders $U_i$ at the same time. The problem is that while the nonparametric adjustment of $U_i$ requires the comparison of observations across different time periods within each unit, no two observations measured at different points in time share an identical history of time-varying confounders.

Furthermore, similar to the case of NPSEM-FE, the average contemporaneous treatment effect of
$X_{it}$ on $Y_{it}$ becomes unidentifiable if the outcome $Y_{it}$ affects future treatments $X_{it'}$ either directly or indirectly through $Z_{it'}$ where $t' > t$. This is because the existence of causal relationship between $Y_{it}$ and $Z_{it'}$ implies a correlation between $\epsilon_{it}$ and $Z_{it'}$, thereby violating Assumption [6]. In Section 2.3, we pointed out the difficulty of assuming the lack of causal relationships between past outcomes and current treatment. In many applications, we expect feedback effects to occur over time between the outcome and treatment. For the same reason, assuming the absence of causal effects of past outcomes on current time-varying confounders may not be realistic.

The above discussion implies that researchers face the same key tradeoff regardless of whether or not time-varying confounders are adjusted. To adjust for unobserved time-invariant confounders, researchers must assume the absence of dynamic causal relationships among the outcome, treatment, and observed time-varying confounders. In contrast, the MSMs discussed in Section 2.4 can relax these assumptions under the assumption of no unobserved time-invariant confounder. Under the MSMs, past treatments can directly affect current outcome and past outcomes can either directly or indirectly (through time-varying confounders) affect current treatment.

3 A Matching Framework for Longitudinal Causal Inference

We consider estimating counterfactual outcomes for causal inference using LM-FE. We propose a non-parametric within-unit matching estimator that improves LM-FE by relaxing its linearity assumption. We also show that this matching framework can accommodate a variety of identification strategies and clarifies the comparisons between treated and control observations.

3.1 The Within-Unit Matching Estimator

Despite its popularity, LM-FE does not consistently estimate the average treatment effect (ATE) defined in equation (3) even when Assumptions [3] and [4] are satisfied. This is because LM-FE additionally requires the linearity assumption. Indeed, the linear unit fixed effects regression estimator given in equation (2) converges to a weighted average of unit-specific ATEs where the weights are proportional to the
within-unit variance of the treatment assignment variable (see Chernozhukov et al. 2013, Theorem 1). This result is restated here as a proposition.

**Proposition 1 (Inconsistency of the Linear Fixed Effects Regression Estimator [Chernozhukov et al. 2013])**

Suppose \( \mathbb{E}(Y_{it}^2) < \infty \) and \( \mathbb{E}(C_i S_i^2) > 0 \) where \( S_i^2 = \sum_{t=1}^{T} (X_{it} - \bar{X}_i)^2 / (T - 1) \). Under Assumptions 3 and 4 as well as simple random sampling of units with \( T \) fixed, the linear fixed effects regression estimator given in equation (2) is inconsistent for the average treatment effect \( \tau \) defined in equation (3).

\[
\hat{\beta}_{FE} \xrightarrow{p} \mathbb{E} \left\{ C_i \left( \frac{\sum_{t=1}^{T} X_{it} Y_{it}}{\sum_{t=1}^{T} X_{it}} - \frac{\sum_{t=1}^{T} (1-X_{it}) Y_{it}}{\sum_{t=1}^{T} (1-X_{it})} \right) S_i^2 \right\} \neq \tau
\]

Thus, in general, under Assumptions 3 and 4, the linear fixed effects estimator fail to consistently estimate the ATE unless either the within-unit ATE or the within-unit proportion of treated observations is constant across units. This result also applies to the use of LM-FE in a cross-sectional context. For example, LM-FE is often used to analyze stratified randomized experiments (Duflo et al. 2007). Even in this case, if the proportion of treated units and the ATE vary across strata, then the resulting least squares estimator will be inconsistent.

We consider a nonparametric matching estimator that eliminates this bias. The key insight from an earlier discussion is that under Assumptions 3 and 4, even though a set of time-invariant confounders \( U_i \) are not observed, we can nonparametrically adjust for them by comparing the treated and control observations measured at different time periods within the same unit. This within-unit comparison motivates the following matching estimator, which computes the difference of means between the treated and control observations within each unit and then averages it across units.

\[
\hat{\tau}_{\text{match}} = \frac{1}{\sum_{i=1}^{N} C_i} \sum_{i=1}^{N} C_i \left( \frac{\sum_{t=1}^{T} X_{it} Y_{it}}{\sum_{t=1}^{T} X_{it}} - \frac{\sum_{t=1}^{T} (1-X_{it}) Y_{it}}{\sum_{t=1}^{T} (1-X_{it})} \right)
\]

This matching estimator is attractive because unlike the estimator in equation (2), it does not require the linearity assumption. Under Assumptions 3 and 4, this within-unit matching estimator is consistent for the ATE defined in equation (3).
PROPOSITION 2 (CONSISTENCY OF THE WITHIN-UNIT MATCHING ESTIMATOR) Under the same set of assumptions as Proposition 1, the within-unit matching estimator defined in equation (10) is consistent for the average treatment effect defined in equation (3).

Proof is in Appendix A.3.

We make the connection to matching methods more explicit by defining a matched set $M_{it}$ for each observation $(i, t)$ as a group of other observations that are matched with it. For example, under the estimator proposed above, a treated (control) observation is matched with all control (treated) observations within the same unit, and hence the matched set is given by,

$$M_{it}^{\text{match}} = \{(i', t') : i' = i, X_{it'} = 1 - X_{it}\} \quad (11)$$

Thus far, we focused on the average treatment effect as a parameter of interest given that researchers often interpret the parameter $\beta$ of LM-FE as the average contemporaneous treatment effect of $X_{it}$ on $Y_{it}$. However, our matching framework can accommodate various identification strategies for different causal quantities of interest using different matched sets. That is, given any matched set $M_{it}$, we can define the corresponding within-unit matching estimator $\hat{\tau}$ as,

$$\hat{\tau} = \frac{1}{\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}} \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} (\hat{Y}_{it}(1) - \hat{Y}_{it}(0)) \quad (12)$$

where $Y_{it}(x)$ is observed when $X_{it} = x$ and is estimated using the average of outcomes among the units of its matched set when $X_{it} = 1 - x$,

$$\hat{Y}_{it}(x) = \begin{cases} Y_{it} & \text{if } X_{it} = x \\ \frac{1}{\#M_{it}} \sum_{(i', t') \in M_{it}} Y_{i't'} & \text{if } X_{it} = 1 - x \end{cases} \quad (13)$$

Note that $\#M_{it}$ represents the number of observations in the matched set and that $D_{it}$ indicates whether the matched set $M_{it}$ contains at least one observation, i.e., $D_{it} = 1\{\#M_{it} > 0\}$. In the case of $M_{it}^{\text{match}}$, we have $D_{it} = C_i$ for any $t$.

Unlike the matching estimator given in equation (10), under LM-FE, the within-unit comparison is done through the de-meaning process where each observation is compared with the average of all other
observations within the same unit regardless of their treatment status (see equation (2)). This corresponds to a naive within-unit matching estimator based on the following matched set,

\[ \mathcal{M}_{it}^{LM-FE} = \{ (i', t') : i' = i, t' \neq t \} \tag{14} \]

In Appendix A.4, we discuss how this matching estimator suffers from the bias due to “mismatches” where the observations with the same treatment status are matched to each other.

### 3.2 Identification Strategies based on Within-Unit Comparison

The framework described above can accommodate diverse matching estimators through their corresponding matched sets \( \mathcal{M}_{it} \). Here, we illustrate the generality of the proposed framework. First, we incorporate time-varying confounders \( Z_{it} \) by matching observations within each unit based on the values of \( Z_{it} \). For example, the within-unit nearest neighbor matching leads to the following matched set,

\[ \mathcal{M}_{it}^{NN} = \{ (i', t') : i' = i, X_{it'} = 1 - X_{it}, D(Z_{it}, Z_{it'}) = J_{it} \} \tag{15} \]

where \( D(\cdot, \cdot) \) is a distance measure (e.g., Mahalanobis distance), and

\[ J_{it} = \min_{(i,t') \in \mathcal{M}_{it}^{\text{match}}} D(Z_{it}, Z_{it'}) \tag{16} \]

represents the minimum distance between the time-varying confounders of this observation and another observation from the same unit whose treatment status is opposite. With this definition of matched set, we can construct the within-unit nearest neighbor matching estimator using equation (12). The argument of Proposition 2 suggests that this within-unit nearest neighbor matching estimator is consistent for the ATE so long as matching on \( Z_{it} \) eliminates the confounding bias.

Second, we consider the before-and-after (BA) design where each average potential outcome is assumed to have no time trend over a short time period. Since the BA design also requires the assumption of no carryover effect, the BA design may be most useful when for a given unit the change in the treatment status happens only once. Under the BA design, we simply compare the outcome right before and immediately after a change in the treatment status. Formally, the assumption can be written as,
ASSUMPTION 7 (BEFORE-AND-AFTER DESIGN) For \( i = 1, 2, \ldots, N \) and \( t = 2, \ldots, T \),

\[
E(Y_{it}(x) - Y_{i,t-1}(x) \mid X_{it} \neq X_{i,t-1}) = 0
\]

where \( x \in \{0, 1\} \).

Under Assumptions [3] and [7] the average difference in outcome between before and after a change in the treatment status is a valid estimate of the local ATE, i.e., \( E(Y_{it}(1) - Y_{it}(0) \mid X_{it} \neq X_{i,t-1}) \).

To implement the BA design within our framework, we restrict the matched set and compare the observations within two subsequent time periods that have opposite treatment status. Formally, the resulting matched set can be written as,

\[
\mathcal{M}^\text{BA}_{it} = \{(i', t') : i' = i, t' \in \{t - 1, t + 1\}, X_{i't'} = 1 - X_{it}\}
\] (17)

It is straightforward to show that this matching estimator is equivalent to the following first difference (FD) estimator,

\[
\hat{\beta}_{\text{FD}} = \arg\min_{\beta} \sum_{i=1}^{N} \sum_{t=2}^{T} \{(Y_{it} - Y_{i,t-1}) - \beta(X_{it} - X_{i,t-1})\}^2
\] (18)

In standard econometrics textbooks, the FD estimator defined in equation (18) is presented as an alternative estimation method for the LM-FE estimator. For example, Wooldridge (2010) writes “We emphasize that the model and the interpretation of \( \beta \) are exactly as in [the linear fixed effects model]. What differ is our method for estimating \( \beta \)” (p. 316; italics original). However, as can be seen from the above discussion, the difference lies in the identification assumption and the population for which the ATE is identified. Both the LM-FE and FD estimators match observations within the same unit. However, the FD estimator matches observations only from subsequent time periods whereas the LM-FE estimator matches observations from all time periods regardless of the treatment status.

Finally, a word of caution about the BA design is warranted. While Assumption [7] is written in terms of time trend of potential outcomes, the assumption is violated if past outcomes affect current treatment. Consider a scenario where the treatment variable \( X_{it} \) is set to 1 when the lagged outcome \( Y_{i,t-1} \) takes a
value greater than its mean. In this case, even if the treatment effect is zero, the outcome difference between the two periods, $Y_{it} - Y_{i,t-1}$, is likely to be negative because of the so-called “regression toward the mean” phenomenon. James (1973) derives an expression for this bias under the normality assumption.

3.3 Estimation, Inference, and Specification Test

As a main analytical result of this paper, we show that any within-unit matching estimator can be written as a weighted linear regression estimator with unit fixed effects. The following theorem establishes this result and shows how to compute regression weights for a given matched set (see Gibbons et al., 2011; Solon et al., 2015 for related results).

**Theorem 1 (Within-Unit Matching Estimator as a Weighted Fixed Effects Estimator)** Any within-unit matching estimator $\hat{\tau}$ defined by a matched set $M_{it}$ equals the weighted linear fixed effects estimator, which can be efficiently computed as,

$$
\hat{\beta}_{WFE} = \arg\min_{\beta} \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it} \{(Y_{it} - \bar{Y}_i^*) - \beta(X_{it} - \bar{X}_i^*)\}^2
$$

where $\bar{X}_i^* = \sum_{t=1}^{T} W_{it} X_{it} / \sum_{t=1}^{T} W_{it}$, $\bar{Y}_i^* = \sum_{t=1}^{T} W_{it} Y_{it} / \sum_{t=1}^{T} W_{it}$, and the weights are given by,

$$
W_{it} = D_{it} \sum_{i'=1}^{N} \sum_{t'=1}^{T} w_{i't'} \text{ where } w_{i't'} = \begin{cases} 1 & \text{if } (i, t) = (i', t') \\ 1/\#M_{i't'} & \text{if } (i, t) \in M_{i't'} \\ 0 & \text{otherwise.} \end{cases}
$$

Proof is in Appendix A.5 In this theorem, $w_{i't'}$ represents the amount of contribution or “matching weight” of observation $(i, t)$ for the estimation of treatment effect of observation $(i', t')$. For any observation $(i, t)$, its regression weight is given by the sum of the matching weights across all observations.

Theorem 1 yields several practically useful implications. First, one can efficiently compute within-unit matching estimators even when the number of units is large. Specifically, a weighted linear fixed effects estimator can be computed by first subtracting its within-unit weighted average from each of the variables and then running another weighted regression using these “weighted demeaned” variables. Second, taking advantage of this equivalence, we can use various model-based robust standard errors for within-unit matching estimators (e.g., White, 1980a; Stock and Watson, 2008). Third, a within-unit
matching estimator is consistent for the ATE even when LM-FE is the true model (i.e., the linearity assumption holds). This observation leads to a simple specification test based on the difference between the unweighted and weighted least squares (White, 1980b) where the null hypothesis is that the linear unit fixed effects regression model is correct.

Finally, the theorem provides a simple way to adjust for time-varying confounders by directly including them in the weighted linear regression with unit fixed effects rather than using them to construct the matched set. This adjusted weighted linear fixed effects regression estimator is given by,

\[
(\hat{\beta}_{\text{WFEadj}}, \hat{\delta}_{\text{WFEadj}}) = \arg\min_{\beta, \delta} \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it} \{(Y_{it} - \bar{Y}_{i}) - \beta(X_{it} - \bar{X}_{i}) - \delta^T(Z_{it} - \bar{Z}_{i})\}^2
\]  

(21)

where \( \bar{Y}_{i} = \sum_{t=1}^{T} W_{it}Y_{it} / \sum_{t=1}^{T} W_{it}, \bar{X}_{i} = \sum_{t=1}^{T} W_{it}X_{it} / \sum_{t=1}^{T} W_{it}, \bar{Z}_{i} = \sum_{t=1}^{T} W_{it}Z_{it} / \sum_{t=1}^{T} W_{it}. \)

Then, Theorem 1 implies that \( \hat{\beta}_{\text{WFEadj}} \) can be written as a model-adjusted within-unit matching estimator where the estimated potential outcome given in equation (13) can be written as,

\[
\bar{Y}_{it}(x) = \begin{cases} 
Y_{it} - \hat{\delta}_{\text{WFEadj}}^T Z_{it} & \text{if } X_{it} = x \\
\frac{1}{\#M_{it}} \sum_{(i',t') \in M_{it}} Y_{i't'} - \hat{\delta}_{\text{WFEadj}}^T Z_{i't'} & \text{if } X_{it} = 1 - x 
\end{cases}
\]  

(22)

Thus, this model-adjusted within-unit matching estimator matches the covariate-adjusted outcome with that of another observation with the opposite treatment status within the same unit.

4 Regression Models with Unit and Time Fixed Effects

Next, we extend the above analysis to the linear regression models with unit and time fixed effects. We begin by analyzing the simplest such model,

\[
Y_{it} = \alpha_i + \gamma_t + \beta X_{it} + \epsilon_{it}
\]  

(23)

where \( \alpha_i \) and \( \gamma_t \) are unit and time fixed effects, respectively. The inclusion of unit and time fixed effects accounts for both time-invariant and unit-invariant unobserved confounders in a flexible manner. Let \( U_i \) and \( V_t \) represent these time-invariant and unit-invariant unobserved confounders, respectively. Then, we can define unit and time effects as \( \alpha_i = h(U_i) \) and \( \gamma_t = f(V_t) \) where \( h(\cdot) \) and \( f(\cdot) \) are arbitrary functions unknown to researchers.
The least squares estimate of $\beta$ can be computed efficiently. To do this, we transform the outcome and treatment variables by subtracting their corresponding unit and time specific sample means from the original variables and then adding their overall sample means. Formally, the estimator is given by,

$$\hat{\beta}_{FE2} = \arg\min_\beta \sum_{i=1}^N \sum_{t=1}^T \{(Y_{it} - \bar{Y}_i - \bar{Y}_t + \bar{Y}) - \beta(X_{it} - \bar{X}_i - \bar{X}_t + \bar{X})\}^2$$

(24)

where $\bar{Y}_t = \sum_{i=1}^n Y_{it}/N$, $\bar{X}_t = \sum_{i=1}^n X_{it}/N$, $\bar{Y} = \sum_{i=1}^N \sum_{t=1}^T Y_{it}/NT$, and $\bar{X} = \sum_{i=1}^N \sum_{t=1}^T X_{it}/NT$.

In what follows, we first identify several problems of this two-way fixed effects estimator and propose ways to address these problems.

### 4.1 The Problems of the Two-way Fixed Effects Estimator

Like the one-way fixed effects regression model described in Section 2.1, the linear regression model with unit and time fixed effects defined in equation (23) assumes no carryover effect (Assumption 3). Typically, researchers also assume the following strict exogeneity assumption.

**Assumption 8 (Strict Exogeneity with Unobserved Time-invariant and Unit-invariant Confounders)** For each $i = 1, 2, \ldots, N$ and $t = 1, 2, \ldots, T$,

$$\epsilon_{it} \perp \perp \{X_i, U_i, V_t\}$$

The key difference between the one-way and two-way fixed effects estimators is that the identification strategy of within-group comparison used for the one-way fixed effects estimator is not applicable to the two-way fixed effects estimator. The reason is simple. For any given observation, there is no other observation that belongs to the same unit and time. As a result, it is not possible to directly adjust for unobserved time-invariant and unit-invariant confounders at the same time. Thus, to identify the ATE, the two-way fixed effects estimator relies heavily on the linearity assumption. We investigate this problem in detail below. As in the case of one-way fixed effect model, the model assumes that past treatments do not affect current outcome and past outcomes do not affect current treatment.

We first extend the result of Proposition [1] to the two-way fixed effects estimator. We show that the two-way fixed effects estimator can be represented as the weighted average of three estimators: the
unit fixed effects regression estimator $\hat{\beta}_{FE}$, the time fixed effects regression estimator $\hat{\beta}_{FE\text{time}}$, and minus the pooled regression estimator $\hat{\beta}_{pool}$. Note that $\hat{\beta}_{FE}$ and $\hat{\beta}_{FE\text{time}}$ themselves can be written as weighted averages of unit-specific and time-specific ATEs, respectively.

Although its validity requires the linearity assumption, the intuition is that $\hat{\beta}_{FE}$ possibly suffers from the bias due to time effects whereas $\hat{\beta}_{FE\text{time}}$ is potentially biased because of unit effects. Since $\hat{\beta}_{pool}$ has both types of biases, one may hope that subtracting it from the sum of the other two estimators cancel out both biases. For completeness, we define the time fixed effects and pooled regression estimators as,

$$\hat{\beta}_{FE\text{time}} = \arg\min_{\beta} \sum_{i=1}^{N} \sum_{t=1}^{T} (Y_{it} - \overline{Y}_t) - \beta(X_{it} - \overline{X}_t)^2$$

(25)

$$\hat{\beta}_{pool} = \arg\min_{\beta} \sum_{i=1}^{N} \sum_{t=1}^{T} (Y_{it} - \beta X_{it})^2 = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} X_{it}Y_{it} - \sum_{i=1}^{N} \sum_{t=1}^{T} (1 - X_{it})Y_{it}}{\sum_{i=1}^{N} \sum_{t=1}^{T} (1 - X_{it})}$$

(26)

In this case of no covariate, the pooled regression estimator is equivalent to the difference of means between the treatment and control groups based on the entire sample. Now, we formally state this result.

**Proposition 3 (Two-way Fixed Effects Estimator as a Weighted Average)** The two-way fixed effects estimator defined in equation (24) can be written as a weighted average of the unit fixed effects estimator defined in equation (2), the time fixed effects estimator defined in equation (25), and the pooled regression estimator defined in equation (26),

$$\hat{\beta}_{FE2} = \frac{\omega_{FE} \times \hat{\beta}_{FE} + \omega_{FE\text{time}} \times \hat{\beta}_{FE\text{time}} - \omega_{pool} \times \hat{\beta}_{pool}}{w_{FE} + w_{FE\text{time}} - w_{pool}}$$

When $N$ and $T$ are sufficiently large, the weights are approximated by,

$$\omega_{FE} \approx \mathbb{E}(S_i^2)$$

$$\omega_{FE\text{time}} \approx \mathbb{E}(S_t^2)$$

$$\omega_{pool} \approx S^2$$

where $S_i^2 = \sum_{i=1}^{N} (X_{it} - \overline{X}_i)^2/(N - 1)$, $S_t^2 = \sum_{t=1}^{T} (X_{it} - \overline{X}_t)^2/(T - 1)$, and $S^2 = \sum_{i=1}^{N} \sum_{t=1}^{T} (X_{it} - \overline{X})^2/(NT - 1)$.

Proof is given in Appendix A.6 The weights for $\hat{\beta}_{FE}$, $\hat{\beta}_{FE\text{time}}$, and $\hat{\beta}_{pool}$, are approximately equal to the average variance of treatment within unit, within time, and within the entire data set, respectively.

Proposition 3 illustrates the difficulty of the two-way fixed effects regression estimator. Direct adjustment of unit-invariant and time-invariant unobserved confounders is impossible because no more than
one observation shares the same unit and time. To overcome this difficulty, the two-way fixed effects regression estimator combines three estimators: (1) the unit fixed effects estimator, which addresses unit-specific time-invariant confounders but not time-specific unit-invariant confounders, (2) the time fixed effects estimator, which adjusts time-specific unit-invariant confounders but not unit-specific time-invariant, and (3) the pooled estimator, which do not address any of these unobserved confounders. In general, however, there is no guarantee that this combined estimator eliminates bias.

4.2 Two-way Matching Estimators

Next, we partially address the difficulties of the two-way fixed effects regression by considering matching estimators with unit and time fixed effects. Proposition 5 in Appendix A.4 shows that the one-way fixed effects regression estimator can be written as a naive within-unit matching estimator with the adjustment for mismatches. Here, we extend this result to the two-way fixed effects regression estimator and show that it can also be written as a naive two-way matching estimator with the adjustment for mismatches.

**Proposition 4 (The Two-way Fixed Effects Estimator as a Naive Two-Way Matching Estimator with Adjustment)** The two-way fixed effects estimator defined in equation (24) is equivalent to the following adjusted matching estimator,

\[
\hat{\beta}_{FE2} = \frac{1}{K} \left\{ \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \left( \hat{Y}_{it}(1) - \hat{Y}_{it}(0) \right) \right\}
\]

where for \( x = 0, 1 \),

\[
\hat{Y}_{it}(x) = \begin{cases} 
\frac{1}{T-1} \sum_{t' \neq t} Y_{it'} + \frac{1}{N-1} \sum_{i' \neq i} Y_{i't} - \frac{1}{(T-1)(N-1)} \sum_{i' \neq i} \sum_{t' \neq t} Y_{i't'} & \text{if } X_{it} = x \\
X_{it} \left( \frac{\sum_{t' \neq t} (1 - X_{it'})}{T-1} + \frac{\sum_{i' \neq i} (1 - X_{i't})}{N-1} - \frac{\sum_{i' \neq i} \sum_{t' \neq t} (1 - X_{i't'})}{(T-1)(N-1)} \right) + (1 - X_{it}) \left( \frac{\sum_{t' \neq t} X_{it'}}{T-1} + \frac{\sum_{i' \neq i} X_{i't'}}{N-1} - \frac{\sum_{i' \neq i} \sum_{t' \neq t} X_{i't'}}{(T-1)(N-1)} \right) & \text{if } X_{it} = 1 - x
\end{cases}
\]

Proof is given in Appendix A.7.

The proposition shows that the estimated counterfactual outcome of a given unit is a function of three averages. First, the average of all the other observations from the same unit and the average of all the
Figure 5: An Example of the Binary Treatment Matrix with Five Units and Four Time Periods. Panels (a) and (b) illustrate how observations are used to estimate counterfactual outcomes for the two-way fixed effects estimator (Proposition 4) and the adjusted matching estimator (Proposition 6), respectively. In the figures, the red underlined 1 entry represents the treated observation, for which the counterfactual outcome $Y_{it}(0)$ needs to be estimated. Circles indicate the set of matched observations that are from the same unit, $M_{it}^{FE2}$ for Panel (a) and $M_{it}^{match}$ for Panel (b), whereas squares indicate those from the same time period, $N_{it}^{FE2}$ for Panel (a) and $N_{it}^{match}$ for Panel (b). Finally, triangles represent the set of observations that are used to make adjustment for unit and time effects, $A_{it}$. The set includes the observations of the same treatment status in both cases (bold 1 entries in triangles), leading to an adjustment in the matching estimator.

Other observations from the same time period are added together. We call them the within-unit matched set $M_{it}$ and the within-time matched set $N_{it}$, respectively. In the case of the linear two-way fixed effects estimator, these matched sets are defined as,

\begin{align*}
M_{it}^{FE2} &= \{(i', t') : i = i, t' \neq t\} \\
N_{it}^{FE2} &= \{(i', t') : i' \neq i, t' = t\}
\end{align*}

Finally, to adjust for unit and time fixed effects, we use observations that share the same unit or time as those in $N_{it}$ and $M_{it}$, respectively, and subtract their mean from this sum. We use $A_{it}$ to denote this group of observations and call it the adjustment set for observation $(i, t)$ with the following definition,

\begin{align*}
A_{it} &= \{(i', t') : i' \neq i, t' \neq t, (i', t') \in M_{it}, (i', t') \in N_{it}\}
\end{align*}

Therefore, by construction, the number of observations in $A_{it}$ equals the product of the number of observations in the within-unit and within-time matched sets, i.e., $\#A_{it} = \#M_{it} \cdot \#N_{it}$.

Panel (a) of Figure 5 presents an example of the binary treatment matrix with five units and four
time periods, i.e., $N = 5$ and $T = 4$. In the figure, the red underlined 1 entry represents the treated observation, for which the counterfactual outcome $Y_{it}(0)$ needs to be estimated using other observations. This counterfactual quantity is estimated as the average of control observations from the same unit \( M_{it}^{FE2} \) (circles in the figure), plus the average of control observations from the same time period \( N_{it}^{FE2} \) (squares), minus the average of adjustment observations, \( A_{it}^{FE2} \) defined as \( \{(i', t') : i' \neq i, t' \neq t, (i, t') \in M_{it}^{FE2}, (i', t) \in N_{it}^{FE2}\} \) (triangles).

Since all of these three averages include units of the same treatment status, as in the one-way case (see Proposition 5 in Appendix A.4), the two-way fixed effects estimator adjusts for the attenuation bias due to these “mismatches.” This is done via the factor \( K \), which is equal to the net proportion of proper matches between the observations of opposite treatment status. The nonparametric matching representation given in Proposition 4 identifies the exact information used by the two-way fixed effects estimator to estimate counterfactual outcomes. Specifically, to estimate the counterfactual outcome of each unit, all the other observations are used, including the observations of the same treatment status from different units and different years. This makes the causal interpretation of the standard two-way fixed effects estimator difficult.

Given this result, we improve the two-way fixed effects estimator in the same manner as done in Section 3.1 by only matching each observation with other observations of the opposite treatment status to estimate the counterfactual outcome. That is, we use the within-unit matched set \( M_{it}^{match} \) defined in equation (11), which consists of the observations within the same unit but with the opposite treatment status. Similarly, we restrict the within-time matched set \( N_{it} \) so that its observations belong to the same time period \( t \) but have the opposite treatment status,

\[
A_{it}^{match} = \{(i', t') : t' = t, X_{i't'} = 1 - X_{it}\}. \tag{30}
\]

Then, using equation (29), we can define the corresponding adjustment set \( A_{it}^{match} \).

Unlike the one-way case (see Section 3.1), however, we cannot eliminate mismatches in \( A_{it}^{match} \) without additional restrictions on the matched sets, \( M_{it}^{match} \) and \( N_{it}^{match} \) (see Section 4.3). This point is illustrated by Panel (b) of Figure 5 where the adjustment set \( A_{it}^{match} \) (triangles) includes the observations

\[26\]
of the same treatment status. A formal statement of this result is given as Proposition 6 in Appendix A.8, which also establishes the equivalence between this adjusted matching estimator and the weighted two-way fixed effects estimator.

4.3 The General Difference-in-Differences Estimator

The two-way fixed effects estimator is often motivated by the difference-in-differences (DiD) design (e.g., Angrist and Pischke 2009). Bertrand et al. (2004) describe the linear regression model with two-way fixed effects as “a common generalization of the most basic DiD setup (with two periods and two groups)” (p. 251). Under the DiD design, we assume that the average potential outcomes under the control condition have parallel time trends for the treatment and control groups (Abadie 2005).

Assumption 9 (Difference-in-Differences Design) For \( i = 1, 2, \ldots, N \) and \( t = 1, 2, \ldots, T \),

\[
\mathbb{E}(Y_{it}(0) - Y_{i,t-1}(0) \mid X_{it} = 1, X_{i, t-1} = 0) = \mathbb{E}(Y_{it}(0) - Y_{i,t-1}(0) \mid X_{it} = X_{i, t-1} = 0).
\]

where the estimand is the local ATE for the treated, i.e., \( \mathbb{E}(Y_{it}(1) - Y_{it}(0) \mid X_{it} = 1, X_{i, t-1} = 0) \).

It is well known that the standard DiD estimator is numerically equivalent to the linear two-way fixed effects regression estimator if there are two time periods and the treatment is administered to some units only in the second time period. Unfortunately, this equivalence result does not generalize to the multi-period DiD design, in which the number of time periods may exceed two and each unit may receive the treatment multiple times. Here, we prove that the general multi-period DiD estimator is a special case of the two-way matching estimators introduced in Section 4.2. We establish that by further restricting the matched sets, \( M_{it} \) and \( N_{it} \), we can construct a two-way matching estimator, which is equivalent to the multi-period DiD estimator. Furthermore, we show that this estimator can be represented as a weighted linear two-way fixed effects regression estimator.

To formulate the DiD estimator as a two-way matching estimator, we first define the within-unit matched set of this treated observation to be the observation of the previous period if it belongs to the
control group, and to be an empty set otherwise,

\[ M_{it}^{\text{DiD}} = \{(i', t') : i' = i, t' = t - 1, X_{i't'} = 0\} \] (31)

Similarly, the within-time matched set is defined as a group of control observations in the same time period whose prior observations are also under the control condition.

\[ N_{it}^{\text{DiD}} = \{(i', t') : i' \neq i, t' = t, X_{i't'} = X_{i,t-1} = 0\} \] (32)

In addition, one may restrict the within-time matched sets further by only considering observations that have similar observed values of past outcomes, time-invariant covariates or more generally any pre-treatment variables. So long as Assumption 9 holds conditional on these variables, the DiD design should be valid.

Once \( M_{it} \) and \( N_{it} \) are defined in this way, the adjustment set \( A_{it} \) is given by equation (29). This set contains the control observations in the previous period that share the same unit as those in \( N_{it}^{\text{DiD}} \).

\[ A_{it}^{\text{DiD}} = \{(i', t') : i' \neq i, t' = t - 1, X_{i't'} = X_{i,t} = 0\} \] (33)

In this case, the number of observations in this adjustment set is the same as that in \( N_{it}^{\text{DiD}} \).

Using these matched and adjustment sets, we can define the multi-period DiD estimator as the following two-way matching estimator,

\[
\hat{\tau}_{\text{DiD}} = \frac{1}{\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}} \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \left( \overline{Y_{it}(1)} - \overline{Y_{it}(0)} \right)
\] (34)

where \( D_{it} = X_{it} \cdot 1\{\#M_{it}^{\text{DiD}} \cdot \#N_{it}^{\text{DiD}} > 0\} \) with \( D_{i1} = 0 \), and for \( D_{it} = 1 \), we define,

\[
\overline{Y_{it}(x)} = \begin{cases} 
Y_{it} & \text{if } X_{it} = 1 \\
Y_{it,t-1} + \frac{1}{\#A_{it}^{\text{DiD}}} \sum_{(i',t') \in A_{it}^{\text{DiD}}} Y_{i't'} - \frac{1}{\#A_{it}^{\text{DiD}}} \sum_{(i',t') \in A_{it}^{\text{DiD}}} Y_{i't'} & \text{if } X_{it} = 0
\end{cases}
\] (35)

When the treatment status of a unit changes from the control at time \( t - 1 \) to the treatment condition at time \( t \) and there exists at least one unit \( i' \) whose treatment status does not change during the same time periods, i.e., \( D_{it} = 1 \), this estimator estimates the counterfactual outcome for observation \((i, t)\) by
Figure 6: Illustration of how observations are used to estimate counterfactual outcomes for the DiD estimator (Proposition 2). The red underlined 1 entry represents the treated observation, for which the counterfactual outcome $Y_{i,t}(0)$ needs to be estimated. Circle indicates the matched observation within the same unit, $Y_{i,t-1}$, whereas squares indicate those from the same time period, $A_{it}^{DiD}$. Finally, triangles represent the set of observations that are used to make adjustment for unit and time effects, $A_{it}^{DiD}$. Unlike the examples in Figure 5, $A_{it}^{DiD}$ only contains control observations and hence no adjustment is required.

subtracting from its observed outcome of the previous period $Y_{i,t-1}$, the average difference in outcomes between the same two time periods among the other units whose treatment status remains unchanged as the control condition.

This matching estimator is illustrated in Figure 6. In this example, the counterfactual outcome for the treated unit (represented by the red underlined 1) is estimated as the difference between the outcome under the control condition from the previous period (circle) and the average difference (square minus triangle) between the current and previous periods for the two units which receive the control condition in both time periods. Thus, the DiD estimator, by construction, avoids mismatches and therefore eliminates the need for additional adjustment. Finally, the following proposition shows that the DiD estimator can be represented as a weighted linear two-way fixed effects regression estimator.

**Theorem 2 (Difference-in-Differences Estimator as a Weighted Two-way Fixed Effects Estimator)** Assume that there is at least one treated and control unit, i.e., $0 < \sum_{i=1}^{N} \sum_{t=1}^{T} X_{it} < NT$, and that there is at least one unit with $D_{it} = 1$, i.e., $0 < \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}$. The difference-in-differences estimator $\hat{\tau}_{DiD}$, defined in equation (34), is equivalent to the following weighted two-way fixed effects regression estimator:

$$\hat{\beta}_{DiD} = \arg\min_{\beta} \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it} \{(Y_{i,t} - Y_{i} - \bar{Y}_{t} + \bar{Y}) - \beta(X_{i,t} - X_{i} - \bar{X}_{t} + \bar{X})\}^2$$
where the asterisks indicate weighted averages, and the weights are given by,

\[
W_{it} = \sum_{i'=1}^{N} \sum_{t'=1}^{T} D_{i't'} \cdot w_{i't'}^{i't'} \quad \text{and} \quad w_{i't'}^{i't'} = \begin{cases} 
1 & \text{if } (i, t) = (i', t') \\
1/\#\mathcal{M}_{i't'}^{\text{DiD}} & \text{if } (i, t) \in \mathcal{M}_{i't'}^{\text{DiD}} \\
1/\#\mathcal{N}_{i't'}^{\text{DiD}} & \text{if } (i, t) \in \mathcal{N}_{i't'}^{\text{DiD}} \\
(2X_{it} - 1)(2X_{i't'} - 1)/\#\mathcal{A}_{i't'}^{\text{DiD}} & \text{if } (i, t) \in \mathcal{A}_{i't'}^{\text{DiD}} \\
0 & \text{otherwise.}
\end{cases}
\]

Proof is in Appendix A.9.

Theorem 2 shows that the DiD estimator of the average treatment effect for the treated can be obtained by calculating the weighted linear two-way fixed effects regression estimator.\(^\text{12}\) Under this framework, it is also possible to incorporate pre-treatment confounders as additional regressors in the weighted two-way fixed effects regression. This method of covariate adjustment can be justified as a matching estimator based on covariate-adjusted outcomes (see Section 2.5).

We emphasize that while Assumption \([\text{9}]\) is expressed in terms of time trend of average potential outcomes, the DiD estimator still requires the absence of causal relationships between past outcomes and current treatment (see Ashenfelter and Card, 1985 who explore this issue in the case of job training program).\(^\text{13}\) As discussed for the before-and-after design in Section 3.2, suppose that the treatment effect does not exist but the treatment assignment variable \(X_{it}\) is determined by the previous outcome \(Y_{i,t-1}\) such that \(X_{it} = 1\) when \(Y_{i,t-1}\) takes a value greater than its mean. Then, the regression toward the mean phenomenon suggests that the parallel trend assumption between the treatment and control groups is unlikely to hold, leading to a biased DiD estimate (see Allison, 1990 for details).

Suppose that a researcher finds a statistically significant difference in the baseline outcome between the treatment and control groups. The key question is whether this difference is a cause of the treatment

\(^{12}\) Since some of the regression weights can be negative, we view the weighted two-way fixed effects estimators given in Proposition 6 and Theorem 2 as the method of moments estimators where the moment conditions are given by the first order condition. Then, the standard asymptotic properties of the method of moments estimator apply directly to this case (Hansen, 1982). In addition, while the regression weights can be negative, the fixed effects projection method can be applied on the complex plane in order to reduce the dimensionality as before.

\(^{13}\) The assumption of no carryover effect (Assumption 3) is slightly relaxed because the lagged treatment is adjusted (i.e., \(X_{i,t-1} = 0\) for both treated and control observations).
assignment. Assume that there is no causal relationship between the baseline outcome and the treatment. Then, the DiD estimator is appropriate even if unobserved time-varying confounders are causes of this baseline outcome difference. On the other hand, if past outcomes affect current treatment, then the baseline outcome difference reflects the causal effect of the baseline outcome on the treatment assignment. In this case, the validity of the DiD design is compromised. Adjusting for the baseline outcome difference is sufficient in the absence of unobserved time-invariant confounders.

Unfortunately, the simultaneous presence of unobserved time-invariant confounders and causal relationships between past outcomes and current treatment makes the identification of average treatment effects impossible. This can be seen from the fact that if the adjustment completely eliminates the baseline outcome difference, the DiD estimator is equivalent to the difference-in-means estimator based on the post-treatment outcome variable, which does not adjust for unobserved time-invariant confounders. Thus, in a given application, researchers must decide whether to focus on unobserved time-invariant confounders or causal effects of past outcomes on current treatment.

4.4 The Synthetic Control Method

The above discussion applies to the synthetic control method (Abadie et al., 2010). Consider the setting where there is one treated unit, \( i^* \), which received the treatment at time \( T \). The rest of \( N - 1 \) units belong to the control group and do not receive the treatment. The idea of the synthetic control method is to match the treated unit with a weighted average of the control units using past outcomes \( Y_{i1}, \ldots, Y_{iT-1} \) and possibly past time-varying confounders \( Z_{i1}, \ldots, Z_{iT-1} \). Doing so leads to an estimate of the potential outcome at time \( T \) under the control condition for the treated unit, i.e., \( Y_{i^*T}(0) \), based on a weighted average of the observed outcome of the control units at time \( T \).

Abadie et al. (2010) show that the synthetic control method can be applied when the data generation process is based on the following autoregressive model,

\[
Y_{iT}(0) = \rho_T Y_{i,T-1}(0) + \delta_T^T Z_{iT} + \epsilon_{iT} \tag{36}
\]

\[
Z_{iT} = \lambda_{T-1} Y_{i,T-1}(0) + \Delta_T Z_{i,T-1} + \nu_{iT} \tag{37}
\]
where $\Delta_T$ is a matrix of coefficients. The errors of a unit are assumed to be independent of all previous outcomes and time-varying confounders including those of the other units. This assumption is formalized as $\mathbb{E}(\epsilon_{iT} \mid \{Y_{i\nu'}, Z_{i\nu'}\}_{1 \leq \nu, 1 \leq \nu' \leq T-1}) = \mathbb{E}(\nu_{iT} \mid \{Y_{i\nu'}, Z_{i\nu'}\}_{1 \leq \nu, 1 \leq \nu' \leq T-1}) = 0$. This model adjusts for the previous outcome $Y_{i,T-1}(0)$ while assuming the absence of unobserved time-invariant confounders $U_i$. Under this model, the previous outcome does affect current time-varying confounders $Z_{iT}$, which is not allowed under the fixed effects regression models (see Section 2.5).

While the synthetic control method directly adjusts for past outcomes, [Abadie et al. (2010)] propose the following generalization of linear fixed effects regression model as a main model to motivate the method. This model contains unobserved time-invariant confounders $U_i$,

$$Y_{it}(0) = \gamma_t + \delta_t^TZ_{it} + \xi_t^TU_i + \epsilon_{it}$$

where $\mathbb{E}(\epsilon_{it} \mid \{Z_{i\nu'}, U_{i\nu'}\}_{1 \leq \nu, 1 \leq \nu' \leq T}) = 0$, implying that the error term of an observation is mean independent of all time-varying confounders and unobserved time-invariant confounders including those of the other observations. This assumption suggests that, unlike the above autoregressive model (but like the fixed effects regression models), this model assumes that past outcomes do not affect current time-varying confounders.

Moreover, in addition to the linearity assumption, [Abadie et al. (2010)] assume that there exist a set of weights $\{w_i\}_{i \neq i^*}$ such that $\sum_{i \neq i^*} w_i Z_{it} = Z_{i^*t}$ for all $t \leq T - 1$ and $\sum_{i \neq i^*} w_i U_i = U_{i^*}$ hold. This assumption implies that one set of weights can balance time-varying confounders and unobserved time-invariant confounders at the same time. The authors show that if this assumption holds, then the synthetic control method yields an unbiased estimate of $Y_{i,T}(0)$ under the model given in equation (38). In general, however, balancing observed confounders does not necessarily balance unobserved confounders. Therefore, we view the synthetic control method as a selection-on-observables approach. The method adjusts for past outcomes and past time-varying confounders, but it may not be able to adjust for unobserved time-invariant confounders.

In our framework, we can follow the idea of the synthetic control method and adjust for past outcomes and past time-varying confounders when employing the multi-period DiD design. Specifically, we can
restrict the within-time matched set such that only units similar to a treated unit are included in the comparison set. For example, we can use a caliper $c$, which represents the maximum deviation allowed for all treated units. Then, the within-time matched set becomes,

$$N_{it}^{\text{DiD-caliper}} = \{(i', t') : i' \neq i, t' = t, X_{i', t} = X_{i', t-1} = 0, |Y_{i, t-1} - Y_{i', t-1}| \leq c\}. \quad (39)$$

Yet another possibility is to use the Mahalanobis distance measure so that we can match on past outcomes and/or past time-varying confounders from more than one time period. These and other matching methods can be combined with the multi-period DiD design as weighted linear two-way fixed effects regression models in our framework.

## 5 An Empirical Illustration

In this section, we illustrate our proposed methodology by estimating the effects of General Agreement on Tariffs and Trade (GATT) membership on bilateral trade with various fixed effects models. We show that different causal assumptions can yield substantively different results.

### 5.1 Effects of GATT Membership on Bilateral Trade

Does GATT membership increase international trade? Rose (2004) finds the answer to this question is negative. Based on the standard gravity model with year fixed effects applied to dyadic trade data, he finds economically and statistically insignificant effect of GATT membership (and its successor World Trade Organization or WTO) on bilateral trade. This finding led to subsequent debates among empirical researchers as to whether or not GATT actually promotes trade (e.g., Gowa and Kim, 2005; Tomz et al., 2007; Rose, 2007). In particular, Tomz et al. (2007) find a substantial effect of GATT/WTO on trade when a broader definition of membership is employed. They argue that nonmember participants such as former colonies, de facto members, and provisional members should also be included in empirical analysis since they enjoy similar “rights and obligations.”
5.2 Models and Assumptions

We analyze the data set from [Tomz et al. 2007] which updates and corrects some minor errors in the data used by [Rose 2004]. Unlike [Rose 2004], however, our analysis is restricted to the period between 1948 and 1994 so that we focus on the effects of GATT and avoid conflating them with the effects of the WTO. As shown below, this restriction does not significantly change the original conclusion of [Rose 2004], but it leads to a conceptually cleaner analysis. This yields a dyadic data set of bilateral international trade where a total number of dyads is 10,289 and a total number of (dyad-year) observations is 196,207.

While, in this literature, scholars almost universally relied upon linear fixed effects regression models, our earlier discussion underscores the importance of causal assumptions when applying fixed effects regression models. In particular, all of fixed effects regression models used in the literature assume that past GATT/WTO membership status does not affect current trade volume and past trade volume does not affect current membership status. Moreover, it is also assumed that one dyad’s trade volume is not directly affected by other dyad’s membership status. In the world of economic interdependence, such an assumption may be problematic. However, as we explained in this paper, relaxing these assumptions is difficult within the fixed effects regression framework.

For the empirical analysis of this paper, we maintain these assumptions and focus on improving the linear fixed effects regression estimators used in the literature. We use two different definitions of GATT membership: formal membership as used by [Rose] and participants as adopted by [Tomz et al.]. For each membership definition, we estimate its average effects on bilateral trade. We consider the treatment variable $X_{it}$ indicating whether both countries in a dyad $i$ are members of GATT or not in a given year $t$ (mix of dyads with one member and no member). This analysis focuses on the reciprocity hypothesis that the GATT can impact bilateral trade only when countries mutually agree on reducing trade barriers. We begin with the following model with dyadic fixed effects,

$$
\log Y_{it} = \alpha_i + \beta X_{it} + \delta^T Z_{it} + \epsilon_{it} \tag{40}
$$

where $Y_{it}$ is the bilateral trade volume for dyad $i$ in year $t$, and $Z_{it}$ represents a vector of time-varying...
confounders including GSP (Generalized System of Preferences), log product real GDP, log product real GDP per capita, regional FTA (Free Trade Agreement), currency union, and currently colonized. As shown in Proposition 1, even if no carryover effect and strict exogeneity assumptions hold, the linear fixed effects regression estimator may be subject to potential biases when there exists heterogeneous treatment effect and/or treatment assignment probability across dyads. Indeed, Subramanian and Wei (2007) find substantial heterogeneity in the effects of GATT/WTO on trade.

Next, we consider the linear time fixed effects model, which relies on the comparison across dyads within each year. This model is given by,

\[
\log Y_{it} = \gamma_t + \beta X_{it} + \delta^T \tilde{Z}_{it} + \epsilon_{it}
\]

(41)

where in addition to the aforementioned variables for \(Z_{it}\), \(\tilde{Z}_{it}\) also includes variables that do not vary within a dyad such as log distance between the two countries and log product of land area (see Rose (2004) for the full list of covariates and their description). Similar to the linear model with dyadic fixed effects, this model might suffer from the bias due to the linearity assumption, unless treatment effect is constant and/or treatment assignment probability is identical over time. However, both Rose (2004) and Tomz et al. (2007) find substantial heterogeneity in the effects of GATT/WTO on trade in different time periods. Furthermore, the variability in institutional membership suggests that the model may not provide a consistent estimate for the average treatment effect. As Tomz et al. (2007) note, most countries have become a member such that “participation was nearly ubiquitous” (p. 2014) in recent periods.

Finally, some scholars have used the linear regression models with both dyadic and year fixed effects (e.g., Tomz et al., 2007). Such model is given by,

\[
\log Y_{it} = \alpha_i + \gamma_t + \beta X_{it} + \delta^T Z_{it} + \epsilon_{it}.
\]

(42)

Our analysis in Section 4 shows that this estimator heavily relies upon the linearity assumption and uses all observations to estimate each counterfactual outcome regardless of their treatment status. The problem stems from the difficulty to nonparametrically adjust for unobserved time-invariant and dyad-invariant confounders at the same time.
We examine the robustness of findings when counterfactual outcomes are estimated based on different causal assumptions. We first compare the linear one-way dyad (time) fixed effects regression estimators with the within-unit (within-time) nonparametric matching estimators by relaxing the linearity assumption. Second, we further restrict the matched set of the within-unit matching estimator by focusing on the observations in two subsequent time periods with treatment status change (i.e., the before-and-after design). The assumption that the average outcome stays constant over the two periods might not be credible given that there is an increasing time trend in bilateral trade volumes. Thus, we also employ the DiD design. We estimate the local ATE for the treated assuming parallel time trend between the treated (dyads with GATT membership) and control (dyads with no membership) observations. Finally, as described at the end of Section 4.4, we adjust for the past outcome by focusing exclusively on the control units whose previous outcome values are within 0.35 times the standard deviation of the outcome variable away from that of a treated unit.

5.3 Empirical Results

Figure 7 summarizes the results. We implement various matching methods with weighted linear fixed effects regression to adjust for both observed time-varying confounders and unobserved heterogeneity within unit (or time or both). We incorporate model-based covariate adjustment as described in equation (21). Throughout our analysis, we report the robust standard errors that allow for the presence of serial correlation and heteroskedasticity (Arellano 1987; Hansen 2007). Table 1 in Appendix A.10 contains results from specification tests as discussed in Section 3.3 and estimates from alternative definitions of dyadic membership.

We begin by estimating the dyad fixed effects estimator as done in Rose (2007). We compare this result with those based on the weighted dyad fixed effects estimator given in equation (21) and first differences where the within-unit matched set is constrained by equation (17). We find that relaxing the linearity assumption by eliminating mismatches within each dyad leads to some substantive differences. For example, large and positive effects of participants in the standard dyad fixed effects models disappear
Figure 7: Estimated Effects of GATT on the Logarithm of Bilateral Trade based on Various Fixed Effects Estimators: The plot presents point estimates and 95% confidence intervals for the estimated effects of “Both vs. Mix” on bilateral trade, i.e., the comparison between dyads of two GATT members and those consisting of either one GATT member. Formal Member includes only formal GATT members as done in [Rose (2004)], whereas Participants includes nonmember participants as defined in [Tomz et al. (2007)]. “WFE” are the estimates based on the regression weights given in equation (20), which yield the estimated average treatment effects based on equation (21). Results based on other weighted fixed effects estimators, i.e., first differences and difference-in-differences, are also presented. The results from an alternative way to adjust for past outcomes when employing the multi-period DiD design are presented in “DiD-caliper” where matched units’ pre-treatment outcomes are within 0.35 times the standard deviation of the outcome variable away from that of a treated unit. Robust standard errors, allowing for the presence of serial correlation as well as heteroskedasticity are used.

when relaxing the linearity assumption, whereas slightly negative effects of formal membership appear to be stronger. Furthermore, under the before-and-after design, the point estimates are all positive for both formal members and participants.

Next, we use the year fixed effects estimator as done in [Rose (2004)] and compare its results with those from the weighted year fixed effects estimator given in equation (21) (except that in the current case $i$ represents year and $t$ represents dyad). Consistent with [Rose (2004)]’s original finding, we find little effect of GATT formal membership on trade using the standard year fixed effects estimator. The results from the weighted year fixed effects estimator generally agree with his finding. Likewise, the positive effect of GATT when membership variable includes nonmember participants remain unchanged with the
weighted year fixed effects estimator. When compared with the dyad fixed effects estimators, the year fixed effects estimators exhibit a less degree of sensitivity to underlying causal assumptions (i.e., different weighting schemes and different ways of adjusting for covariates). This happens because the membership variable does not vary much within each dyad and heterogeneity across dyads is greater than across years. Different causal assumptions yield different sets of observations for estimating counterfactual outcomes.

Finally, we estimate the two-way fixed effects estimators with both dyad and year fixed effects as done in [Tomz et al. (2007)]. We compare these results with those based on the weighted two-way fixed effects estimator that corresponds to the DiD estimator. For both formal members and participants the standard two-way fixed effects models may overestimate the effect when compared to the weighted regression. In fact, the DiD estimator consistently give smaller estimates than the standard two-way fixed effects model. Using a caliper by choosing the maximum deviation allowed in the pre-treatment outcome for matched units yields similar differences (equation (39)). Note that standard errors for these estimators tend to be larger. This is because high collinearity between covariates arises in this data set when a small number of observations with non-zero weights are actually used. For example, we observe very little variation in most year-varying covariates such as GSP and Regional FTA across dyads.

In sum, our analysis suggests that the empirical results based on linear fixed effects regression models can critically depend on their underlying causal assumptions. We have shown that the effects of GATT membership can vary substantially depending on how counterfactual outcomes are estimated.

6 Concluding Remarks
The title of this paper asks the question of when researchers should use linear fixed effects regression models for causal inference with longitudinal data. According to our analysis, the answer to this question depends on the tradeoff between unobserved time-invariant confounders and dynamic causal relationships between outcome and treatment variables. In particular, if the treatment assignment mechanism critically depends on past outcomes, then researchers are likely to be better off investing their efforts in measuring and adjusting for confounders rather than adjusting for unobserved time-invariant con-
founders through fixed effects models under unrealistic assumptions. In such situations, methods based on the selection-on-observables such as matching and weighting are more appropriate. This conclusion also applies to the before-and-after and difference-in-differences designs that are closely related to linear fixed effects regression models.

If, on the other hand, researchers are concerned about time-invariant confounders and are willing to assume the absence of dynamic causal relationships, then fixed effects regression models are effective tools to adjust for unobserved time-invariant confounders. In this paper, we propose a new matching framework that improves linear fixed effects regression models by relaxing the linearity assumption. Under this framework, we show how to incorporate various identification strategies and implement them as weighted linear fixed effects regression estimators. For example, we extend the difference-in-differences estimator to the general case of multiple periods and repeated treatments and show its equivalence to a weighted linear regression with unit and time fixed effects. Our framework also facilitates the incorporation of additional covariates, model-based inference, and specification tests.

Unfortunately, researchers must choose either to adjust for unobserved time-invariant confounders under the fixed effects modeling framework or model dynamic causal relationships between treatment and outcome under a selection-on-observables approach. No existing method can achieve both objectives without additional assumptions. Finally, while we limit our discussion to the case of a binary treatment, our nonparametric identification analysis based on DAGs is applicable to the case where the treatment is non-binary. Thus, researchers who are analyzing a non-binary treatment must face the same tradeoff described in this paper.
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**A Supplementary Appendix**

### A.1 Equivalence between Assumptions 2 and 4 under LM-FE

First, under LM-FE, $Y_{it}(x) = \alpha_i + \beta x + \epsilon_{it}$. This implies that Assumption 2 is equivalent to the conditional independence between $\{Y_{it}(1), Y_{it}(0)\}_{t=1}^T$ and $X_i$ given $U_i$. Thus, Assumption 2 implies Assumption 4. Next, we show that Assumption 4 implies Assumption 2. It is sufficient to prove the equivalence when $T = 3$ as the same argument can be repeatedly applied to the case with $T > 3$.

\[
p(\{Y_{it}(1), Y_{it}(0)\}_{t=1}^3 | X_{i1}, X_{i2}, X_{i3}, U_i) = p(\{Y_{it}(1), Y_{it}(0)\}_{t=1}^3 | X_{i1}, X_{i2}, X_{i3}, U_i)p(X_{i1}, X_{i2}, X_{i3} | U_i)
\]

which shows that $\{Y_{it}(1), Y_{it}(0)\}_{t=1}^3$ are conditionally independent of $X_i$ given $U_i$.

### A.2 Sequential Ignorability with Unobserved Time-invariant and Observed Time-varying Confounders

It is helpful to adopt the potential outcomes framework and think about a randomized experiment, in which Assumption 6 holds. Consider the sequential randomization of treatment at each time period conditional on all past treatments and the values of all previous and current time-varying covariates. As before, we assume that the treatment assignment mechanism does not depend on the realized outcome from the previous time periods but allow treatment assignment probabilities to be a function of unobserved time-invariant confounders. This treatment assignment mechanism is formalized as the following sequential ignorability assumption with unobserved time-invariant and observed time-varying confounders.

**Assumption 10** (Sequential Ignorability with Unobserved Time-invariant and Observed Time-varying Confounders) For each $i = 1, 2, \ldots, N$ and $t = 1, 2, \ldots, T$,

\[
\{Y_{it}(1), Y_{it}(0)\}_{t=1}^T \perp X_{i1} | Z_{i1}, U_i \\
\vdots \\
\{Y_{it}(1), Y_{it}(0)\}_{t=1}^T \perp X_{i t'} | X_{i1}, \ldots, X_{i t-1}, Z_{i1}, \ldots, Z_{i t'}, U_i \\
\vdots \\
\{Y_{it}(1), Y_{it}(0)\}_{t=1}^T \perp X_{iT} | X_{i1}, \ldots, X_{i T-1}, Z_{i1}, \ldots, Z_{iT}, U_i
\]

This assumption implies the following conditional independence, $\{Y_{it}(1), Y_{it}(0)\}_{t=1}^T \perp X_i | Z_i, U_i$.

### A.3 Proof of Proposition 2

We begin by rewriting the within-unit matching estimator as,

\[
\hat{\tau}_{\text{match}} = \frac{1}{N} \sum_{i=1}^N C_i \left( \frac{\sum_{t=1}^T X_{it}Y_{it}}{\sum_{t=1}^T X_{it}} - \frac{\sum_{t=1}^T (1 - X_{it})Y_{it}}{\sum_{t=1}^T (1 - X_{it})} \right) 
\]

(43)

By law of large numbers, the first term converges in probability to $1/ Pr(C_i = 1)$. To derive the limit of the second term, first note that Assumption 4 implies the following conditional independence,

\[
\{Y_{it}(1), Y_{it}(0)\} \perp X_i | U_i
\]

(44)
The law of iterated expectation implies,

$$
\mathbb{E}(Y_{it}(x) \mid C_i = 1) = \mathbb{E}\{\mathbb{E}(Y_{it}(x) \mid U_i, C_i = 1) \mid C_i = 1\} \tag{45}
$$

for \( x = 0, 1 \). We show that the difference of means over time within unit \( i \) estimates the inner expectation of equation (45) without bias because it adjusts for \( U_i \). Consider the case with \( x = 1 \).

$$
\mathbb{E}
\left(
C_i \frac{\sum_{t=1}^{T} X_{it} Y_{it}}{\sum_{t=1}^{T} X_{it}}
\right)
= \mathbb{E}
\left(
\frac{1}{\sum_{t=1}^{T} X_{it} \mathbb{E}(Y_{it}(1) \mid X_i, U_i) \mid C_i = 1}
\right) \Pr(C_i = 1)
= \mathbb{E}
\left(
\frac{1}{\sum_{t=1}^{T} X_{it} \mathbb{E}(Y_{it}(1) \mid C_i = 1, U_i) \mid C_i = 1}
\right) \Pr(C_i = 1)
= \mathbb{E}(Y_{it}(1) \mid C_i = 1) \Pr(C_i = 1)
$$

where the second equality follows from equation (44). We note that \( \hat{\tau}_{\text{match}} \) can be more precisely defined as

$$
1/|I| \sum_{i \in I} \left\{ \sum_{t=1}^{T} X_{it} Y_{it} / \sum_{t=1}^{T} X_{it} - \sum_{t=1}^{T} (1 - X_{it}) Y_{it} / \sum_{t=1}^{T} (1 - X_{it}) \right\}
$$

where \( I := \{ i \in \{1, \ldots, N\} \mid C_i = 1 \} \) to avoid the division by zero. A similar argument can be made to show

$$
\mathbb{E}
\left(
C_i \frac{\sum_{t=1}^{T} (1 - X_{it}) Y_{it}}{\sum_{t=1}^{T} (1 - X_{it})}
\right)
= \mathbb{E}(Y_{it}(0) \mid C_i = 1) \Pr(C_i = 1).
$$

Thus, the second term of equation (45) converges to \( \mathbb{E}(Y_{it}(1) - Y_{it}(0) \mid C_i = 1) \Pr(C_i = 1) \). The result then follows from the continuous mapping theorem.

### A.4 Linear Unit Fixed Effects Regression Estimator as a Naive Matching Estimator

The following proposition establishes that the linear fixed effects regression estimator given in equation (2) can be written as this naive within-unit matching estimator with adjustment. The adjustment is made in order to correct the possible attenuation bias due to the “mismatches” that occur because two observations with the identical treatment status are matched with each other.

**Proposition 5 (The Unit Fixed Effects Estimator as a Naive Within-unit Matching Estimator with Adjustment)** The following algebraic equality holds,

$$
\hat{\beta}_{\text{FE}} = \frac{1}{K} \left\{ \frac{1}{\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}} \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \left( Y_{it}(1) - Y_{it}(0) \right) \right\}
$$

where \( D_{it} = 1\{X_{it} \neq \overline{X}_i\} \), and for \( x = 0, 1 \),

$$
Y_{it}(x) = \begin{cases} Y_{it} & \text{if } X_{it} = x \\ \frac{1}{T-1} \sum_{t' \neq t} Y_{it'} & \text{if } X_{it} = 1 - x \end{cases}
$$

$$
K = \frac{1}{\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}} \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \left( X_{it} \cdot \frac{1}{T-1} \sum_{t' \neq t} (1 - X_{it'}) + (1 - X_{it}) \cdot \frac{1}{T-1} \sum_{t' \neq t} X_{it'} \right).
$$

**Proof**

$$
\hat{\beta}_{\text{FE}} = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} (X_{it} - \overline{X}_i)(Y_{it} - \overline{Y}_i)}{\sum_{i=1}^{N} \sum_{t=1}^{T} (X_{it} - \overline{X}_i)^2}
$$
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We begin this proof by establishing two algebraic equalities. First, we prove that for any constants
\[ \alpha_i \]
representing the inverse of the proportion of matching weights coming from properly matched observations that have
\[ N \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}(X_{it} - \bar{X}_i)(Y_{it} - \bar{Y}_i) \]
\[ = \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}(X_{it} - \bar{X}_i)(Y_{it} - \bar{Y}_i) \]
\[ = \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \left\{ X_{it}Y_{it} - T \sum_{i=1}^{N} \bar{X}_i\bar{Y}_i \right\} \]
\[ = NT \bar{X} - T \sum_{i=1}^{N} \bar{X}_i^2 \]
\[ = \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}(2X_{it} - 1)(Y_{it} - \bar{Y}_i) \]
\[ = \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}(2X_{it} - 1)(X_{it} - \bar{X}_i) \]
\[ = \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \left\{ X_{it}(Y_{it} - \bar{Y}_i) + (1 - X_{it})(\bar{Y}_i - Y_{it}) \right\} \]
\[ = \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \left\{ X_{it}(Y_{it} - \frac{1}{T} \sum_{t' \neq t} Y_{it'}) + (1 - X_{it})(\frac{1}{T} \sum_{t' \neq t} X_{it'} + \frac{1}{T} Y_{it} - Y_{it}) \right\} \]
\[ = \sum_{i=1}^{N} \sum_{t=1}^{T} \left( \frac{T-1}{T} \right) D_{it} \left\{ X_{it}(Y_{it} - \frac{1}{T-1} \sum_{t' \neq t} Y_{it'}) + (1 - X_{it}) \left( \frac{1}{T-1} \sum_{t' \neq t} X_{it'} - X_{it} \right) \right\} \]
\[ = \sum_{i=1}^{N} \sum_{t=1}^{T} \left( \frac{T-1}{T} \right) D_{it} \left\{ X_{it} \left( Y_{it} - \frac{1}{T-1} \sum_{t' \neq t} Y_{it'} \right) + (1 - X_{it}) \left( \frac{1}{T-1} \sum_{t' \neq t} X_{it'} - X_{it} \right) \right\} \]
\[ = \sum_{i=1}^{N} \sum_{t=1}^{T} \left( \frac{T-1}{T} \right) \left\{ X_{it} \left( Y_{it} - \frac{1}{T-1} \sum_{t' \neq t} Y_{it'} \right) + (1 - X_{it}) \left( \frac{1}{T-1} \sum_{t' \neq t} X_{it'} - X_{it} \right) \right\} \]
\[ = \frac{1}{K} \left\{ \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \left( \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \left( Y_{it}(1) - Y_{it}(0) \right) \right) \right\} \]
where \( X = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} X_{it} \). The second and fourth equalities follow from the fact that \( X_{it} - \bar{X}_i = D_{it} = 0 \) if there is no variation in treatment status for unit \( i \).

Note that the matched set for each unit consists of all the other unit-unit observations regardless of the treatment status, i.e., \( M_{it}^{\text{IM-FE}} = \{(i', t') : i' = i, t' \neq t\} \). The proposition shows that the adjustment factor \( 1/K \) represents the inverse of the proportion of matching weights coming from properly matched observations that have the opposite treatment status. Thus, a greater number of mismatches leads to a smaller value of \( K \), which results in a larger adjustment. As shown earlier, however, in general, this adjustment is not sufficient for yielding a consistent estimate of the ATE under Assumptions 2 and 3.

### A.5 Proof of Theorem 1

We begin this proof by establishing two algebraic equalities. First, we prove that for any constants \( (\alpha_1^*, \ldots, \alpha_N^*) \), the following equality holds,
\[ \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}(2X_{it} - 1)\alpha_i^* = \sum_{i'=1}^{N} \sum_{t'=1}^{T} \left( \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}w_{it'}(2X_{it} - 1)\alpha_i^* \right) \]
\[ = \sum_{i'=1}^{N} \sum_{t'=1}^{T} \left( \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}w_{it'}(2X_{it} - 1)\alpha_i^* \right) \]
\[ = \sum_{i'=1}^{N} \sum_{t'=1}^{T} \left( \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \left\{ X_{it}w_{it'}(2X_{it} - 1)\alpha_i^* + (1 - X_{it}w_{it'}(2X_{it} - 1)\alpha_i^* \right) \right\} \]
\[ = \sum_{i'=1}^{N} \sum_{t'=1}^{T} D_{it'} \left\{ X_{it'} \left( \alpha_i^* - \sum_{(i', t') \in M_{it'}^t} \frac{1}{\#M_{it'}^t}(1 - X_{it})\alpha_i^* \right) \right\} \]
This implies, $$(1 - X_{i't'}) \left( \sum_{(i,t) \in \mathcal{M}_{i't'}} \frac{1}{\# \mathcal{M}_{i't'}} X_{it} \alpha^*_i - \alpha^*_i \right) = 0$$

where the last equality follows from $\sum_{(i,t) \in \mathcal{M}_{i't'}} \frac{1}{\# \mathcal{M}_{i't'}} (1 - X_{it}) = 1$ if $X_{i't'} = 1$, and $\sum_{(i,t) \in \mathcal{M}_{i't'}} \frac{1}{\# \mathcal{M}_{i't'}} X_{it} = 1$ if $X_{i't'} = 0$.

Similarly, the second algebraic equality we prove is the following,

$$
\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \left( \sum_{i'=1}^{N} \sum_{t'=1}^{T} w_{it}^{i't'} \right) = 0
$$

$$
\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \left( \sum_{i'=1}^{N} \sum_{t'=1}^{T} X_{i't'} w_{it}^{i't'} + (1 - X_{i't'}) w_{it}^{i't'} \right)
$$

$$
\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \left[ X_{i't'} \left( 1 + \sum_{(i,t) \in \mathcal{M}_{i't'}} \frac{1}{\# \mathcal{M}_{i't'}} (1 - X_{it}) \right) + (1 - X_{i't'}) \left( 1 + \sum_{(i,t) \in \mathcal{M}_{i't'}} \frac{1}{\# \mathcal{M}_{i't'}} X_{it} \right) \right]
$$

$$
\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \left( X_{i't'} \left( 1 + \sum_{t'=1}^{T} \frac{1}{\# \mathcal{M}_{i't'}} (1 - X_{it}) \right) + (1 - X_{i't'}) \left( 1 + \sum_{t'=1}^{T} \frac{1}{\# \mathcal{M}_{i't'}} X_{it} \right) \right)
$$

$$\sum_{i'=1}^{N} \sum_{t'=1}^{T} D_{it} \{ X_{i't'} \left( (1 + 1) + (1 - X_{i't'}) \right) \} = 2 \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \tag{47}$$

Third, we show that $X_i^* = 1/2$.

$$
X_i^* = \frac{\sum_{t=1}^{T} W_{it} X_{it}}{\sum_{t=1}^{T} W_{it}}
$$

$$
= \frac{\sum_{t=1}^{T} D_{it} \sum_{i'=1}^{N} \sum_{t'=1}^{T} w_{it}^{i't'} X_{it}}{\sum_{t=1}^{T} D_{it} \sum_{i'=1}^{N} \sum_{t'=1}^{T} w_{it}^{i't'}}
$$

$$
= \frac{\sum_{t=1}^{T} D_{it} \sum_{i'=1}^{N} \sum_{t'=1}^{T} \left( X_{i't'} w_{it}^{i't'} X_{it} + (1 - X_{i't'}) w_{it}^{i't'} X_{it} \right)}{\sum_{t=1}^{T} D_{it} \sum_{i'=1}^{N} \sum_{t'=1}^{T} \left( X_{i't'} w_{it}^{i't'} + (1 - X_{i't'}) w_{it}^{i't'} \right)}
$$

$$
= \frac{\sum_{t=1}^{T} D_{it} \cdot (1 + 0)}{\sum_{t=1}^{T} D_{it} \cdot (1 + 1)}
$$

$$
= \frac{1}{2}
$$

where the fourth equality follows from the fact that $(1) w_{it}^{i't'} = 1$ when $X_{it} = X_{i't'}$ and $0$ otherwise, and $(2) (1 - X_{i't'}) X_{it} = 0$ if $(i, t) \in \mathcal{M}_{i't'}$ because only the years with opposite treatment status are in the matched set. This implies,

$$
X_{it} - X_i^* = \begin{cases} 
\frac{1}{2} & \text{if } X_{it} = 1 \\
-\frac{1}{2} & \text{if } X_{it} = 0
\end{cases} \tag{48}
$$
Using the above algebraic equalities, we can derive the desired result.

\[
\hat{\beta}_{WFE} = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}(X_{it} - \overline{X}_{i}^{*})(Y_{it} - \overline{Y}^{*})}{\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}(X_{it} - \overline{X}_{i}^{*})^2}
\]

\[
= \frac{2}{\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \sum_{i=1}^{T} W_{it}(X_{it} - \frac{1}{2})(Y_{it} - \overline{Y}_{it}^{*})}
\]

\[
= \frac{1}{\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \sum_{i=1}^{N} \sum_{t=1}^{T} \left\{ W_{it}(2X_{it} - 1)Y_{it} - W_{it}(2X_{it} - 1)\overline{Y}_{i}^{*} \right\}}
\]

\[
= \frac{1}{\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}(2X_{it} - 1)Y_{it}}
\]

\[
= \frac{1}{\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \sum_{i=1}^{N} \sum_{t=1}^{T} \left\{ D_{it} \left( \sum_{i', t'}^{N} \sum_{i=1}^{T} w_{it'}^{i'} (2X_{it} - 1)Y_{it} \right) \right\}}
\]

\[
= \frac{1}{\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \sum_{i=1}^{N} \sum_{t=1}^{T} \left\{ X_{i't'}D_{it} \left( \sum_{i=1}^{T} \sum_{t=1}^{T} w_{it'}^{i'} (2X_{it} - 1)Y_{it} \right) \right\} + (1 - X_{i't'})D_{it} \left( \sum_{i=1}^{N} \sum_{t=1}^{T} w_{it'}^{i'} (2X_{it} - 1)Y_{it} \right) \}
\]

\[
= \frac{1}{\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}(Y_{it}(1) - \overline{Y}_{it}(0)) = \hat{\tau}}
\]

where the second equalities follows from equation (47) and (48), and the fourth equality from equation (46). The last equality follows from applying the definition of \( Y_{it}(1) \) and \( Y_{it}(0) \) given in equation (13).

As an example, we show that when the matched set is given by equation (11), the regression weights equal to the inverse of propensity score computed within each unit. Suppose \( \overline{X}_{it} = 1 \). The case for \( \overline{X}_{it} = 0 \) is similar.

\[
W_{it} = D_{it} \sum_{i=1}^{N} \sum_{t'=1}^{T} w_{it'}^{i'} = D_{it} \sum_{t'=1}^{T} w_{it'}^{i'} = D_{it} \left( w_{it}^{i'} + \sum_{t' \neq t}^{T} w_{it'}^{i'} \right)
\]

\[
= D_{it} \left( 1 + \sum_{t' \neq t}^{T} (1 - X_{it'}) \frac{1}{\#M_{i't'}} \right) = D_{it} \left( 1 + \sum_{t' \neq t}^{T} (1 - X_{it'}) \frac{1}{\sum_{t' = 1}^{T} X_{it'}} \right)
\]

\[
= D_{it} \left( 1 + \frac{1}{\sum_{t' = 1}^{T} X_{it'}} \sum_{t' \neq t}^{T} (1 - X_{it'}) \right) = D_{it} \left( \frac{\sum_{t' = 1}^{T} X_{it'} + \sum_{t' = 1}^{T} (1 - X_{it'})}{\sum_{t' = 1}^{T} X_{it'}} \right)
\]

\[
= \frac{T D_{it}}{\sum_{t' = 1}^{T} X_{it'}}
\]

Thus, along with Proposition 2, this implies that, if the data generating process is given by the linear fixed
effects model defined in equation (1) with Assumptions 3 and 4, then the weighted linear unit fixed effects regression estimator with weights inversely proportional to the propensity score is consistent for the average treatment effect $\beta$. We note that this weighted linear fixed effects estimator is numerically equivalent to the sample weighted treatment effect estimator of Wooldridge (2005b), which was further studied by Gibbons et al. (2011).

A.6 Proof of Proposition 3

Define:

$$
Y_{it} = \sum_{t=1}^{T} X_{it}Y_{it} / \sum_{t=1}^{T} X_{it}, \quad Y_{0i} = \sum_{t=1}^{T} (1 - X_{it})Y_{it} / \sum_{t=1}^{T} (1 - X_{it})
$$

$$
\bar{Y}_{it} = \sum_{i=1}^{N} \sum_{t=1}^{T} X_{it}Y_{it} / \sum_{i=1}^{N} \sum_{t=1}^{T} X_{it}, \quad \bar{Y}_{0t} = \sum_{i=1}^{N} (1 - X_{it})Y_{it} / \sum_{i=1}^{N} (1 - X_{it})
$$

Then, we have,

$$
\hat{\beta}_{FE2} = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} (X_{it} - \bar{X}_i - \bar{X}_t + \bar{X})(Y_{it} - \bar{Y}_i - \bar{Y}_t + \bar{Y})}{\sum_{i=1}^{N} \sum_{t=1}^{T} (X_{it} - \bar{X}_i - \bar{X}_t + \bar{X})^2}
$$

$$
= \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} \{(X_{it} - \bar{X}_i)(Y_{it} - \bar{Y}_i) + (X_{it} - \bar{X}_t)(Y_{it} - \bar{Y}_t) - (X_{it} - \bar{X})(Y_{it} - \bar{Y})\}}{\sum_{i=1}^{N} \sum_{t=1}^{T} \{(X_{it} - \bar{X}_i)^2 + (X_{it} - \bar{X}_t)^2 - (X_{it} - \bar{X})^2\}}
$$

$$
= \frac{(T - 1) \sum_{i=1}^{N} S_i^2 (\bar{Y}_{it} - \bar{Y}_0) + (N - 1) \sum_{i=1}^{N} S_i^2 (\bar{Y}_{it} - \bar{Y}_t) - (NT - 1) S^2 (\bar{Y}_t - \bar{Y}_0)}{(T - 1) \sum_{i=1}^{N} S_i^2 + (N - 1) \sum_{i=1}^{T} S_i^2 - (N - 1)(T - 1) S^2}
$$

$$
= \frac{\omega_{FE} \times \hat{\beta}_{FE} + \omega_{Ft \text{ime}} \times \hat{\beta}_{Ft \text{ime}} - \omega_{\text{pool}} \times \hat{\beta}_{\text{pool}}}{\omega_{\text{FE}} + \omega_{Ft \text{ime}} - \omega_{\text{pool}}}
$$

where

$$
\omega_{FE} = \frac{(1 - \frac{1}{T}) \frac{1}{N} \sum_{i=1}^{N} S_i^2}{(1 - \frac{1}{T}) \frac{1}{N} \sum_{i=1}^{N} S_i^2 + (1 - \frac{1}{N}) \frac{1}{T} \sum_{i=1}^{T} S_i^2 - (1 - \frac{1}{T})(1 - \frac{1}{N}) S^2}
$$

$$
\omega_{Ft \text{ime}} = \frac{(1 - \frac{1}{T}) \frac{1}{N} \sum_{i=1}^{N} S_i^2}{(1 - \frac{1}{T}) \frac{1}{N} \sum_{i=1}^{N} S_i^2 + (1 - \frac{1}{N}) \frac{1}{T} \sum_{i=1}^{T} S_i^2 - (1 - \frac{1}{T})(1 - \frac{1}{N}) S^2}
$$

$$
\omega_{\text{pool}} = \frac{(1 - \frac{1}{T}) \frac{1}{N} \sum_{i=1}^{N} S_i^2}{(1 - \frac{1}{T}) \frac{1}{N} \sum_{i=1}^{N} S_i^2 + (1 - \frac{1}{N}) \frac{1}{T} \sum_{i=1}^{T} S_i^2 - (1 - \frac{1}{T})(1 - \frac{1}{N}) S^2}
$$

Assuming that $N$ and $T$ are sufficiently large, the desired results follow.

A.7 Proof of Proposition 4

We begin this proof by establishing two algebraic equalities. First, we prove the following equality,

$$
\sum_{i=1}^{N} \sum_{t=1}^{T} \left\{ X_{it}(Y_{it} - \bar{Y}_i - \bar{Y}_t + \bar{Y}) - (1 - X_{it})(Y_{it} - \bar{Y}_i - \bar{Y}_t + \bar{Y}) \right\}
$$

$$
= \sum_{i=1}^{N} \sum_{t=1}^{T} \left[ X_{it} \left( 1 - \frac{1}{N} - \frac{1}{T} + \frac{1}{NT} \right) - \left( \frac{1}{T} \sum_{t' \neq t} Y_{it'} - \frac{1}{NT} \sum_{t' \neq t} Y_{it'} \right) \right]
$$
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The second algebraic equality we prove is the following,

\[
-\left(\frac{1}{N} \sum_{i \neq i'} Y_{i't} - \frac{1}{NT} \sum_{i \neq i'} Y_{i't} \right) + \frac{1}{NT} \sum_{i \neq i'} \sum_{t' \neq t} Y_{i't'}
\]

\[\]

\[-(1 - X_{it}) \left\{ Y_{it} \left(1 - \frac{1}{N} - \frac{1}{T} + \frac{1}{NT} \right) - \left(\frac{1}{T} \sum_{t' \neq t} Y_{i't} - \frac{1}{NT} \sum_{i' \neq i} Y_{i't} \right) \right.\]

\[
- \left(\frac{1}{N} \sum_{i' \neq i} Y_{i't} - \frac{1}{NT} \sum_{i' \neq i} Y_{i't} \right) + \frac{1}{NT} \sum_{i' \neq i} \sum_{t' \neq t} Y_{i't'}\right\}
\]

\[
= \sum_{i=1}^{N} \sum_{t=1}^{T} \left\{ \frac{(N-1)(T-1)}{NT} Y_{it} - \frac{N-1}{NT} \sum_{i' \neq i} Y_{i't} - \frac{T-1}{NT} \sum_{i' \neq i} Y_{i't} + \frac{1}{NT} \sum_{i' \neq i} \sum_{t' \neq t} Y_{i't'} \right\}
\]

\[
- (1 - X_{it}) \left\{ \frac{(N-1)(T-1)}{NT} Y_{it} - \frac{N-1}{NT} \sum_{i' \neq i} Y_{i't} - \frac{T-1}{NT} \sum_{i' \neq i} Y_{i't} + \frac{1}{NT} \sum_{i' \neq i} \sum_{t' \neq t} Y_{i't'} \right\}
\]

\[
= \frac{(T-1)(N-1)}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \left( Y_{it}(1) - Y_{it}(0) \right)
\]

The second algebraic equality we prove is the following,

\[
\sum_{i=1}^{N} \sum_{t=1}^{T} \left\{ X_{it} (X_{it} - \overline{X}_i - \overline{X}_t + \overline{X}) - (1 - X_{it}) (X_{it} - \overline{X}_i - \overline{X}_t + \overline{X}) \right\}
\]

\[
= \sum_{i=1}^{N} \sum_{t=1}^{T} \left\{ X_{it} \left(1 - \frac{1}{N} - \frac{1}{T} + \frac{1}{NT} \right) - \left(\frac{1}{T} \sum_{t' \neq t} X_{i't} - \frac{1}{NT} \sum_{i' \neq i} X_{i't} \right) \right.
\]

\[
- \left. \left(\frac{1}{N} \sum_{i' \neq i} X_{i't} - \frac{1}{NT} \sum_{i' \neq i} X_{i't} \right) + \frac{1}{NT} \sum_{i' \neq i} \sum_{t' \neq t} X_{i't'} \right)\right\}
\]

\[
- (1 - X_{it}) \left\{ X_{it} \left(1 - \frac{1}{N} - \frac{1}{T} + \frac{1}{NT} \right) - \left(\frac{1}{T} \sum_{t' \neq t} X_{i't} - \frac{1}{NT} \sum_{i' \neq i} X_{i't} \right) \right.
\]

\[
- \left. \left(\frac{1}{N} \sum_{i' \neq i} X_{i't} - \frac{1}{NT} \sum_{i' \neq i} X_{i't} \right) + \frac{1}{NT} \sum_{i' \neq i} \sum_{t' \neq t} X_{i't'} \right)\right\}
\]

\[
= \sum_{i=1}^{N} \sum_{t=1}^{T} \left\{ \frac{(N-1)(T-1)}{NT} X_{it} - \frac{N-1}{NT} \sum_{t' \neq t} X_{i't} - \frac{T-1}{NT} \sum_{i' \neq i} X_{i't} + \frac{1}{NT} \sum_{i' \neq i} \sum_{t' \neq t} X_{i't'} \right\}
\]

\[
- (1 - X_{it}) \left\{ \frac{(N-1)(T-1)}{NT} X_{it} - \frac{N-1}{NT} \sum_{t' \neq t} X_{i't} - \frac{T-1}{NT} \sum_{i' \neq i} X_{i't} + \frac{1}{NT} \sum_{i' \neq i} \sum_{t' \neq t} X_{i't'} \right\}
\]
\[
\begin{align*}
\hat{\beta}_{FE} &= \left(1 + \frac{T}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} \left[ X_{it} \left( \sum_{t'=1}^{T} (1 - X_{it'}) \right) + \sum_{t'=1}^{T} (1 - X_{it'}) \right] - \sum_{i'} \sum_{t'=1}^{T} (1 - X_{it'}) \right)
\end{align*}
\]

Finally, using the above algebraic equalities, we can derive the desired result as follows,

\[
\begin{align*}
\hat{\beta}_{FE} &= \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} (X_{it} - \bar{X}_i - \bar{X}_t + \bar{X}) (Y_{it} - \bar{Y}_i - \bar{Y}_t + \bar{Y})}{\sum_{i=1}^{N} \sum_{t=1}^{T} (X_{it} - \bar{X}_i - \bar{X}_t + \bar{X})^2} \\
&= \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} X_{it} Y_{it} - T \sum_{i=1}^{N} \bar{X}_i \bar{Y}_t - N \sum_{t=1}^{T} \bar{X}_t \bar{Y}_i + N T \bar{Y}}{N T \bar{X} - T \sum_{i=1}^{N} \bar{X}_i^2 - N \sum_{t=1}^{T} T \bar{X}_t^2 + N T \bar{X}^2} \\
&= \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} (2 X_{it} - 1) (Y_{it} - \bar{Y}_i - \bar{Y}_t + \bar{Y})}{\sum_{i=1}^{N} \sum_{t=1}^{T} (2 X_{it} - 1) (X_{it} - \bar{X}_i - \bar{X}_t + \bar{X})} \\
&= \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} \left\{ X_{it} (Y_{it} - \bar{Y}_i - \bar{Y}_t + \bar{Y}) - (1 - X_{it}) (Y_{it} - \bar{Y}_i - \bar{Y}_t + \bar{Y}) \right\}}{\sum_{i=1}^{N} \sum_{t=1}^{T} \left\{ X_{it} (X_{it} - \bar{X}_i - \bar{X}_t + \bar{X}) - (1 - X_{it}) (X_{it} - \bar{X}_i - \bar{X}_t + \bar{X}) \right\}} \\
&= \frac{1}{K} \left\{ \frac{1}{N T} \sum_{i=1}^{N} \sum_{t=1}^{T} (\bar{Y}_{it} (1) - \bar{Y}_{it} (0)) \right\}
\end{align*}
\]

where the last equality follows from equation (49) and (50).

\[\square\]

\section{A.8 The Adjusted Two-way Matching Estimator}

We show that any adjusted two-way matching estimator that eliminates mismatches within-unit and within-time dimension can be written as a weighted linear regression estimator with unit and time fixed effects. For a given observation \((i, t)\) for which the counterfactual outcome needs to be estimated, the within-unit matched set \(M_{it}\) and the within-time matched set \(N_{it}\) consists only of observations with the opposite treatment status. \(A_{it}\) is then defined according to equation (29).

\textbf{Proposition 6 (The Adjusted Two-way Matching Estimator as a Weighted Two-way Fixed Effects Regression Estimator)} Assume that the treatment varies within each unit as well as within each time period, i.e., \(0 < \sum_{t=1}^{T} X_{it} < T\) for each \(i\) and \(0 < \sum_{i=1}^{N} X_{it} < N\) for each \(t\). Consider the following adjusted matching estimator,

\[
\hat{\beta}_{\text{match2}} = \frac{1}{\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it} \sum_{i=1}^{N} \sum_{t=1}^{T} \frac{D_{it}}{K_{it}} (\bar{Y}_{it} (1) - \bar{Y}_{it} (0))}
\]

where \(D_{it} = 1 \{ \#M_{it} \cdot \#N_{it} > 0 \}\), and for \(x = 0, 1\),

\[
\begin{align*}
\bar{Y}_{it} (x) &= \begin{cases} \frac{1}{\#M_{it}} \sum_{(i', t') \in M_{it}} Y_{i't'} \quad & \text{if } X_{it} = x \\ \frac{1}{\#N_{it}} \sum_{(i', t') \in N_{it}} Y_{i't'} \quad & \text{if } X_{it} = 1 - x \end{cases} \\
K_{it} &= \frac{\#A_{it} + a_{it}}{\#A_{it}}
\end{align*}
\]

\[52\]
and $a_{it} = \#\{(i', t') \in \mathcal{A}_{it} : X_i = X_t\}$. Then, this adjusted matching estimator is equivalent to the following weighted two-way fixed effects estimator:

$$\hat{\beta}_{WFE2} = \arg\min_{\beta} \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it} \{(Y_{it} - \bar{Y}_i^* - \bar{Y}_t^* + \bar{Y}) - \beta(X_{it} - \bar{X}_i^* - \bar{X}_t^* + \bar{X})\}^2$$

where the asterisks indicate weighted averages, $\bar{Y}_i^* = \sum_{t=1}^{T} W_{it} Y_{it} / \sum_{t=1}^{T} W_{it}$, $\bar{Y}_t^* = \sum_{i=1}^{N} W_{it} Y_{it} / \sum_{i=1}^{N} W_{it}$, $\bar{X}_i^* = \sum_{t=1}^{T} W_{it} X_{it} / \sum_{t=1}^{T} W_{it}$, $\bar{X}_t^* = \sum_{i=1}^{N} W_{it} X_{it} / \sum_{i=1}^{N} W_{it}$, and $\bar{X}^* = \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it} X_{it} / \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}$, and

$$W_{it} = \sum_{i'=1}^{N} \sum_{t'=1}^{T} u_{i't'} w_{it}^r$$

and $w_{it}^r = \begin{cases} \frac{D_{i't'}}{K_{i't'}} & \text{if } (i, t) = (i', t') \\ \frac{D_{i't'}}{K_{i't'} \# \mathcal{M}_{i't'}} & \text{if } (i, t) \in \mathcal{M}_{i't'} \\ \frac{D_{i't'}}{K_{i't'} \# \mathcal{N}_{i't'}} & \text{if } (i, t) \in \mathcal{N}_{i't'} \\ \frac{D_{i't'}(2X_{it}-1)(2X_{i't'}-1)}{K_{i't'} \# \mathcal{A}_{i't'}} & \text{if } (i, t) \in \mathcal{A}_{i't'} \\ 0 & \text{otherwise.} \end{cases}$

**Proof** We first establish the following equality.

$$\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it} = \sum_{i'=1}^{N} \sum_{t'=1}^{T} \left( \sum_{i=1}^{N} \sum_{t=1}^{T} u_{i't'} \right)$$

$$= \sum_{i'=1}^{N} \sum_{t'=1}^{T} \left( \sum_{i=1}^{N} \sum_{t=1}^{T} X_{i't'} w_{it}^r + (1 - X_{i't'}) w_{it}^r \right)$$

$$= \sum_{i'=1}^{N} \sum_{t'=1}^{T} D_{i't'} \left\{ X_{i't'} \left( \frac{\# \mathcal{A}_{i't'}}{\# \mathcal{A}_{i't'} + a_{i't'}} + \frac{\# \mathcal{M}_{i't'} \cdot \# \mathcal{N}_{i't'}}{\# \mathcal{A}_{i't'} + a_{i't'}} + \frac{\# \mathcal{N}_{i't'} \cdot \# \mathcal{M}_{i't'}}{\# \mathcal{A}_{i't'} + a_{i't'}} \right) \right. \right.$$

$$+ \left. \left( 1 - X_{i't'} \right) \left( \frac{\# \mathcal{A}_{i't'}}{\# \mathcal{A}_{i't'} + a_{i't'}} + \frac{\# \mathcal{M}_{i't'} \cdot \# \mathcal{N}_{i't'}}{\# \mathcal{A}_{i't'} + a_{i't'}} + \frac{\# \mathcal{N}_{i't'} \cdot \# \mathcal{M}_{i't'}}{\# \mathcal{A}_{i't'} + a_{i't'}} \right) \right\}$$

$$= \sum_{i'=1}^{N} \sum_{t'=1}^{T} D_{i't'} \left\{ X_{i't'} \left( \frac{\# \mathcal{A}_{i't'}}{\# \mathcal{A}_{i't'} + a_{i't'}} + \frac{\# \mathcal{A}_{i't'}}{\# \mathcal{A}_{i't'} + a_{i't'}} + \frac{\# \mathcal{A}_{i't'}}{\# \mathcal{A}_{i't'} + a_{i't'}} \right) \right. \right.$$

$$+ \left. \left( 1 - X_{i't'} \right) \left( \frac{\# \mathcal{A}_{i't'}}{\# \mathcal{A}_{i't'} + a_{i't'}} + \frac{\# \mathcal{A}_{i't'}}{\# \mathcal{A}_{i't'} + a_{i't'}} + \frac{\# \mathcal{A}_{i't'}}{\# \mathcal{A}_{i't'} + a_{i't'}} \right) \right\}$$

$$= \sum_{i'=1}^{N} \sum_{t'=1}^{T} D_{i't'} \left\{ 2X_{i't'} + 2(1 - X_{i't'}) \right\} = 2 \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}.$$  (51)

The third equality follows from the fact that for a given unit $(i', t')$ there are $\# \mathcal{M}_{i't'}$ matched observations $(i, t) \in \mathcal{M}_{i't'}$ with weights equal to $\frac{D_{i't'}K_{i't'}}{\# \mathcal{M}_{i't'} \# \mathcal{A}_{i't'}} = \frac{D_{i't'} \# \mathcal{M}_{i't'}}{\# \mathcal{A}_{i't'} + a_{i't'}}$. Similarly, there are $\# \mathcal{N}_{i't'}$ observations $(i, t) \in \mathcal{N}_{i't'}$ with weights $\frac{D_{i't'} \# \mathcal{N}_{i't'}}{\# \mathcal{A}_{i't'} + a_{i't'}}$. The final matched set $\mathcal{A}_{i't'}$ is composed of $a_{i't'}$ observations with the same treatment status with $(i', t')$ and $\mathcal{A}_{i't'} - a_{i't'}$ observations with the opposite treatment status. When
\( X_{i,t}', \) the former type gets weight equal to \( \frac{D_{i,t'}}{\# \mathcal{A}_{i,t'} + a_{i,t'}} \) while the latter type is weighted by \( -\frac{D_{i,t'}}{\# \mathcal{A}_{i,t'} + a_{i,t'}}. \) The unit itself gets weight equal to \( \frac{\# \mathcal{A}_{i,t'}}{\# \mathcal{A}_{i,t'} + a_{i,t'}}. \) All the other observations will get zero weight.

Following the same logic from above and the proof of Proposition \( P \) it is straightforward to show that \( X_i^* = X_i^* = X^* = \frac{1}{2}, \) and thus

\[
X_{it} - X_i^* - X_t^* + X^* = \begin{cases} 
\frac{1}{2} & \text{if } X_{it} = 1 \\
-\frac{1}{2} & \text{if } X_{it} = 0 
\end{cases} \tag{52}
\]

For instance,

\[
X^* = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}X_{it}}{\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}} = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} \left( \sum_{i=1}^{N} \sum_{t=1}^{T} X_{it}u_{it}' \right) + 2 \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}}{2 \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}} = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} X_{i,t}' (\sum_{i=1}^{N} \sum_{t=1}^{T} X_{it}u_{it}' + (1 - X_{i,t}')(X_{it}u_{it}')) + 2 \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}}{2 \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}} = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}}{2 \sum_{i=1}^{N} \sum_{t=1}^{T} D_{it}} = \frac{1}{2}
\]

We can derive the desired result.

\[
\hat{\beta}_{WFE2} = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}(X_{it} - X_i^* - X_t^* + X^*) (Y_{it} - Y_i^* - Y_t^* + Y^*)}{\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}(X_{it} - X_i^* - X_t^* + X^*)^2} = \frac{1}{2} \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}(2X_{it} - 1)(Y_{it} - Y_i^* - Y_t^* + Y^*)}{\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}(2X_{it} - 1)Y_{it}} = \frac{1}{2} \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} \left( \sum_{i=1}^{N} \sum_{t=1}^{T} w_{it}' \right)(2X_{it} - 1)Y_{it}}{\sum_{i=1}^{N} \sum_{t=1}^{T} \left( \sum_{i=1}^{N} \sum_{t=1}^{T} w_{it}' \right)(2X_{it} - 1)Y_{it}} = \frac{1}{2} \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} X_{i,t}' \left( \sum_{i=1}^{N} \sum_{t=1}^{T} w_{it}' (2X_{it} - 1)Y_{it} \right) + (1 - X_{i,t}')(Y_{it} - Y_i^* - Y_t^* + Y^*)}{\sum_{i=1}^{N} \sum_{t=1}^{T} X_{i,t}' (Y_{it} - \frac{\sum_{(i,t) \in \mathcal{M}_{i,t}'} Y_{it}}{\# \mathcal{M}_{i,t}'} - \frac{\sum_{(i,t) \in \mathcal{N}_{i,t}'} Y_{it}}{\# \mathcal{N}_{i,t}'} + \frac{\sum_{(i,t) \in \mathcal{A}_{i,t}'} Y_{it}}{\# \mathcal{A}_{i,t}'}) + (1 - X_{i,t}')(\frac{\sum_{(i,t) \in \mathcal{M}_{i,t}'} Y_{it}}{\# \mathcal{M}_{i,t}'} + \frac{\sum_{(i,t) \in \mathcal{N}_{i,t}'} Y_{it}}{\# \mathcal{N}_{i,t}'} - \frac{\sum_{(i,t) \in \mathcal{A}_{i,t}'} Y_{it}}{\# \mathcal{A}_{i,t}'})}
\]
where the second and third equality follows from equation (51) and (52). The last two equalities follow from applying the definition of $K_{it}$, $W_{it}$, $\hat{Y}_{it}(1)$ and $\hat{Y}_{it}(0)$ given in Proposition 4.

Unlike Proposition 4, the adjustment is done by deflating the estimated treatment effect by $1/K_{it}$. This is because the attenuation bias from $A_{it}$ (the “pooled” part) is subtracted from the sum of two unbiased estimates from $M_{it}$ and $N_{it}$, amplifying the estimated treatment effect for the observation. In the example of Panel (b) of Figure 5, $A_{it}$ contains four mismatches (bold I entries in triangles), i.e., $a_{it} = 4$, and hence the adjustment factor is $(6 + 4)/6$ where the denominator represents the total number of adjustments observations.

### A.9 Proof of Theorem 2

The proof of this theorem follows directly from Proposition 6 as the within-unit and within-time matched sets are subsets of $M_{it}$ and $N_{it}$. Specifically, $M_{it}^{\text{ID}}$ consists of up to one observation $(i, t - 1)$ that is under the opposite treatment status, i.e., $\{(i', t') : i' = i, t' = t - 1, X_{i't'} = 0\}$, while $N_{it}^{\text{ID}}$ is limited to the observations in the same time period whose prior observation is also under the control condition.

\[
\hat{\beta}_{\text{ID}} = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}(X_{it} - \bar{X}_{i}^{*} - \bar{X}_{t}^{*} + \bar{X}^{*})(Y_{it} - \bar{Y}_{i}^{*} + \bar{Y}^{*})}{\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}(X_{it} - \bar{X}_{i}^{*} + \bar{X}^{*})^{2}} = \frac{1}{2} \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}(2X_{it} - 1)(Y_{it} - \bar{Y}_{i}^{*} + \bar{Y}^{*})}{\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}} = \frac{1}{2} \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}(2X_{it} - 1)(Y_{it} - \bar{Y}_{i}^{*} + \bar{Y}^{*})}{\sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}}
\]

where the seventh equality follows from the fact that, given $M_{it}^{\text{ID}}$ and $N_{it}^{\text{ID}}$, all the units in $A_{it}^{\text{ID}}$ are under the opposite treatment status (i.e., $a_{i't'} = 0$), and thus $K_{i't'} = 1$ (see Proposition 6).
Table 1: Estimated Effects of GATT on the Logarithm of Bilateral Trade based on Various Fixed Effects Estimators: For estimators with either dyad or year fixed effects, the “Weighted” columns present the estimates based on the regression weights given in equation (21). Other weighted fixed effects estimators, i.e., first differences and difference-in-differences, are also presented. “Both vs. Mix” (“Both vs. One”) represents the comparison between dyads of two GATT members and those consisting of either one or no (only one) GATT member. “One vs. None” refers to the comparison between dyads consisting of only one GATT member and those of two non-GATT members. “Formal” membership includes only formal GATT members as done in Rose (2004), whereas “Participants” includes nonmember participants as defined in Tomz et al. (2007). The results from an alternative way to adjust for past outcomes when employing the multi-period DiD design are presented in “DiD-caliper” column where matched units’ pre-treatment outcomes are within two-tenth of the standard deviation of the outcome variable away from that of a treated unit. The covariates include GSP (Generalized System of Preferences), log product real GDP, log product real GDP per capita, regional FTA (Free Trade Agreement), currency union, currently colonized, log distance, common language, land border, number landlocked, number of islands, log product land area, common colonizer, past colonial relationship, and common country. White’s $p$-value is based on the specification test with the null hypothesis that the corresponding standard fixed effects model is correct. Robust standard errors, allowing for the presence of serial correlation as well as heteroskedasticity [Arellano 1987; Hansen 2007], are in parentheses. The results suggest that different causal assumptions, which imply different regression weights, can yield different results.