Frequency-dependent current noise in quantum polaron heat transfer: A unified polaron calculation
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To investigate frequency-dependent current noise (FDCN) in open quantum systems at steady states, we present a theory which combines Markovian quantum master equations with a finite time full counting statistics. Our formulation of the FDCN generalizes previous zero-frequency expressions and can be viewed as an application of MacDonald’s formula for electron transport to heat transfer. As a demonstration, we consider the paradigmatic example of quantum heat transfer in the context of a non-equilibrium spin-boson model. We adopt a recently developed polaron-transformed Redfield equation which allows us to accurately investigate heat transfer with arbitrary system-reservoir coupling strength, arbitrary values of spin bias, and temperature differences. We observe a turn-over of FDCN in the intermediate coupling regimes, similar to the zero-frequency case. We find that the FDCN with varying coupling strengths or bias displays a universal Lorentzian-shape scaling form in the weak coupling regime, and a white noise spectrum emerges with zero bias in the strong coupling regime due to distinctive spin dynamics. We also find that the bias can suppress the FDCN in the strong coupling regime, in contrast to its zero-frequency counterpart which is insensitive to bias changes. Furthermore, we utilize the Saito-Utsumi relation as a benchmark to validate our theory and study the impact of temperature differences at finite frequencies. Together, our results provide detailed dissections of the finite time fluctuation of heat current in open quantum systems. Published by AIP Publishing. https://doi.org/10.1063/1.5025367

I. INTRODUCTION

The rapid development in nanotechnologies opens an avenue for studying heat transfer in mesoscopic systems.1–4 At the nano-scales, fluctuations of heat become increasingly relevant to the performance and stability of nanostructured devices. To better characterize the fluctuations, higher order statistics of heat transfer beyond the stationary heat current are needed and cannot be directly obtained from the standard heat conductance measurements. Hence, it is desirable to formulate a theoretical framework to analyze heat-transfer statistics for these systems.

So far, analytical results on the heat-transfer statistics are limited to the infinite time limit (i.e., the zero frequency limit) where well-established frameworks such as the large deviation theory,5 steady state fluctuation theorem,6–9 and full counting statistics (FCS)10–12 can be utilized. Both the stationary heat current13–15 and variance of heat current have been studied for open quantum systems at steady states.16–21 However, this is by no means the complete story. Finite-frequency components of heat fluctuations provide a rich set of new information about the steady state heat statistics beyond what could be inferred from the zero-frequency component, as already demonstrated for electronic heat transport in the wide-band limit.22 Apart from this example, and some notable exceptions,23,24 the behaviors of the finite frequency heat-transfer statistics are still largely unexplored due to the absence of a general theoretical framework that can extract finite time fluctuation properties of heat at steady states.

In this work, we present a theoretical method to study the frequency-dependent current noise (FDCN) for nonequilibrium open quantum systems.25–27 We extend MacDonald’s formula28,29 in electron transport to heat current which formally expresses the FDCN in terms of an integral of the time-dependent second order cumulant of transferred heat evaluated at steady states, thus generalizing previously expressions for zero-frequency heat current noise.18–21 In order to calculate the time-dependent cumulant of heat involved in the FDCN, we follow the scheme of a finite time FCS developed for electron transport30,31 and propose an analogous framework. Our theory can be applied to open quantum systems described by Markovian quantum master equations and possesses good adaptability. Figure 1 clearly summarizes the physical picture underlying the finite-time heat fluctuation we introduce in the present work.

To illustrate the formalism, we study the case of a nonequilibrium spin-boson (NESB) model26,33 which is a paradigmatic example for quantum heat transfer.13 By combining a recently developed nonequilibrium polaron-transformed
Redfield equation (NE-PTRE) for the reduced spin dynamics\textsuperscript{14,20} and the finite time FCS, we are able to study the FDCN of the NESB from a unified perspective. New phenomena are found and explained analytically. These results manifest the versatility of our proposed framework and how it can be used to study FDCN in a variety of quantum transport setups.\textsuperscript{34-36}

The paper is organized as follows. We first propose our general theory for the FDCN in Sec. II. In Sec. III, we introduce the NESB model and the NE-PTRE with FCS. In Sec. IV, we study the FDCN of the NESB in detail by analyzing the impact of coupling strength, bias, and temperature differences. In Sec. V, we summarize our findings.

II. THEORY

A. Frequency-dependent heat current noise power

We consider heat transfer systems, consisting of a central region attached to non-interacting bosonic reservoirs at different temperatures. This setup can be described by a general Hamiltonian

\[ H = H_s + H_L + H_B, \]  

where \( H_s \) refers to the system, \( H_B = \sum_{v=L,R} H^v_B = \sum_{k,v=L,R} \omega_{k,v} b_{k,v}^\dagger b_{k,v} \) is the bosonic reservoirs’ part with \( b_{k,v}^\dagger \) and \( b_{k,v} \) being the bosonic creation and annihilation operators for the mode \( k \) of frequency \( \omega_{k,v} \) in the \( v \)th reservoir characterized by an inverse temperature \( \beta_v \equiv T_v^{-1} (T_L \neq T_R) \), \( H_L = \sum_v V_v \otimes B_v \) is the interaction between the system and reservoirs which assumes a bilinear form with \( B_v \) being an arbitrary operator of the \( v \)th reservoir and \( V_v \) being the corresponding system operator. This setup encompasses a broad range of dissipative and transport settings. Throughout the paper, we set \( \hbar = 1 \) and \( k_B = 1 \).

The stationary heat current is defined by

\[ \langle I_c(t) \rangle = -\frac{d}{dt} \langle H^v_B(t) \rangle, \]  

where we denote \( \langle \cdots \rangle \equiv \text{Tr}[\cdots \rho_s] \) with \( \rho_s \) being the total steady state density matrix. Due to the energy conservation, we introduce \( \langle I \rangle \equiv \langle I_c \rangle = -\langle I_B \rangle \). We simply focus on the heat current \( I \) and its fluctuation statistics. It is worthwhile to mention that the above definition is consistent with the quantum thermodynamics and can be applied in the strong coupling regime.\textsuperscript{37}

We assume that the total system has reached the unique steady state at \( t = 0 \) and then the heat current noise at finite times is described by the symmetrized auto-correlation function\textsuperscript{22}

\[ S(t_1, t_2) = \frac{1}{2} \langle \Delta I(t_1), \Delta I(t_2) \rangle \]  

with \( \Delta I(s) = I(s) - \langle I \rangle \) being the fluctuation of time dependent heat current \( I(s) = -\frac{d}{dt} H^v_B(s) \) from its average value, where the anti-commutator \( \{A, B\} = AB + BA \) ensures the Hermitian property. At steady states, the correlation function only depends on the time difference such that \( S(t_1, t_2) = S(\tau) \) with \( \tau = |t_1 - t_2| \) being the time interval. Therefore, the Fourier transform yields the FDCN \( S(\omega) \) for the heat current

\[ S(\omega) = S(-\omega) = \int_{-\infty}^{\infty} d\tau e^{i\omega\tau} S(\tau) \geq 0. \]  

Since \( S(\omega) \) is an even function in frequency and strictly semipositive in accordance with the Wiener-Khintchine theorem, in the following we consider positive values of the frequency, \( \omega > 0 \), only.

According to the definition of heat current in Eq. (2), we can introduce \( Q(t) = H^L_B(t) - H^R_B(0) \) as the heat transferred from the left reservoir to the right reservoir in the time span 0 to \( t \)\textsuperscript{12} [we assume that the left reservoir has a higher temperature and \( H^v_B(t) \) is the Hamiltonian operator in the Heisenberg picture] with \( \langle Q(t) \rangle = \langle \langle I \rangle \rangle \), and in analogy with MacDonald’s formula in electron charge transport,\textsuperscript{25,29} we find (for completeness, we present a derivation for heat transfer in the Appendix)

\[ S(\omega) = \omega \int_{0}^{\infty} dt \sin(\omega t) \frac{\partial}{\partial t} \langle Q^2(t) \rangle_c, \]  

where we define the second order cumulant of heat as \( \langle Q^2(t) \rangle_c \equiv \langle \langle Q^2(t) \rangle - \langle Q(t) \rangle^2 \rangle \). Equation (5) can be viewed as an application of MacDonald’s formula in electron charge transport to heat transfer. However, in contrast to the electron charge current, the above MacDonald-like formula represents the total heat current noise spectrum due to the absence of a displacement current component in heat transfer setups. This formally exact relation enables us to calculate FDCN from the finite time heat statistics. The second order cumulant involved in the above definition can be obtained from the cumulant generating function (CGF) which is the main focus of the FCS (see, e.g., Ref. 8 and reference therein). However, instead of considering the FCS in the infinite time limit as in previous heat transfer studies, we should follow the framework of a finite time FCS developed for electron transport\textsuperscript{30,31} such that finite time properties of cumulants of transferred heat which are essential for the finite-frequency noise power can be extracted.

The above finite frequency definition for \( S(\omega) \) can recover the well-known zero-frequency expression. To see this, we introduce the regularization\textsuperscript{38}

\[ \omega \sin \omega t = (\omega \sin \omega t + \epsilon \cos \omega t) e^{-\epsilon t}, \quad \epsilon \rightarrow 0^+, \]  

which ensures correct results at the \( \omega = 0 \) case. Then Eq. (5) reduces to

\[ S(0) = \epsilon \int_{0}^{\infty} e^{-\epsilon t} \frac{\partial}{\partial t} \langle Q^2(t) \rangle_c \bigg|_{\epsilon \rightarrow 0^+}. \]
By using the final value theorem of the Laplace transform, we obtain
\[ S(0) = \frac{d}{dt}(Q^2(t))|_{t \to \infty} . \] (8)

In the infinite time limit (see Fig. 1), all cumulants increase linearly in \( t \) as guaranteed by the FCS.\(^8\) Then the above relation is just the expression utilized in recent studies on \( S(0) \).\(^{18-21}\) Therefore, Eq. (5) generalizes previous zero-frequency expressions.

**B. Finite time full counting statistics**

1. **Finite time generating functions**

In accordance with the definition of heat current, we study the statistics of heat \( Q(t) \) transferred from the left reservoir to the right reservoir during a time interval \([0, t]\). The specific measurement of the net transferred heat \( Q(t) \) is performed using a two-time measurement protocol:\(^8,39\) Initially at time \( t = 0 \) where the total system has reached the steady state, we introduce a projector \( K_{q_0} = |q_0\rangle\langle q_0| \) with \( q_0 \) being one of the eigen-states of the left bath Hamiltonian \( H_{L}^t \) to measure the quantity \( H_{L}^t \) giving an outcome \( q_0 \). A second measurement is performed at time \( t \) with a projector \( K_{q_1} = |q_1\rangle\langle q_1| \) is also one of the eigen-states of the left bath Hamiltonian \( H_{L}^t \) at time \( t \) and an outcome \( q_1 \). Hence, the measurement outcome of net transferred heat is determined by \( Q(t) = q_1 - q_0 \). The corresponding joint probability to measure \( q_0 \) at \( t = 0 \) and \( q_1 \) at time \( t \) reads
\[ P(q_1, q_0) \equiv \text{Tr}[K_{q_1} U(t, 0) K_{q_0} \rho(0) K_{q_0}^\dagger U(t, 0) K_{q_1}^\dagger] , \] (9)

where \( U(t, 0) \) is the unitary time evolution operator of the total system and \( \rho(0) \) is the total density matrix when the counting starts. We should choose \( \rho(0) = \rho_s \) as we are interested in fluctuations at steady states. Such an initial condition can be constructed by switching on the interaction \( H_I \) from the infinite past, where the density matrix \( \rho(-\infty) \) is given by a direct product of density matrices of the system \( \rho_s \) and bosonic baths \( \rho_B \). The corresponding counting scheme is illustrated in Fig. 1. The probability distribution for the difference \( Q(t) = q_1 - q_0 \) between the outputs of the two measurements is given by
\[ p(Q, t) = \sum_{q_1, q_0} \delta(Q(t) - (q_1 - q_0)) P(q_1, q_0) . \] (10)

where \( \delta(x) \) denotes the Dirac distribution. Then we can introduce a finite time moment generating function (MGF) associated with this probability,
\[ Z(\chi, t) = \int dQ(t)p(Q, t)e^{\chi Q(t)} \] (11)

with \( \chi \) being the counting-field parameter. Its logarithm gives the CGF \( G(\chi, t) = \ln Z(\chi, t) \).

To derive explicit expressions for generating functions that are suitable for analytical as well as numerical studies, we focus on open quantum systems described by a reduced density matrix \( \rho_s(t) \) which obeys a generalized Markovian master equation
\[ \dot{\rho}_s(t) = -L\rho_s(t) \] (12)

with \( \dot{\lambda}(t) \equiv \frac{d\lambda(t)}{dt} \) and \( L \) being the Liouvillian operator driving the dynamics of the system. Although we limit ourselves to Markovian master equations, an extension to include non-Markovian effects\(^{40-42}\) is possible, which will be addressed in the future work.

In order to investigate the statistics of transferred heat during the time span \([0, t]\) at steady states, we proceed by projecting the reduced density matrix \( \rho_s(t) \) onto the subspace of \( Q \) net transferred heat and denote this \( Q \)-resolved density matrix as \( \rho_s(Q, t) \), in analogy with the \( n \)-resolved density matrix in quantum optics\(^{43}\) and mesoscopic electron transport.\(^{44}\) The probability \( p(Q, t) \) in Eq. (10) is just
\[ p(Q, t) = \text{Tr}[\rho_s(Q, t)] . \] (13)

The MGF can conveniently be expressed as
\[ Z(\chi, t) = \text{Tr}[\rho_s(\chi, t)] \] (14)
in terms of the \( \chi \)-dependent density matrix \( \rho_s(\chi, t) \) = \( \int dQ e^{\chi Q} \rho_s(Q, t) \). We note that by setting \( \chi = 0 \), we recover the original density matrix: \( \rho_s(\chi = 0, t) = \rho_s(t) \).

To evaluate the MGF and CGF, we consider a modified master equation governing the evolution of the \( \chi \)-dependent density matrix. According to Eq. (12), the modified master equation takes the form of
\[ \dot{\rho}_s(\chi, t) = -L_\chi \rho_s(\chi, t) \] (15)

with a \( \chi \)-dependent Liouvillian \( L_\chi \). Since Eq. (15) is a linear differential equation for \( \rho_s(\chi, t) \), it can be rewritten as
\[ |\dot{\rho}_s(\chi, t)| = -L_\chi |\rho_s(\chi, t)| \] (16)

where \( L_\chi(\rho_s(t)) \) is the vector representation of \( \rho_s(\chi, t) \) and \( L_\chi \) is the matrix representation of \( L_\chi \) in the Liouville space.\(^8\)

Here we use double angle brackets to distinguish these vectors from the ordinary quantum mechanical “bras” and “kets.” By formally solving the above equation, we find
\[ |\rho_s(\chi, t)| = e^{-L_\chi t}|\rho_s^{\text{stat}}(\chi)| \] (17)

as we require that the system at \( t = 0 \) has reached the steady state defined by \( \text{Tr}[\rho_s^{\text{stat}}(\chi)] = 0 \) or by simply tracing out the reservoir degrees of freedom in the total steady state \( \rho_{ss} \).

Since the Liouvillian \( L \) conserves probability, it holds that \( \text{Tr}[L \rho_s(t)] = 0 \) for any density matrix. This implies that the left zero-eigenvector of \( L \) is the vector representation of the trace operation, i.e., \( \langle \langle 0|L = 0 \rangle \rangle = \langle |0\rangle \rho_{ss}^{\text{stat}} \rangle = \text{Tr}[\rho_s^{\text{stat}}] = 1 \).

Combining Eqs. (14) and (17), we then obtain the following compact expression:
\[ Z(\chi, t) = \langle \langle 0|e^{\chi Q}|\rho_s^{\text{stat}} \rangle \rangle = \langle \langle e^{-L_\chi Q} \rangle \rangle , \] (18)

which holds for a system that has been prepared in an arbitrary state in the distant past. The system has then evolved until \( t = 0 \), where it has reached the steady state. At \( t = 0 \), we start collecting statistics to construct the probability distribution \( p(Q, t) \) for \( Q \) net transferred heat in the time span \([0, t]\).

We then diagonalize the \( L_\chi \) as
\[ L_\chi = \sum_{\mu} \mu_{\mu}(\chi)|\mu(\chi)\rangle\langle \mu(\chi)| \] (19)
with $\mu_n$ being the nth eigenvalue and $|\psi_n(\chi)\rangle$ and $\langle \psi_n(\chi)|$ being the corresponding right and left eigenvectors, respectively. In the $\chi \to 0$ limit, one of these eigenvalues, say $\mu_0(\chi)$, tends to zero and the corresponding eigenvectors give the stationary states $\langle 0|\psi_0(\chi)\rangle$ and $|\psi_0^{stat}(\chi)\rangle$ for the system. This single eigenvalue is sufficient to determine the zero-frequency FCS.\textsuperscript{11} By contrast, here we need all eigenvalues and eigenvectors for constructing finite time FCS. We can rewrite the FCS.

\[
\langle \langle t \rangle \rangle_t = \sum_n e^{-\mu_n t} F_n(\chi)
\]  

(20)

with $F_n(\chi) = \langle \langle 0|f_n(\chi)\rangle\rangle_{\langle \langle \psi_n(\chi)\rangle\rangle_{\langle \langle}^{stat}}$. Consequently, the CGF can be expressed as $G(\chi, t) = \ln \sum_n e^{-\mu_n t} F_n(\chi)$.

2. Expressions of FDCN

Introducing the nth cumulant $\langle Q^n(t) \rangle_c$ of $Q(t)$ as

\[
\langle Q^n(t) \rangle_c = \frac{\partial^n}{\partial (\chi)^n} G(\chi, t) \bigg|_{\chi=0},
\]

(21)

and the coefficients

\[
C_n^m(t) = \frac{\partial^{n+m}}{\partial (\chi)^n \partial A^m} G(\chi, t) \bigg|_{\chi=0},
\]

(22)

where $A \equiv \beta_R - \beta_L$ denotes the affinity, we will have

\[
S(\omega) = \omega \int_0^\infty dt \sin \omega t \frac{\partial}{\partial t} C_0^2(t).
\]

(23)

This formal exact relation represents a nonlinear superposition of thermal (Johnson-Nyquist), shot, and quantum noises and enables us to investigate the FDCN within the framework of finite time FCS for open quantum systems, thus constituting one of main results in this work. If we introduce $J_m^0$ as the long time limit of $\frac{\partial}{\partial t} C_n^m(t)$, then $S(0) = J_0^2$ according to Eq. (8).

Equation (23) is particularly useful in obtaining analytical results provided that the dimension of the Liouvillian operator $\ll_\chi$ is relatively small. If the eigen-problem of the Liouvillian operator becomes complicated, we should resort to a numerical treatment. We note

\[
C_0^2(t) = \langle Q^2(t) \rangle - \langle Q(t) \rangle^2 = \langle Q^2(t) \rangle - \langle H \rangle^2
\]

(24)

in steady states with $\langle Q^2(t) \rangle$ being the second order moment of heat $Q(t)$ generated by the MGF. Inserting this expression into Eq. (23) and evaluating the integral, we have

\[
S(\omega) = \omega \int_0^\infty dt \sin \omega t \frac{\partial}{\partial t} Z(\chi, t) \bigg|_{\chi=0}.
\]

(25)

Utilizing the Laplace transform ($t \to \lambda$), the above equation can be cast into

\[
S(\omega) = -\frac{\omega^2}{2} \frac{\partial^2}{\partial (\chi)^2} \langle \langle [\Omega(\chi, \lambda = i\omega) + \Omega(\chi, \lambda = -i\omega)] \rangle \rangle_{\chi=0},
\]

(26)

where we denote $Z(\chi, \lambda) = \langle \langle \Omega(\chi, \lambda) \rangle \rangle$ with $\Omega(\chi, \lambda) = (\lambda + \lambda_\chi)^{-1}$. This expression is more suitable for numerical simulations as only the stationary state at $t = 0$ and the Liouvillian operator are needed.

III. NONEQUILIBRIUM SPIN-BOSON MODEL

A. Model setup

To illustrate our general method, we analyze the statistics of the prototypical example of quantum heat transfer through a NESB model.\textsuperscript{26,33} The NESB consists of a two-level spin in the central region and is described by the Hamiltonian

\[
H_s = \frac{\epsilon_0}{2}\sigma_z + \frac{\Delta}{2}\sigma_s,
\]

(27)

where $\epsilon_0$ is the bias, $\Delta$ is the tunnelling constant between two levels, and $\sigma_{s,z}$ are the Pauli matrices. Since the spectrum of the system Hamiltonian is a symmetric function of bias, here we only consider positive bias. The operators in the interaction term $H_I$ read

\[
V_v = \sigma_z, \quad B_v = \sum_k g_{k,v}(b_{k,v}^\dagger + b_{k,v})
\]

(28)

with $g_{k,v}$ being the system-reservoir coupling strength. The influence of bosonic reservoirs is characterized by a spectral density $\gamma_v(\omega) = 2\pi \sum_k g_{k,v}^2 \delta(\omega - \omega_{k,v})$. For reservoirs with finite degrees of freedom, $\gamma_v(\omega)$ can be regarded as a continuous function of its argument; then, we can let $\gamma_v(\omega) = \pi \sigma_{v,0} \omega^2 e^{-\omega^2/\omega_{v,0}}$ with $\sigma_{v,0}$ being the dimensionless system-reservoir coupling strength of the order of $g_{k,v}^2$ and $\omega_{v,0}$ being the cut-off frequency of the $v$th bosonic reservoir. For simplicity and without loss of generality, we consider the super-Ohmic spectrum $s = 3$ which is of experimental relevance.\textsuperscript{45} and choose $\alpha_c = \alpha_R = \alpha, \omega_{c,L} = \omega_{c,R} = \omega_c$. We limit our calculation to the so-called nonadiabatic limit of $\Delta/\omega_c \ll 1$. For fast reservoirs, it has been demonstrated that the polaron transformation (PT) is suitable for the entire range of system-bath coupling strength\textsuperscript{14,15,40,41} and enables us to study the impact of system-reservoir interaction beyond the weak coupling limit. Thus we perform the PT with the unitary operator

\[
U = \exp[i\sigma_z \Phi/2], \quad \Phi = 2i \sum_{k,v} \frac{g_{k,v}}{\omega_{k,v}}(b_{k,v}^\dagger - b_{k,v})
\]

(29)

such that

\[
H_T = U^\dagger H U = \tilde{H}_0 + \tilde{H}_I,
\]

(30)

where the free Hamiltonian is $\tilde{H}_0 = \tilde{H}_s + \tilde{H}_B$ with the reservoir Hamiltonian remains unaffected, $\tilde{H}_B = H_B$, and the transformed system Hamiltonian reads

\[
\tilde{H}_I = \frac{\epsilon_0}{2}\sigma_z + \eta \frac{\Delta}{2}\sigma_x,
\]

(31)

where the renormalization factor due to the formation of polaron reads\textsuperscript{14,20,48,49}

\[
\eta = \exp\left[-\sum_v \int_0^\infty d\omega \frac{\gamma_v(\omega)}{2\pi\omega^2} \coth \frac{\beta_v \omega}{2}\right].
\]

(32)
For the super-Ohmic spectrum $s = 3$ we consider here, the renormalization factor is specified as $\eta = \exp(-\sum \alpha [-1 + (\frac{\omega}{\omega_c})^2 \psi_1(1/\beta \omega_c)])/2$, with the trigamma function $\psi_1(x) = \sum_{n=1}^{\infty} (1/((n + x)^2)$. As can be seen, in the weak coupling regime, $\eta$ becomes 1, while in the strong coupling regime, it vanishes. The transformed interaction term, originated from the tunneling term in Eq. (27), takes the following form:

$$\hat{H}_I = \frac{\Delta}{2} [\sigma_x (\cos \Phi - \eta) + \sigma_y \sin \Phi].$$

(33)

It’s evident that $\hat{H}_I$ contains arbitrary orders of the system-reservoir coupling strength by noting the form of $\Phi$ in Eq. (29); however, its average vanishes. Hence we can treat $\hat{H}_I$ perturbatively, regardless of the coupling strength. Therefore, in the polaron picture, we can study finite time FCS from the weak to strong system-reservoir coupling regime.

**B. Nonequilibrium polaron-transformed redfield equation**

In order to study finite time FCS of heat in the polaron picture, we follow a recently developed NE-PTRE method which leads to the following master equation for the reduced density matrix $\rho_s(t)$:

$$\rho_s(t) = -i [\hat{H}_s, \rho_s(t)] + \sum_{\omega_0} \sum_{\omega_0, \omega_0} \Gamma_\omega(\omega) [P_\omega(\omega) \rho_s, P_\omega(\omega')] + \text{H.c.},$$

(34)

where $\omega_0 = \sqrt{\varepsilon_0^2 + \eta^2 \Delta^2}$ is the energy gap in the eigenbasis and $P_\omega(\omega)$ is the transition projector in the eigenbasis obtained from the evolution of Pauli matrices $\sigma_\omega(\omega) = \sum_{\omega_0, \omega_0} P_\omega(\omega) e^{i\omega t}$. The subscript $\omega(\omega)$ denotes the even (odd) parity of the transfer dynamics. The transition rates are $\Gamma_\omega(\omega) = (\frac{\eta}{2})^2 \int_0^\infty d\omega' e^{i\omega t} \sinh[Q_e(\omega)]$ and $\Gamma_\omega(\omega) = \int_0^\infty d\omega' e^{i\omega t} \coth[Q_e(\omega') - 1]$ with $Q_e(\omega)$ denoting the sum of bosonic correlation functions $Q_e(\omega) = \sum_\omega \eta_\omega$. As clearly demonstrated in Ref. 20, $\Gamma_{\omega,\omega}$ describe totally different transfer processes.

Combining Eq. (34) with a counting field $\chi$, we have the following $\chi$-dependent NE-PTRE for the $\chi$-dependent density matrix:

$$\rho_s(\chi, t) = -i [\hat{H}_s, \rho_s(\chi, t)] + \mathcal{D}_\chi[\rho_s(\chi, t)],$$

(36)

where the dissipator reads $\mathcal{D}_\chi[\rho_s] = \sum_\omega \sum_\omega \{[\Gamma_{\omega,\omega} + \Gamma_{\omega,\omega}] P_\omega(\omega') \rho_s P_\omega(\omega) - [\Gamma_{\omega,\omega} P_\omega(\omega') \rho_s P_\omega(\omega) + \text{H.c.}]\}$ and $\chi$-dependent transition rates are expressed as $(\sigma = \pm)$,

$$\Gamma_{\omega,\omega}(\omega) = \left(\frac{\eta}{2}\right)^2 \int_0^\infty d\omega' e^{i\omega t} \sinh[Q_e(\omega') - 1],$$

$$\Gamma_{\omega,\omega}(\omega) = \left(\frac{\eta}{2}\right)^2 \int_0^\infty d\omega' e^{i\omega t} \coth[Q_e(\omega') - 1].$$

(37)

where $\tau^\chi_\sigma = \sigma \tau - \chi$ and the $\chi$-dependent bosonic correlation function becomes $Q_e(\tau - \chi) = Q_e(\tau - \chi) + Q_e(\tau)$. We note that the NE-PTRE provides an accurate account of the nonequilibrium response of a quantum system contacted by super-Ohmic bath models in the scaling and high-temperature limits such that the Markovian approximation holds.

Defining the vector form of the $\chi$-dependent reduced density matrix as $|\rho_s(\chi, t)\rangle = |P^\chi_{11}, P^\chi_{00}, P^\chi_{10}, P^\chi_{01}\rangle$ with $P^\chi_{ij} = \langle i | \rho_s(\chi, t) | j \rangle$, we can express the $\chi$-dependent NE-PTRE in the Liouville space, i.e., $|\rho_s(\chi, t)\rangle = \mathcal{L}_\chi|\rho_s(\chi, t)\rangle$. Inserting the form of $L_\chi$ obtained from the $\chi$-dependent NE-PTRE Eq. (36) into the formal expression for $S(\omega)$ Eq. (26), we can obtain explicit numerical results for the FDCN as a function of coupling strength, bias, and temperature differences. In the following section (i.e. Sec. IV), we will provide detailed results.

**IV. RESULTS**

**A. Effect of coupling strength**

We first investigate the behaviors of $S(\omega)$ with varying system-reservoir coupling strength under the condition of fixed temperatures and zero bias. Typical numerical results are shown in Fig. 2. We find that even at finite frequencies, the noise spectrum still depicts a non-monotonic turnover behavior in the intermediate coupling regime as that in the zero-frequency case. Another interesting finding is that $S(\omega)$ has distinct frequency dependences in the weak and strong coupling regimes (details are listed in Fig. 3): In the weak coupling regime, $S(\omega)$ is a monotonic increasing function of $\omega$ and saturates at high frequency [Fig. 3(a)]. The inset further shows that all the data with varying coupling strengths collapse on to one curve, implying the emergence of a universal scaling whose analytical form will be given below. In the strong coupling regime, $S(\omega)$ simply follows a white noise spectrum over the entire frequency range [Fig. 3(b)]. In order to understand such distinct behaviors, we note that the NE-PTRE reduces to the conventional quantum
Redfield master equation (RME) and nonequilibrium noninteracting blip approximation (NE-NIBA) in the weak and strong coupling regimes, respectively.\textsuperscript{14,20,35} Thus we focus on these two limits and present analytical analyses in the following.

1. Weak coupling regime

We first concentrate on the weak coupling case and consider the RME for the reduced dynamics\textsuperscript{48,50} (see the schematic picture in Fig. 4). We denote the relaxation and activation rates due to the $v$th reservoir as

$$k_{1-0}^v = \gamma_v(\Delta)[1 + n_v(\Delta)], \quad k_{0-1}^v = k_{1-0}^ve^{-\beta_0\Delta},$$

(38)

respectively, where $\gamma_v$ and $n_v$ are the spectral density and Bose-Einstein distribution of $v$th bath, respectively. Introducing $p_v(n = 0, 1)$ as the probability of the spin system to occupy the state $n$, satisfying $p_0(t) + p_1(t) = 1$, then we have

$$|\rho_s(t)\rangle = \{-k_d \bar{k_u} - k_d \bar{k_u}|\rho_s(t)\rangle = -\frac{1}{D}\frac{R}{p_0(t)}|\rho_s(t)\rangle,$$

(39)

where $|\rho_s(t)\rangle = (p_1, p_0)^T$ and the total activation and relaxation rates read

$$k_u = \sum_{n} k_{n-1}^u, \quad k_d = \sum_{n} k_{1-0}^d,$$

(40)

respectively. From the above rate equation, the stationary state solution corresponds to $|\rho_{s,\text{stat}}\rangle = \frac{1}{\Delta^2}(k_u, k_d)^T$ which is just the right zero-eigenvector of $\frac{R}{D} + (\Delta^2)^2$ and the corresponding left zero-eigenvector reads $\langle\langle 0|\rho_{s,\text{stat}}\rangle\rangle = 1$.

To study the statistics of heat, we split $p(Q, t)$ [Eq. (10)] into two parts, namely, $p(Q, t) = p_0(Q, t) + p_1(Q, t)$, where $p_0(Q, t)$ denotes the probability transferring heat $Q$ from the left reservoir into the right reservoir, within time interval $[0, t]$, with the spin on the $0$ energy level at time $t$ (the counting begins at $t = 0$), and $p_1(Q, t)$ is defined similarly with the spin on the $1$ energy level instead. By applying the transformation $p_n(\chi, t) = \int dQ p_n(Q, t)e^{\chi Q}$, we find

$$|\rho_s(\chi, t)\rangle = \frac{1}{k_d} \left[ \frac{k_d}{k_u} \right]|\rho_s(\chi, t)\rangle = \frac{1}{\Delta^2} \frac{S(\chi)}{\bar{S}(t)}|\rho_s(\chi, t)\rangle$$

(41)

with $|\rho_s(\chi, t)\rangle = (p_1(\chi, t), p_0(\chi, t))^T$, $\bar{k}_d = k_{0-1}^L e^{-i\chi\Delta} + k_{1-0}^R$, and $\bar{k}_u = k_{0-1}^L e^{-i\chi\Delta} + k_{1-0}^R$. A cumbersome evaluation within the Redfield picture yields the following, nontrivial explicit expression for $S(\chi)$ valid in the weak coupling regime:

$$\frac{S(\chi)}{\Delta^2} = R - \frac{2k_0^2}{[D(\omega^2 + D^2)]^2} D^2 e^{-\beta_0\Delta} + (k_u - k_d e^{-\beta_0\Delta})^2,\quad (42)$$

where $D = k_d + k_u$ is the sum of total relaxation and activation rates and $R = (k_u k_0^L + k_d k_1^L e^{-\beta_0\Delta})/D = P_{\text{c}} k_{\text{c}}^L e^{-\beta_0\Delta}$ is the dynamical activity,\textsuperscript{51,52} which is the average number of transitions per time induced by the left reservoir. From the above equation, we see that $S(\omega)$ increases from $S(0)$ as $\omega$ increases and finally saturates at the value determined by the dynamical activity $R$, in accordance with numerical results shown in Fig. 3(a). If we define a scaled FDCN

$$\tilde{S}(\omega) \equiv R \frac{\Delta^2}{S(0)} - S(\omega),\quad (43)$$

a direct consequence of Eq. (42) is that $\tilde{S}(\omega)$ has a universal scaling expression

$$\frac{\tilde{S}(\omega)}{\tilde{S}(0)} = \mathcal{P}(\omega)/D,\quad (44)$$

with the scaling function $\mathcal{P}$ endowing a Lorentzian shape and approaching $1$ as $\omega \to 0$. This universal behavior is manifested in our numerical results as can be seen from the inset in Fig. 3(a).
It would be interesting to see whether a similar scaling form in the weak coupling regime holds beyond the NESB model. For multi-level systems, the rates are still proportional to the coupling strength $\alpha$ in the weak coupling regime; we then expect a scaling function $F(\alpha/\omega)$ still exists; however, the existence of multiple time scales will result in a complicated functional form of $F$. Only for systems with a single time scale, as Eq. (42) shows, the function $F$ endows a Lorentzian shape.

2. Strong coupling regime

We next turn to the white noise spectrum in the strong coupling regime, where the NE-PTRE is consistent with the NE-NIBA framework.\textsuperscript{14,20} Using the NE-NIBA, the population dynamics with zero bias satisfies\textsuperscript{18,19,49}

$$\langle \hat{n}(t) \rangle = \frac{1}{2} \left( 1, 1 \right)^T. \tag{47}$$

In contrast to Eq. (39) of RME, now the diagonal and off-diagonal elements of $\mathbb{L}_N$ are equal. As can be seen in the following, this distinctive spin dynamics with a single transition rate leads to the white noise we observed in Fig. 3(b).

By incorporating the counting field, the equation of motion, Eq. (45), becomes

$$\langle \hat{\rho}_s(\chi, t) \rangle = \left( \begin{array}{cc} K - K^s \rho_s(\chi, t) \\ -K^s \rho_s(\chi, t) \end{array} \right)$$

with the $\chi$-dependent transition rate $K_\chi = (\eta\Delta/2)^2 \int_{-\infty}^{\infty} dt e^{Q(\theta - 0) + Q_0(\theta)}. \tag{48}$$

According to Eq. (26), after some algebras, we find

$$S(\omega) = \frac{\partial^2}{\partial (i\chi)^2} K_\chi \bigg|_{\chi = 0}. \tag{49}$$

which is just $S(0)$ by definition; thus, we demonstrate that $S(\omega)$ is indeed a white noise spectrum and confirms our finding in the strong coupling regime as Fig. 3(b) shows.

To gain more insights, we look at the explicit expression for the MGF. By diagonalizing the matrix $\mathbb{L}_N$, we find eigenvalues $\mu_n(\chi) = K - K^s$ and the corresponding eigenvectors read $\langle g_n(\chi) \rangle = (K_n K - K^s)^{-1}$ and $\langle f_n(\chi) \rangle = (K_\chi K - \mu_n(\chi))^T$ with $n = 0, 1$. It is evident that $\langle g_1(\chi) | \hat{\rho}_s^{\text{stat}}(\chi, t) \rangle = \langle \hat{\rho}_s(\chi, t) \rangle = 0$, then we find from Eq. (20) that

$$Z(\chi, t) = e^{-\mu_0(\chi)t}, \tag{50}$$

which is exactly the MGF obtained in the infinite time limit,\textsuperscript{18,49} thus we should have $S(\omega) = S(0)$ in this parameter regime.

We remark that a single transition rate in the population dynamics means that the activation and relaxation rates are equal, which is only possible in the high temperature regime as those bath-specific rates satisfy the detailed balance relation.\textsuperscript{18} In this regime, the memory of the system is totally destroyed by the environments. Therefore, we find the white noise spectrum for the FDCN in the NESB model. It is desirable to investigate the FDCN in systems consisting of multi-states; for such setups, interference effects play an important role in transition rates at strong system-bath couplings\textsuperscript{53} which may change the behaviors of the FDCN.

B. Effect of bias

In the presence of bias, we still focus on the two coupling strength limits. The numerical results based on the $\chi$-dependent NE-PTRE [Eq. (36)] are shown in Fig. 5. In the weak coupling regime with $\alpha = 0.05$ [Fig. 5(a)], behaviors of $S(\omega)$ as a function of $\omega$ with nonzero bias are similar to those with zero bias in Fig. 3(a) and the FDCN increases as the bias increases, implying that fluctuations are more prominent with larger bias in this regime.

For weak couplings, we can use the energy basis of the two level system. Nonzero bias will change the energy gap from $\Delta$ to $\omega_0$ with the system Hamiltonian reading $H_s = \omega_0 s_x/2$. The original interaction term becomes

$$H_I = \sum_{\sigma} (s_x \cos \theta - s_x \sin \theta) \otimes B_{\sigma} \tag{51}$$

with $B_{\sigma}$ given by Eq. (28) and $\theta = \tan^{-1}(\Delta/\omega_0)$. It is evident that only the $s_x$ component in the interaction term contributes to spin-flip processes and thus to heat transfer in the Redfield picture. This implies that the transition rate $k_\epsilon$ defined in Eq. (38) should be replaced by $\sin^2 \theta_k$ in the presence of nonzero bias.\textsuperscript{13} Therefore, if we make the following replacements in Eqs. (42) and (43),

$$\Delta \rightarrow \omega_0, \quad \epsilon \rightarrow \sin^2 \theta \epsilon, \quad \epsilon \rightarrow \sin^2 \theta \epsilon \tag{52}$$

then the universal relation Eq. (44) can still be applied to nonzero bias situations, as confirmed by our numerical results presented in the inset of Fig. 5(a).

However, for strong couplings, nonzero bias leads to totally distinct behaviors compared with the zero bias case. As can be seen from the inset of Fig. 5(b), now $S(\omega)$ is no longer a white noise spectrum and is suppressed by the bias, in direct contrast to its zero frequency counterpart which is insensitive to the bias change.\textsuperscript{20} To understand the role of finite bias in the strong coupling limit, we note that the $\chi$-dependent Liouvillian operator in the NE-NIBA framework now becomes\textsuperscript{18,19,49}

$$\{ K_\epsilon(\chi) \} = \left( \begin{array}{cc} K(\epsilon_0) & -K_\epsilon(\epsilon_0) \\ -K_\epsilon(\epsilon_0) & K(\epsilon_0) \end{array} \right). \tag{53}$$

where $K_\epsilon(\epsilon \pm \epsilon_0) = (\eta\Delta/2)^2 \int_{-\infty}^{\infty} dt e^{i\epsilon t + Q_0(\epsilon - \chi) + Q_0(\chi)}$ and $K(\pm \epsilon_0) = K_\chi(\pm \epsilon_0)$ are transfer rates.
FIG. 5. Behaviors of noise spectrum $S(\omega)$ as a function of $\omega$ with varying bias $\varepsilon_0$ for (a) $\alpha = 0.05$ and (b) $\alpha = 5$. The inset in (a) shows universal behaviors of a scaled noise power $\tilde{S}(\omega)$ defined in Eq. (43) with scale parameters given by Eq. (52) in the weak coupling regime and the inset in (b) presents the deviation of $S(\omega)$ from $S(0)$ as a function of $\omega$. Other parameters are $\Delta = 5.22$ meV, $\omega_c = 26.1$ meV, $T_L = 180$ K, and $T_R = 90$ K.

By diagonalizing $L_N^\chi$, we find
$$
\mu_0(\chi) = \frac{1}{2} \left[ \Xi(\varepsilon_0) - \Xi(-\varepsilon_0) \right]
$$
and
$$
\mu_1(\chi) = \frac{1}{2} \left[ \Xi(\varepsilon_0) + \Xi(-\varepsilon_0) \right],
$$
where we denote
$$
\Xi(\varepsilon_0) = K(\varepsilon_0) + K(-\varepsilon_0) \quad \text{and} \quad \Xi(-\varepsilon_0) \equiv \sqrt{(K(\varepsilon_0) - K(-\varepsilon_0))^2 + 4K(\varepsilon_0)K(-\varepsilon_0)}; \quad \text{the corresponding eigenvectors read}
$$
$$
\left\langle \left\langle g_n(\chi) \right\rangle \right\rangle = \left( \frac{K(\varepsilon_0), K(-\varepsilon_0) - \mu_2(\chi)}{K(\varepsilon_0)K(-\varepsilon_0) + (K(\varepsilon_0) - \mu_1(\chi))^2} \right)^T.
$$
(54)

Since $\left\langle \left\langle g(\chi) \right\rangle \right\rangle \neq 0$ and $\left\langle \left\langle f(\chi) \right\rangle \right\rangle \neq 0$, the resulting MGF obviously no longer equals $e^{-\mu_0(\chi)t}$ as it contains a contribution from the eigenvalue $\mu_1(\chi)$ according to Eq. (20); thus we expect the frequency dependence of $S(\omega)$ in the presence of bias, as Fig. 5(b) shows.

C. Effect of temperature difference

Now we extend our analysis of FDCN to the impact of temperature difference ranging from the linear response regime to the nonlinear situation.

1. $\omega = 0$: Thermodynamic consistency

In the zero frequency limit, the NESB model we consider satisfies the Gallavotti-Cohen (GC) symmetry, as shown in previous studies; thus, the Saito-Utsumi (SU) relations can be applied to $J_m^n = \lim_{t \to \infty} \frac{\partial}{\partial t} C_m^n(t)$ [see Eq. (22)], yielding

FIG. 6. Behaviors of noise spectrum $S(0)$ as a function of $\alpha$ with varying bias for (a) temperature difference $\delta T = 0.05T_R$ and (b) $\delta T = T_R$. Symbols are direct results of $S(0)$, using our theory, dashed lines are predictions of Eq. (57), and solid lines are predictions of Eq. (56). Other parameters are $\Delta = 5.22$ meV, $\omega_c = 26.1$ meV, $T_L = T_R + \delta T$, and $T_R = 90$ K.
$$J_n^{m} = \sum_{i=0}^{m} \binom{m}{i} (-1)^{i + 1} J_{m-i}^{i}, \quad (55)$$

from which we find $2J_1^1 = J_0^2$ and thus $S(0) = 2\frac{\partial \cal{L}_C}{\partial \alpha}$ by noting $S(0) = J_0^2$. Associated with the coefficient $J_1^1$, we can introduce a first-order energetic transport coefficient as $\kappa_\alpha \equiv \beta_L \beta_R J_1^1$; therefore,

$$S(0) = 2T_L T_R \kappa_\alpha. \quad (56)$$

For small temperature differences, Eq. (56) reduces to a linear response relation

$$S(0) = 2T^2 \kappa \quad (57)$$

with $\kappa$ being the heat conductance. For later purposes, first we check that our theory indeed satisfies Eq. (56) and thus preserves the GC symmetry in the zero frequency limit. As shown in Fig. 6, we clearly see good agreements between numerical results and theoretical relations. Equation (57) captures the behaviors of $S(0)$ with small temperature differences in the entire coupling strength range regardless of values of bias, while Eq. (56) holds generally in our theory regardless of the magnitude of the temperature difference.

2. Frequency dependence

Now we investigate $S(\omega)$. So far, there are no general relations between $S(\omega)$ and first order quantities characterizing the response to arbitrary temperature difference for finite frequency cases. However, according to above universal behaviors in the two coupling strength limits, we can formulate general relations valid in the corresponding coupling strength regimes. The white noise behavior in the strong coupling regime for unbiased systems implies that the SU relation Eq. (56) can be directly applied to the FDCN, namely,

$$S(\omega) = 2T_L T_R \kappa_\alpha. \quad (58)$$

While in the weak coupling regime, the universal scaling form Eq. (44) guarantees the following relation:

$$\tilde{S}(\omega) = 2T_L T_R \kappa_\alpha(\omega) \quad (59)$$

for the scaled FDCN $\tilde{S}(\omega)$ and a frequency-dependent first order coefficient $\tilde{\kappa}_\alpha(\omega) = \mathcal{P}(\omega/D)[\kappa_\alpha - \dot{\omega}^2 \tilde{R}^2]$. Their validity can be seen from comparisons in Fig. 7. We find that the weak coupling expression Eq. (59) predicts a monotonically increasing behavior of $S(\omega)$ as a function of $\alpha$, thus becomes invalid in the intermediate as well as strong coupling regimes. The strong coupling expression Eq. (58) underestimates the current fluctuations in the weak coupling regime. Although our theory can provide a detailed description for the FDCN with arbitrary temperature differences in the two limits of coupling strength, a general yet simple relation for $S(\omega)$ and temperature differences beyond these two coupling limits is desirable and will be addressed in the future studies.

V. SUMMARY

We formulate a general theory to study the frequency-dependent current noise (FDCN) in open quantum systems at steady states. To go beyond previous results, we extend MacDonald’s formula from electron transport to heat current and obtain a formally exact relation which relates the FDCN to the time-dependent second order cumulant of heat evaluated at steady states. In order to calculate the time-dependent cumulant of heat involved in the FDCN, we follow the scheme of a finite time full counting statistics (FCS) developed for electron transport and propose an analogous framework, which can be applied to open quantum systems described by Markovian quantum master equations.

To demonstrate the utility of the approach, we consider the nonequilibrium spin-boson model which is a paradigmatic example of quantum heat transfer. A recently developed polaron-transformed Redfield equation for the reduced spin dynamics enables us to study the FDCN from weak to strong system-reservoir coupling regimes and consider arbitrary values of bias and temperature differences. Key findings are as follows:

1. By varying coupling strengths, we observe a turnover behavior for the FDCN in moderate coupling regimes, similar to the zero frequency counterpart. Interestingly, the FDCN with varying coupling strength or bias exhibits a universal Lorentzian-shape scaling form in the weak coupling regime as confirmed by numerical results as well as analytical analysis, while it becomes a white noise spectrum under the condition of strong coupling strengths and zero bias. The white noise spectrum is distorted in the presence of a finite bias.

2. We also find that the bias can suppress frequency-dependent current fluctuations in the strong coupling regime, in direct contrast to the zero frequency counterpart which is insensitive to the bias changes.

3. We further utilize the Saito-Utsumi (SU) relation as a benchmark to evaluate the theory at the zero frequency limit in the entire coupling range. Agreements between
the SU relation and our zero frequency results show that our theory preserves the Gallavotti-Cohen symmetry. Noting the universal behaviors of the FCN in the weak as well as strong coupling regimes, we then study the impact of temperature differences at finite frequencies by carefully generalizing the SU relations. Our results thus provide detailed dissections and a unified framework for studying the finite time fluctuation of heat in open quantum systems.
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APPENDIX: MACDONALD-LIKE FORMULA FOR HEAT TRANSFER

Here, we would like to present the derivation of MacDonald’s formula for heat transfer. Noting that in the Heisenberg picture $Q(t) = H_F^2(t) - H_F^2(0)$, we have

$$\int_0^t \Delta t(t') dt' = Q(t) - \langle Q(t) \rangle. \quad (A1)$$

Using the expectation value of the square of the above expression, the inverse Fourier transform and setting $t = t' - t''$, we find

$$2\langle Q^2(t) \rangle_c \equiv 2\langle (Q(t) - \langle Q(t) \rangle)^2 \rangle = \int t' t'' \int 0 \infty \frac{1}{\pi} S(\omega) e^{i\omega(t'-t'')} d\omega, \quad (A2)$$

where we have introduced the second order cumulant of $Q(t)$ as $\langle Q^2(t) \rangle_c$. Rearranging and performing the time integrals we obtain

$$2\langle Q^2(t) \rangle_c = \int \infty 0 \frac{1}{\pi} S(\omega) \frac{1}{\omega^2} (e^{-i\omega t} - 1)(e^{i\omega t} - 1) d\omega$$

$$= \frac{2}{\pi} \int \infty 0 S(\omega) (1 - \cos \omega t) d\omega. \quad (A3)$$

Differentiating both sides with respect to $t$ gives

$$\frac{\partial}{\partial t} \langle Q^2(t) \rangle_c = \frac{1}{\pi} \int \infty 0 S(\omega) \sin \omega t d\omega d\omega \quad (A4)$$

and performing the Fourier transform with $\int 0 \infty e^{i\omega t'} dt'$,

$$\int \infty 0 e^{i\omega t'} dt' \frac{\partial}{\partial t} \langle Q^2(t) \rangle_c = \frac{1}{\pi} \int \infty 0 \int \infty 0 S(\omega) \sin \omega t e^{i\omega t'} d\omega d\omega$$

$$= \frac{2i}{\omega'} S(\omega'). \quad (A5)$$

We can match the odd and imaginary parts of the above equation to give (and setting $\omega = \omega'$)

$$\int \infty 0 \sin \omega t \frac{\partial}{\partial t} \langle Q^2(t) \rangle_c dt = \frac{2}{\omega} S(\omega). \quad (A6)$$

Again using the fact that $S(\omega) = S(-\omega)$ and that the original correlator is symmetric in $t$ implies that the integral over $t$ can be written as

$$S(\omega) = \omega \int \infty 0 dt \sin \omega t \frac{\partial}{\partial t} \langle Q^2(t) \rangle_c, \quad (A7)$$

which is just Eq. (5) in the main text.