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Abstract

We consider Cournot models of competition, where market participants choose the quan-
tities they demand or supply. We study the loss of aggregate surplus due to the exercise of
market power in Cournot competition, for both oligopsony and oligopoly models. We observe
that efficiency loss is generally arbitrarily high in Cournot games, but also prove bounds on
efficiency loss in several cases of interest. In particular, we show that if multiple consumers
with concave utility functions face an affine market supply curve, or if multiple producers with
convex cost functions face an affine market demand curve, the aggregate surplus at a Nash
equilibrium of the Cournot game is at least 2/3 of the maximal aggregate surplus; i.e., the
efficiency loss is again no more than 33%. We also show that if a monopsonist with concave
utility faces a convex market supply curve, or a monopolist with convex cost faces a concave
market demand curve, the efficiency loss is again no more than 33%.

1 Introduction
In Cournot competition [5], the strategy of each market participant is the quantity they demand
or supply. Cournot games are among the best studied economic models for competition between
market participants. Historically the focus on Cournot competition has been on Cournot oligopoly,
i.e., the competition between multiple firms to satisfy an elastic demand—indeed, this was the
original model studied by Cournot in 1838 [5]. (For surveys of this rich topic, see [7, 10, 23].) An
analogous model may be formulated for competition between multiple consumers of a resource
in elastic supply, known as Cournot oligopsony. Such models have been previously considered in
the context of labor markets, where a small number of firms compete for an available supply of
workers [16]. We consider both Cournot oligopsony and oligopoly models in this paper.

We are interested in computing the welfare loss, or efficiency loss, due to market power in
Cournot competition. Formally, we consider a partial equilibrium model where the payoff to a
consumer is utility less payment, while the payoff to a producer is revenue less cost. We take
as our measure of efficiency the Marshallian aggregate surplus, equal to aggregate utility minus
aggregate cost. In this paper, we characterize the extent to which aggregate surplus falls from
competitive levels due to market power of consumers (in Cournot oligopsony) and producers (in
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Cournot oligopoly). We will show that in general, the efficiency loss is arbitrarily high under
Cournot competition. However, in certain important special cases, we will find that the efficiency
loss is guaranteed to be no larger than 33%.

Efficiency properties of Cournot games have been extensively studied in various contexts.
Much attention has been devoted to empirical analysis of the extent to which oligopoly (and more
specifically, monopoly) cause welfare losses. Harberger published an early empirical analysis that
suggested that welfare loss due to monopoly may be low [11]; Bergson published an influential
critique of this work [3]. Other measurements of the efficiency loss due to market power have
also been quite important in the literature, particularly market concentration indices such as the
Herfindahl index [24]. Under appropriate conditions, the Herfindahl index can be analytically
related to welfare [6]. However, we note here that these derivations typically require marginal
costs of producers to be linear, whereas the results we derive in this paper allow producers to have
general convex cost functions.

We expect that in the limit where many market participants compete, the efficiency loss due
to market power is mitigated. Indeed, such a competitive limit has been discovered under a wide
variety of conditions for Cournot oligopolies [12, 18, 19, 22]. However, we note that the Cournot
oligopoly models in this paper do not allow for a fixed startup cost for each producer. This is
considered an important issue as it can preclude free entry into the market; many of the previous
results on competitive limits address this particular concern.

More recently, Anderson and Renault have also considered quantification of efficiency loss
for Cournot oligopoly models [1]. The authors discuss the extent to which demand curvature
causes efficiency loss; most of their results are phrased in terms of ratios to the aggregate profit
of the producers, rather than to the aggregate surplus across the entire economy of consumers
and producers. In addition, their results require marginal costs of producers to be constant; by
contrast, the most general result of this paper allows arbitrary convex cost functions for producers,
but requires affine demand. In general, while market demand may be estimated, cost functions
of individual firms will typically be unknown. For this reason, we are interested in bounds on
efficiency loss which hold independent of the cost characteristics of the firms.

This paper forms part of a recent line of research focused on quantifying efficiency loss for
specific game environments. Results have been developed for network routing [15, 21, 4], network
design problems [2, 8, 9], and market mechanisms for resource allocation [14, 13]. The goal of
this paper is to establish a similar quantitative understanding of efficiency loss in Cournot games.

The remainder of the paper is organized as follows. In Section 2, we present the basic model
of Cournot oligopsony, where multiple consumers of a resource in elastic supply choose the quan-
tity they wish to consume. The price of the resource is then set equal to the marginal cost of the
total requested allocation, i.e., so that demand equals supply. The standard interpretation of such a
model is that the suppliers form a competitive market, so that the market clears at a price equal to
marginal cost. We assume that utility functions are concave, and that the marginal cost of produc-
tion is convex. We show that in general, the efficiency loss of such a scheme can be arbitrarily high
when consumers are price anticipating. However, we consider several special cases and bound the
efficiency loss in each of these cases. We show that if N consumers with the same utility function
compete for a resource with a differentiable marginal cost function, then the efficiency loss is no
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more than 1/(2N + 1) when the consumers are price anticipating. In addition, we establish that if
the marginal cost function is not differentiable, the efficiency loss is no more than 1/3 if exactly
one consumer is competing for the resource. This last result bounds the efficiency loss of a model
where a monopsonist faces a general, convex market supply curve. Finally, if consumers may have
arbitrary concave utility functions, we show that the efficiency loss is no more than 1/3 if the
marginal cost function is affine (i.e., the cost function is quadratic). This model captures multiple
oligopsonists facing an affine supply curve.

In Section 3, we turn our attention to understanding Cournot oligopoly. We first present the
basic model of Cournot oligopoly, where multiple producers choose the quantity they wish to pro-
duce, and the price of the resource is then set equal to the marginal utility of the total requested
allocation, i.e., so that supply equals demand. Again, the standard interpretation of such a model
is that the consumers act as perfectly competitive price takers, so the market clears at the marginal
utility of the aggregate. We assume that cost functions are convex, and that the marginal util-
ity function describing the market is concave. As in Section 2, in general the efficiency loss of
such a scheme can be arbitrarily high when producers are price anticipating. Nevertheless, we
consider several special cases and bound the efficiency loss in each of these cases. Our proof tech-
nique proceeds by establishing a formal correspondence between Cournot oligopoly and Cournot
oligopsony. We exploit this correspondence to state analogues of all the main results of Section
2 for the case of Cournot oligopoly. We show that if N producers with the same cost function
compete for a resource with a differentiable demand curve, then the efficiency loss is no more than
1/(2N + 1) when the producers are price anticipating; in addition, we establish that if the demand
curve is not differentiable, the efficiency loss is no more than 1/3 if exactly one producer is com-
peting for the resource. This last result bounds the efficiency loss of a model where a monopolist
faces a general, concave market demand curve. We also show that if producers may have arbitrary
cost functions, the efficiency loss is no more than 1/3 if the marginal utility function is affine. This
model captures multiple oligopolists facing an affine market demand curve.

2 Cournot Oligopsony
In this section, we will consider a game where multiple consumers compete for a single resource,
and where the strategies of the consumers are their desired quantities; such games are known as
Cournot oligopsonies. We will find that in general Cournot oligopsonies can yield arbitrarily high
efficiency loss, though we will also establish bounds on efficiency loss for several special cases of
interest.

Formally, we consider the following model. We assume that N consumers compete for a single
resource. We assume that each consumer n has a utility function Un, and that the production of the
resource incurs a cost characterized by a cost function C. We make the the following assumptions.

Assumption 1 For each n, over the domain xn ≥ 0 the utility function Un(xn) is concave, nonde-
creasing, and continuously differentiable (where we interpret U ′

n(0) as the right directional deriva-
tive of Un at 0).
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Assumption 2 There exists a continuous, convex, nondecreasing function p(q) over q ≥ 0 with
p(0) ≥ 0 and p(q) → ∞ as q → ∞, such that for q ≥ 0:

C(q) =

∫ q

0

p(z)dz.

In particular, C(q) is convex and nondecreasing.

We note that the results of this section continue to hold even if the utility functions are not
necessarily differentiable (as we require in Assumption 1). Differentiability of the utility functions
only eases the presentation of the technical arguments, but is not essential to the results.

We assume that both utility and cost are measured in monetary units, so that an efficient allo-
cation is characterized as an optimal solution of the following optimization problem:

maximize
∑

n

Un(xn) − C

(

∑

n

xn

)

(1)

subject to xn ≥ 0, n = 1, . . . , N. (2)

The objective function (1) is the aggregate surplus [17]. Since p(q) → ∞ as q → ∞, while
Un only grows at most linearly, it follows that an optimal solution exists. We now consider the
following pricing scheme for resource allocation. Each consumer n chooses a desired quantity xn.
Given the vector x = (x1, . . . , xn), a single price µ(x) = p(

∑

n xn) is chosen. We first consider
the case where, given a price µ > 0, consumer n chooses xn to maximize:

Pn(xn; µ) = Un (xn) − µxn. (3)

Notice that in the previous expression, each consumer is acting as a price taker. Since we are
using marginal cost pricing, i.e., since µ(x) = p(

∑

n xn), we expect that price taking consumers
will maximize aggregate surplus at a competitive equilibrium. This is formalized in the following
proposition, a special case of the first fundamental theorem of welfare economics [17].

Proposition 1 Suppose Assumptions 1 and 2 hold. There exists a competitive equilibrium, that is,
a vector x and a scalar µ ≥ 0 such that µ = p(

∑

n xn), and:

Pn(xn; µ) = max
xn≥0

Pn(xn; µ), n = 1, . . . , N. (4)

Any such vector x solves (1)-(2). If the functions Un are strictly concave, such a vector x is unique
as well.

Proposition 1 shows that with marginal cost pricing, and if the consumers of the resource
behave as price takers, there exists a vector of quantities x where all consumers have optimally
chosen their xn, with respect to the given price µ = p(

∑

m xm); and at this “equilibrium,” the
aggregate surplus is maximized. However, when the price taking assumption is violated, the model
changes into a game and the guarantee of Proposition 1 is no longer valid.

4



Consider, then, an alternative model where the consumers of a single resource are price antic-
ipating, rather than price taking, and play a Cournot game to acquire a share of the resource. We
use the notation x−n to denote the vector of all quantities chosen by consumers other than n; i.e.,
x−n = (x1, x2, . . . , xn−1, xn+1, . . . , xN). Then given x−n, each consumer n chooses xn ≥ 0 to
maximize:

Qn(xn; x−n) = Un(xn) − xnp

(

∑

m

xm

)

. (5)

The payoff function Qn is similar to the payoff function Pn, except that the consumer now antic-
ipates that the price will be set according to p(

∑

m xm). A Nash equilibrium of the game defined
by (Q1, . . . , QN) is a vector x ≥ 0 such that for all n:

Qn(xn; x−n) ≥ Qn(xn; x−n), for all xn ≥ 0. (6)

It is straightforward to show that a Nash equilibrium exists for this game, as we prove in the
following result.

Proposition 2 Suppose that Assumptions 1 and 2 hold. Then there exists a Nash equilibrium x for
the game defined by (Q1, . . . , QN ).

Proof. We begin by observing that we may restrict the strategy space of each consumer n to a
compact set, without loss of generality. Indeed, for sufficiently large Bn, we will have Un(Bn) <
Bnp(Bn), so that for any vector x−n of quantities chosen by other consumers, consumer n would
always be better off choosing xn = 0 rather than xn > Bn. Thus, we may restrict the strategy
space of consumer n to the compact interval Sn = [0, Bn] without loss of generality.

Next, note that since p satisfies Assumption 2, xnp(
∑

m xm) is convex in xn ≥ 0 for any value
of x−n. This ensures Qn is concave in xn ≥ 0 for all x−n.

The game defined by (Q1, . . . , QN) together with the strategy spaces (S1, . . . , SN) is now a
concave N -person game: each payoff function Qn is continuous in the composite strategy vector
x, and concave in xn; and the strategy space of each consumer n is a compact, convex, nonempty
subset of R. Applying Rosen’s existence theorem [20] (proven using Kakutani’s fixed point theo-
rem), we conclude that a Nash equilibrium x exists for this game. 2

Because the payoff Qn is concave in xn for fixed x−n, a vector x is a Nash equilibrium if and
only if the following first order conditions are satisfied for each n, where q =

∑

m xm:

U ′
n(xn) ≤ p(q) + xn

∂+p(q)

∂q
; (7)

U ′
n(xn) ≥ p(q) + xn

∂−p(q)

∂q
, if xn > 0, (8)

where ∂+p(q)/∂q and ∂−p(q)/∂q denote the right and left directional derivatives of p, respectively.
We will use these conditions to investigate the efficiency loss when consumers are price anticipat-
ing. We first show in the following example that, in general, the efficiency loss may be arbitrarily
high.
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Example 1 Consider a price function p defined as follows:

p(q) =

{

a, 0 ≤ q ≤ 1;
a + b(q − 1), q ≥ 1.

Note that this yields:

C(q) =







aq, 0 ≤ q ≤ 1;

aq + 1

2
b(q − 1)2, q ≥ 1.

We assume that 0 < a < 1, and b > 1. We consider a game with N = 2 consumers where
U1(x1) = x1, and:

U2(x2) = ax2.

In this case, note that aggregate surplus is maximized when p(q) = 1, i.e., when q = 1+(1−a)/b;
and furthermore, the quantity q should be allocated entirely to consumer 1, since a < 1. Thus the
maximal aggregate surplus is U1(q) − C(q), or:

1 +
1 − a

b
− a −

a(1 − a)

b
−

(1 − a)2

2b
= 1 − a +

(1 − a)2

2b
. (9)

On the other hand, we claim that the vector x defined by:

x1 =
1 − a

b
;

x2 = 1 −
1 − a

b
,

is a Nash equilibrium. Observe that q = x1 + x2 = 1, so p(q) = a. Furthermore, ∂+p(q)/∂q = b,
∂−p(q)/∂q = 0. It then follows that (7)-(8) hold for both consumers 1 and 2. Since x1, x2 > 0,
these conditions are sufficient to ensure that x is a Nash equilibrium. Note that the aggregate
surplus at this Nash equilibrium is:

U1(x1) + U2(x2) − C(q) =
1 − a

b
+ a

(

1 −
1 − a

b

)

− a =
(1 − a)2

b
.

Comparing this expression with (9), it is clear that in the limit where b → ∞, the Nash equilibrium
aggregate surplus approaches zero, and the maximal aggregate surplus approaches 1 − a; thus the
ratio of Nash equilibrium aggregate surplus to the maximal aggregate surplus approaches zero. 2

Despite this negative result, we now prove a sequence of results characterizing efficiency loss
in more limited environments. We start with the following theorem, which shows that as long as
the Nash equilibrium is unique and all consumers share the same utility function, the efficiency
loss is no more than 1/(2N +1). We will then use this result to establish bounds on efficiency loss
in several special cases.
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Theorem 3 Suppose that N ≥ 1 consumers share the same utility function Un = U , such that
Assumption 1 holds and U(0) ≥ 0. In addition, suppose that Assumption 2 holds. Suppose also
that the game defined by (Q1, . . . , QN) possesses a unique Nash equilibrium x. If x

S is any
optimal solution to (1)-(2), then:

∑

n

Un(xn) − C

(

∑

n

xn

)

≥

(

2N

2N + 1

)

(

∑

n

Un(xS
n) − C

(

∑

n

xS
n

))

. (10)

Proof. We start with a sequence of three lemmas, which will also be useful in the subsequent
development of this paper. The following lemma lets us assume without loss of generality that
∑

n Un(xS
n) − C(

∑

n xS
n) > 0.

Lemma 4 Suppose that Assumptions 1 and 2 hold. Suppose also that Un(0) ≥ 0 for all n. Fix
any Nash equilibrium x = (x1, . . . , xN) of the game defined by (Q1, . . . , QN), and let x

S be any
optimal solution to (1)-(2). If

∑

n Un(xS
n) − C(

∑

n xS
n) = 0, then

∑

n Un(xn) − C(
∑

n xn) = 0,
i.e., x is also an optimal solution to (1)-(2).

Proof of Lemma. Let q =
∑

n xn, and let qS =
∑

n xS
n . Note that since x is a Nash equilibrium,

for each n we must have Un(xn) − xnp(q) ≥ 0, since otherwise choosing xn = 0 is a profitable
deviation for consumer n. Using the optimality of x

S and the convexity of C, we have:
∑

n

Un(xS
n) − C(qS) ≥

∑

n

Un(xn) − C(q)

≥
∑

n

Un(xn) − qp(q) ≥ 0.

Thus if
∑

n Un(xS
n) − C(qS) = 0, then we must have

∑

n Un(xn) − C(q) = 0 as well. 2

Thus, if
∑

n Un(xS
n) − C(

∑

n xS
n) = 0, the bound (10) trivially holds. We assume with-

out loss of generality, therefore, that
∑

n Un(xS
n) − C(

∑

n xS
n) > 0. Now note that we know

U ′
n(xn) ≥ p(

∑

m xm) for all n with xn > 0, from (8). In the next lemma, we show that if
U ′

n(xn) = p(
∑

m xm) for all n with xn > 0, then (10) trivially holds.

Lemma 5 Suppose that Assumptions 1 and 2 hold. Suppose also that Un(0) ≥ 0 for all n. Fix
any Nash equilibrium x = (x1, . . . , xN) of the game defined by (Q1, . . . , QN), and let x

S be any
optimal solution to (1)-(2). If U ′

n(xn) = p(
∑

m xm) for all n with xn > 0, then x is an optimal
solution to (1)-(2).

On the other hand, if there exists at least one n such that U ′
n(xn) > p(

∑

m xm), then
∑

n U ′
n(xn)xn−

C(
∑

m xm) > 0.

Proof of Lemma. Let q =
∑

n xn, and let qS =
∑

n xS
n . First suppose that x = 0. In this

case we have U ′
n(xn) ≤ p(q) for all n (from (7)); since x = 0, this is a necessary and sufficient

optimality condition for (1)-(2). On the other hand, if xn > 0 for at least one n, and U ′
n(xn) = p(q)

for all n with xn > 0, then x is again an optimal solution to (1)-(2) (since U ′
n(xn) ≤ p(q) for all n

with xn = 0, from (7)).
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On the other hand, suppose that U ′
n(xn) > p(q) for at least one consumer n. Then xn > 0

(from (7)). For all other m 6= n with xm > 0, we know U ′
m(xm) ≥ p(q) (from (8)). Thus we have

∑

n U ′
n(xn)xn > qp(q) ≥ C(q), where the last inequality follows by convexity; so we conclude

∑

n U ′
n(xn)xn − C(q) > 0. 2

In the following lemma, we use linearizations of the utility functions Un to construct a lower
bound on efficiency loss.

Lemma 6 Suppose that Assumptions 1 and 2 hold. Suppose also that Un(0) ≥ 0 for all n. Fix any
quantity vector x ≥ 0, and let x

S be any optimal solution to (1)-(2). Define αn = U ′
n(xn). If:

∑

n

αnxn − C

(

∑

n

xn

)

> 0,

and:
∑

n

Un(xS
n) − C

(

∑

n

xS
n

)

> 0,

then the following inequality holds:
∑

n Un(xn) − C(
∑

n xn)
∑

n Un(xS
n) − C(

∑

n xS
n)

≥

∑

n αnxn − C(
∑

n xn)

maxq≥0 [(maxn αn)q − C(q)]
. (11)

Proof of Lemma. Using concavity, we have:

Un(xS
n) ≤ Un(xn) + U ′

n(xn)(xS
n − xn). (12)

Concavity together with the fact that Un(0) ≥ 0 implies:

Un(xn) − U ′
n(xn)xn ≥ 0.

Furthermore, we have:

∑

n

αnxS
n − C

(

∑

n

xS
n

)

≤ max
q≥0

[

(max
n

αn)q − C(q)
]

,

as well as:

0 <
∑

n

αnxn − C

(

∑

n

xn

)

≤ max
q≥0

[

(max
n

αn)q − C(q)
]

.
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Thus we have, using (12) for the first inequality:
∑

n Un(xn) − C(
∑

n xn)
∑

n Un(xS
n) − C(

∑

n xS
n)

≥

∑

n

(

Un(xn) − αnxn

)

+
∑

n αnxn − C(
∑

n xn)
∑

n

(

Un(xn) − αnxn

)

+
∑

n αnxS
n − C(

∑

n xS
n)

≥

∑

n

(

Un(xn) − αnxn

)

+
∑

n αnxn − C(
∑

n xn)
∑

n

(

Un(xn) − αnxn

)

+ maxq≥0 [(maxn αn)q − C(q)]

≥

∑

n αnxn − C(
∑

n xn)

maxq≥0 [(maxn αn)q − C(q)]
.

This establishes the claim of the lemma. 2

We briefly summarize the assumptions and conclusions to this point. Let q =
∑

n xn, and let
qS =

∑

n xS
n . By symmetry, since Un = U for all n, the unique Nash equilibrium must be given

by xn = q/N for all n. Also by symmetry, we can assume the optimal solution x
S to (1)-(2) is

symmetric, since the objective function (1) is concave. We then have xS
n = qS/N for all n.

Lemma 4 shows that we can assume without loss of generality that
∑

n U(xS
n) − C(qS) > 0;

and Lemma 5 shows that we can assume without loss of generality that U ′(xn) > p(q) for all n,
and that this implies

∑

n U ′(xn)xn − C(q) > 0. In addition, since
∑

n U ′(xn)xn − C(q) > 0, we
must have q > 0.

If we now apply Lemma 6 with α = U ′(xn) = U ′(q/N), we have:
∑

n U(xn) − C(q)
∑

n U(xS
n) − C(qS)

≥
αq − C(q)

maxq≥0 [αq − C(q)]
.

We will compute the worst case value of the right hand side over all possible choices of C, under
which x is a Nash equilibrium with xn = q/N and α = U ′(xn).

We now argue as follows. Define a new price function p(q) according to:

p(q) =















p(q), q ≤ q;

p(q) +
(α − p(q))N

q
(q − q), q ≥ q.

(13)

(See Figure 1 for an illustration.) Define C(q) =
∫ q

0
p(z) dz. Note that since α > p(q) and

q > 0, p and C satisfy Assumption 2. It is also straightforward to check that the maximum
maxq≥0[αq − C(q)] is achieved when p(q) = α, i.e., when q = q + q/N ; and furthermore, it is
straightforward to check that at this value of q we have αq −C(q) = (α− p(q))(q + q/(2N)). On
the other hand, αq − C(q) = (α − p(q))q. Thus we have:

αq − C(q)

maxq≥0

[

αq − C(q)
] =

2N

2N + 1
.
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Figure 1: Proof of Theorem 3: Given a price function p (solid line) and total Nash equilibrium
quantity q, a new price function p (dashed line) is defined according to (13).

To complete the proof of the theorem, therefore, it suffices to show that:

αq − C(q)

maxq≥0 [αq − C(q)]
≥

αq − C(q)

maxq≥0

[

αq − C(q)
] .

Let q∗ be an optimal solution to the maximization maxq≥0[αq − C(q)]. Note that we will have
α ≤ p(q∗). On the other hand, we have assumed that α = U ′(xn) > p(q). Thus we must have
p(q) < p(q∗), i.e., q < q∗.

To complete the proof, we define an intermediate price function p̂(q) as follows:

p̂(q) =

{

p(q), q ≤ q;
p(q), q ≥ q.

Define Ĉ(q) =
∫ q

0
p̂(z) dz; then it is straightforward to check that p̂ satisfies Assumption 2.

Since p is nondecreasing (Assumption 2), we have p(q) ≤ p(q) for q ≤ q; and thus if we define
∆ = Ĉ(q) − C(q), then ∆ ≥ 0. Furthermore, since we have already shown that q∗ > q, we
have Ĉ(q∗) = C(q∗) + ∆. Because α > p(q), we have 0 < αq − qp(q) = αq − Ĉ(q) ≤
αq∗ − Ĉ(q∗) (where the latter inequality follows since q∗ is also seen to be an optimal solution to

10



maxq≥0[αq − Ĉ(q)]). Thus we have:

αq − C(q)

αq∗ − C(q∗)
≥

αq − C(q) − ∆

αq∗ − C(q∗) − ∆

=
αq − Ĉ(q)

αq∗ − Ĉ(q∗)
. (14)

We now observe that Ĉ(q) = qp(q) = C(q), so the numerator in the last expression is αq− Ĉ(q) =
αq − C(q). On the other hand, from (8) it follows that:

α = U ′
( q

N

)

≤ p(q) +
q

N
·
∂+p(q)

∂q
. (15)

Rearranging, we conclude that:

∂+p(q)

∂q
=

(α − p(q))N

q
≤

∂+p(q)

∂q
=

∂+p̂(q)

∂q
. (16)

Thus since p̂ is convex, we have p̂(q) ≥ p(q) for q ≥ q; on the other hand, we have p̂(q) = p(q)
for q ≤ q. Since q∗ > q, we have Ĉ(q∗) ≥ C(q∗), so that αq∗ − Ĉ(q∗) ≤ αq∗ − C(q∗) ≤
maxq≥0(αq − C(q)). Combining this inequality with (14) yields:

αq − C(q)

αq∗ − C(q∗)
≥

αq − C(q)

maxq≥0

(

αq − C(q)
) =

2N

2N + 1
,

as required. 2

The preceding theorem can be used to yield bounds on efficiency loss in several special cases.
We start with the following corollary, where all consumers share the same linear utility function.

Corollary 7 Suppose that N ≥ 1 consumers share the same linear utility function Un(xn) = αxn,
where α > 0; in addition, suppose that Assumption 2 holds. If x

S is an optimal solution to (1)-(2),
and x is a Nash equilibrium of the game defined by (Q1, . . . , QN), then:

∑

n

Un(xn) − C

(

∑

n

xn

)

≥

(

2N

2N + 1

)

(

∑

n

Un(xS
n) − C

(

∑

n

xS
n

))

. (17)

Proof. The proof follows the proof of Theorem 3, except that the Nash equilibrium may not be
unique. The only step which requires modification is the derivation of (15)-(16), which relied on
symmetry of the Nash equilibrium.

We argue as follows. Let x be any Nash equilibrium, and let q =
∑

n xn. By Lemma 5, we can
again assume without loss of generality that αq − C(q) > 0. This implies in turn that q > 0. Now
recall the optimality condition (7) for each consumer n:

α ≤ p(q) + xn

∂+p(q)

∂q
.

11



If we consider a consumer n such that xn ≤ q/N (at least one such consumer exists), then the
preceding inequality together with the fact that q > 0 implies:

(α − p(q))N

q
≤

∂+p(q)

∂q
.

This establishes (16), and the remainder of the proof of Theorem 3 follows. 2

Theorem 3 is useful in settings where uniqueness of the Nash equilibrium can be guaranteed.
We now apply Theorem 3 in two special cases: first, a Cournot monopsony, where only one con-
sumer is purchasing a scarce resource; and second, a Cournot oligopsony where all consumers
share the same utility function, and the price function is differentiable.

Corollary 8 Suppose that there is a single consumer (i.e., N = 1), with a utility function U
such that Assumption 1 holds; in addition, suppose that Assumption 2 holds. Suppose also that
U(0) ≥ 0. If xS solves (1)-(2), and x maximizes U(x) − xp(x) over x ≥ 0, then:

U(x) − C(x) ≥

(

2

3

)

(

U(xS) − C(xS)
)

. (18)

This bound is tight, i.e., there exists a choice of U and C such that (18) holds with equality.

Proof. The proof relies on the following lemma.

Lemma 9 Suppose that there is a single consumer (i.e., N = 1), with a utility function U such
that Assumption 1 holds; in addition, suppose that Assumption 2 holds. Then at least one of
the following holds: either (1) all optimal solutions to maxx≥0[U(x) − xp(x)] are also optimal
solutions to (1)-(2); or (2) there exists a unique optimal solution to maxx≥0[U(x) − xp(x)].

Proof of Lemma. Suppose there exist x, x̂ ∈ arg maxx≥0[U(x) − xp(x)] such that x 6= x̂.
Assume without loss of generality that x < x̂; note that this implies x̂ > 0. By concavity, we
have U ′(x̂) ≤ U(x). By (7), we have U ′(x) ≤ p(x) + x∂+p(x)/∂q. Since p is nondecreasing and
convex, and x < x̂, we have p(x) + x∂+p(x)/∂q ≤ p(x̂) + x̂∂−p(x̂)/∂q. Finally, from (8), we
have p(x̂) + x̂∂−p(x̂)/∂q ≤ U ′(x̂). Combining these inequalities, we have:

U ′(x̂) ≤ U(x) ≤ p(x) + x
∂+p(x)

∂q
≤ p(x̂) + x̂

∂−p(x̂)

∂q
≤ U ′(x̂).

Thus equality must hold throughout; since x < x̂, this is only possible if p(x) = p(x̂) and
∂+p(x)/∂x = ∂−p(x̂)/∂x = 0. Thus U ′(x) = p(x) and U ′(x̂) = p(x̂), so that both x and x̂
are optimal solutions to (1)-(2), as required. 2

If all optimal solutions to maxx≥0[U(x) − xp(x)] are also optimal solutions to (1)-(2), then
the bound (18) trivially holds. On the other hand, if there exists a unique optimal solution to
maxx≥0[U(x) − xp(x)], then we can apply Theorem 3 to conclude that (18) holds.

12



Finally, to see that the bound is tight, let U(x) = x, and let p(q) = (q − 1)+ (i.e., p(q) = 0 for
0 ≤ q ≤ 1, and p(q) = q − 1 for q ≥ 1); thus C(q) = 0 if 0 ≤ q ≤ 1, and C(q) = (q − 1)2/2
if q ≥ 1. Then it is straightforward to verify that x = 1 is the unique optimal solution to
maxx≥0[U(x) − xp(x)], while xS = 2 is an optimal solution to (1)-(2). Furthermore, we have
U(x) − C(x) = 1, while U(xS) − C(xS) = 3/2, matching the bound (18). 2

The preceding corollary considered a single consumer. We now consider a model consisting of
multiple consumers who share the same utility function.

Corollary 10 Suppose that N ≥ 1 consumers share the same utility function Un = U , such that
Assumption 1 holds; in addition, suppose that Assumption 2 holds, and that p is differentiable.
Suppose also that U(0) ≥ 0. If x

S is an optimal solution to (1)-(2), and x is a Nash equilibrium
of the game defined by (Q1, . . . , QN), then:

∑

n

Un(xn) − C

(

∑

n

xn

)

≥

(

2N

2N + 1

)

(

∑

n

Un(xS
n) − C

(

∑

n

xS
n

))

. (19)

Proof. The proof relies on the following lemma.

Lemma 11 Suppose that Assumptions 1 and 2 hold, and that p is differentiable. Then at least one
of the following holds: either (1) all Nash equilibria of the game defined by (Q1, . . . , QN) are also
optimal solutions to (1)-(2); or (2) there exists a unique Nash equilibrium of the game defined by
(Q1, . . . , QN).

Proof of Lemma. The proof is similar to the proof of Lemma 9. Let x and x̂ be two Nash
equilibria such that x 6= x̂, and let q =

∑

n xn, and q̂ =
∑

n x̂n. Assume without loss of generality
that q ≤ q̂. Since x 6= x̂, then there must exist a consumer n such that xn < x̂n; in particular, x̂n >
0. In this case, we have U ′

n(x̂n) ≤ U ′
n(xn) by concavity. By (7) we have U ′

n(xn) ≤ p(q) + xnp′(q).
Since p is nondecreasing and convex, q ≤ q̂, and xn < x̂n, we have p(q)+xnp

′(q) ≤ p(q̂)+x̂np
′(q̂).

Since x̂n > 0, by (7)-(8) we have p(q̂) + x̂np
′(q̂) = U ′

n(x̂n). Combining these relations yields:

U ′
n(x̂n) ≤ U ′

n(xn) ≤ p(q) + xnp
′(q) ≤ p(q̂) + x̂np′(q̂) = U ′

n(x̂n).

Thus equality must hold throughout; since xn < x̂n, this is only possible if p(q) = p(q̂), and
p′(q) = p′(q̂) = 0. In this case (7)-(8) imply that for all m, we have U ′

m(xm) = p(q) if xm > 0,
and U ′

m(xm) ≤ p(q) if xm = 0; similarly, U ′
m(x̂m) = p(q̂) if x̂m > 0, and U ′

m(x̂m) ≤ p(q̂) if
x̂m = 0. These are precisely the optimality conditions for (1)-(2), so we conclude that both x and
x̂ are optimal solutions to (1)-(2), as required. 2

If all Nash equilibria are also optimal solutions to (1)-(2), then the bound (19) trivially holds.
On the other hand, if there exists a unique Nash equilibrium, then we can apply Theorem 3 to
conclude that (19) holds. 2

We note that Lemma 11 did not require all consumers to have the same utility function, and
thus holds for any game where the price function p is differentiable. We also note that although
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a tightness result is not claimed in the preceding corollary, such a result may be established by
considering a limit of differentiable price functions which approach the worst case price function
p defined in the proof of Theorem 3. However, defining such price functions requires additional
technical complexity, and does not yield additional insight; thus the argument is omitted.

Note that Corollary 10 also yields a competitive limit theorem [17], since as N → ∞ the
efficiency loss approaches zero. Indeed, this result is to be expected, since the consumers are
assumed to be identical; thus in the limit of many consumers no single consumer should have a
significant impact on the market-clearing price.

Corollaries 7, 8, and 10 present bounds on efficiency loss under various restrictions on util-
ity functions and the price function p. Although we have assumed differentiability of the utility
function, this assumption is not essential, as previously discussed; it only eases presentation of
the technical arguments. By contrast, differentiability of the price function p is essential to the
proof of Corollary 10. In particular, in considering the statements of Corollaries 7, 8, and 10, one
might expect a more general result to hold: if N consumers share the same utility function U and
Assumption 1 is satisfied, and the price function p satisfies Assumption 2 (but is not necessarily
differentiable), then the efficiency loss is no more than 1/(2N + 1) when consumers are price
anticipating. Such a result would be a generalization of Corollaries 7, 8, and 10.

However, the efficiency loss can be arbitrarily high if the price function is not differentiable,
even if all consumers share the same utility function. The main reason for this negative result is
that when the price function is not differentiable, there may exist highly inefficient Nash equilibria
which are not symmetric among the players. We present an example here of such a situation.

Example 2 Let the number of consumers be N > 1, and let the price function be p(q) = (q−1)+.
Let C(q) =

∫ q

0
p(z) dz be the associated cost function; note that p and C satisfy Assumption 2.

Define α = 1/N 2 and x̂ = (α + 1)/N . We then define the piecewise linear utility function U as
follows:

U(x) =

{

αx, if x ≤ x̂;
αx̂, if x ≥ x̂.

Then U is concave and continuous. Note that U is not differentiable, but as discussed above, this
feature is inessential to the argument; a similar example can be constructed with a differentiable
utility function U , at considerably higher technical expense.

We now claim that if xS
n = x̂ for all n, then x

S is a solution to (1)-(2). To see this, note that
qS =

∑

n xS
n = Nx̂ = α + 1; and thus p(qS) = α. On the other hand, we have:

∂+U(xS
n)

∂xn

=
∂+U(x̂)

∂x
= 0 < α = p(qS);

∂−U(xS
n)

∂xn

=
∂−U(x̂)

∂x
= α = p(qS).

These are necessary and sufficient optimality conditions for x
S to be a solution to (1)-(2), as

required. Note that the aggregate surplus at this solution is
∑

n U(xS
n)−C(qS) = Nαx̂− α2/2 =

α2/2 + α.
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Next, let xn = α for n = 2, . . . , N , and d1 = 1 − (N − 1)α. Note that q =
∑

n xn = 1, and
thus p(q) = 0 and:

∂−p(q)

∂q
= 0;

∂+p(q)

∂q
= 1.

We claim x is a Nash equilibrium; note that x is not symmetric among the players. Using the
definitions of x̂ and α, it is straightforward to establish that 0 < α < x̂ < 1− (N − 1)α as long as
N > 1. Thus, in particular, U is differentiable at xn for all n, and U ′(x1) = 0, while U ′(xn) = α.
Now we observe that:

p(q) + x1

∂−p(q)

∂q
= 0 = U ′(x1) < 1 − (N − 1)α = p(q) + x1

∂+p(q)

∂q
;

p(q) + x1

∂−p(q)

∂q
= 0 < U ′(xn) = α = p(q) + x1

∂+p(q)

∂q
, n = 2, . . . , N.

Thus, the sufficient conditions (7)-(8) are satisfied, so we conclude x is a Nash equilibrium. At
this Nash equilibrium, the aggregate surplus is

∑

n U(xn) − C(q) = αx̂ + (N − 1)α2. If we now
substitute α = 1/N 2 and x̂ = (α + 1)/N = 1/N 3 + 1/N , the ratio of Nash equilibrium aggregate
surplus to the maximal aggregate surplus reduces to:

1/N5 + 1/N 3 + (N − 1)/N 4

1/(2N 4) + 1/N 2
.

As N → ∞, the preceding ratio approaches zero. 2

The preceding example highlights an important issue in market modeling: results on the perfor-
mance of the market can be very sensitive under assumptions of symmetry among the participants.
In particular, one might expect that little difference exists in market performance whether the price
function is differentiable or not; nevertheless, the preceding example shows that efficiency loss can
become arbitrarily high if the price function is not differentiable.

To avoid such singular effects, we now search instead for a result that holds regardless of the
utility functions of the consumers. Of course, such a result cannot hold for all price functions.
In particular, we prove in the following theorem that if the price function is affine, the resulting
efficiency loss is no more than 1/3 of the maximal aggregate surplus, regardless of the utility
functions of the consumers.

Theorem 12 Suppose that Assumption 1 holds, and that p(q) = aq + b for some a > 0, b ≥
0. Suppose also that Un(0) ≥ 0 for all n. If x

S is any solution to (1)-(2), and x is any Nash
equilibrium of the game defined by (Q1, . . . , QN ), then:

∑

n

Un(xn) − C

(

∑

n

xn

)

≥

(

2

3

)

(

∑

n

Un(xS
n) − C

(

∑

n

xS
n

))

. (20)
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Furthermore, this bound is tight: for every a > 0, b ≥ 0, and δ > 0, there exists a choice of N and
a choice of (linear) utility functions Un, n = 1, . . . , N , such that a Nash equilibrium x exists with:

∑

n

Un(xn) − C

(

∑

n

xn

)

≤

(

2

3
+ δ

)

(

∑

n

Un(xS
n) − C

(

∑

n

xS
n

))

. (21)

Proof. The proof follows in two steps. Using Lemma 6, we first show that the worst case occurs
when the utility functions of the consumers are linear. We then optimize over all games with linear
utility functions to determine the worst case efficiency loss.

Let x be a Nash equilibrium. As in the proof of Theorem 3, using Lemmas 4 and 5 we
can assume without loss of generality that

∑

n Un(xS
n) − C(

∑

n xS
n) > 0 and

∑

n U ′
n(xn)xn −

C(
∑

n xn) > 0. If we replace the utility function Un by Un for each n, where Un(xn) =
(U ′

n(xn))xn, then x continues to be a Nash equilibrium, since the optimality conditions (7)-(8)
still hold. Applying Lemma 6, therefore, we see that the ratio of Nash equilibrium aggregate
surplus to the maximal aggregate surplus can only be reduced if we replace Un by Un for all n.

Thus we assume without loss of generality that the utility functions of all consumers are linear,
i.e., Un(xn) = αnxn. Since we have assumed

∑

n αnxn − C(
∑

n xn) > 0, we know that αn > 0
for at least one n. Thus, by replacing αn by αn/(maxm αm), and C(·) by C(·)/(maxn αn), we can
also assume without loss of generality that maxn αn = 1. Furthermore, by relabeling if necessary,
we can assume that α1 = 1. Note that after rescaling, the new price function p is still affine but
may have a different slope.

Since we have restricted attention to settings where
∑

n αnxn − C(
∑

n xn) > 0, we must also
have

∑

n xn > 0. Thus, from (8) and the fact that maxn αn = 1 we must have 1 > p(q) = aq + b;
in particular, this implies that b < 1.

We start by computing the maximal aggregate surplus under these assumptions. Since the price
function is p(q) = aq + b, the maximal aggregate surplus is achieved when p(qS) = 1, i.e., when
qS = (1 − b)/a; this quantity is entirely allocated to consumer 1. The maximal aggregate surplus
is thus:

1 − b

a
−

(1 − b)2

2a
−

b(1 − b)

a
=

(1 − b)2

2a
.

Since the maximal aggregate surplus is fixed as (1−b)2/(2a), by (7)-(8) the worst case game is
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identified by solving the following optimization problem (with unknowns x1, . . . , xn, α1, . . . , αn, q):

minimize
N
∑

n=1

αnxn − C(q) (22)

subject to αn ≤ p(q) + xnp
′(q), n = 1, . . . , N ; (23)

αn ≥ p(q) + xnp
′(q), if xn > 0, n = 1, . . . , N ; (24)

N
∑

n=1

xn = q; (25)

α1 = 1; (26)
0 ≤ αn ≤ 1, n = 2, . . . , N ; (27)
xn ≥ 0, n = 1, . . . , N. (28)

The objective function is the aggregate surplus associated with a Nash equilibrium allocation x.
The conditions (23)-(24) are equivalent to the Nash equilibrium conditions established in (7)-(8).
The constraint (25) ensures that the total allocation made at the Nash equilibrium is equal to q. The
constraints (26)-(27) follow since we have restricted without loss of generality to games where
α1 = maxn αn = 1. The constraint (28) ensures the quantity allocated to each consumer is
nonnegative.

We start by assuming that q > 0 is fixed, and optimize only over x and α. In this case, we start
by noting that we may assume without loss of generality that αn = p(q)+xnp

′(q) for all consumers
n = 2, . . . , N . Indeed, if (α,x) is a feasible solution and xn > 0 for some n = 2, . . . , N , then
(23)-(24) imply that αn = p(q) + xnp′(q). On the other hand, if xn = 0 for some n = 2, . . . , N ,
we can set αn = p(q) = aq + b; this preserves feasibility, but does not impact the term αnxn in the
objective function (22). We can therefore restrict attention to feasible solutions for which:

αn = p(q) + xnp
′(q) = aq + b + axn, n = 2, . . . , N. (29)

Having done so, observe that the constraint (27) that αn ≤ 1 may be written as:

xn ≤
1 − aq − b

a
, n = 2, . . . , N.

Finally, the constraint (27) that αn ≥ 0 becomes redundant, as it is guaranteed by the fact that
a > 0, b ≥ 0, and q > 0.

It follows from (27) together with (22)-(23) that a candidate solution satisfying (25) can only
exist if x1 > 0, in which case we have 1 = p(q) + x1p

′(q) = aq + b + ax1, so that x1 =
(1 − aq − b)/a. In particular, we conclude immediately that for a feasible solution to exist, we
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must have 0 < (1 − aq − b)/a ≤ q. This yields the following reduced optimization problem:

minimize
1 − aq − b

a
+

N
∑

n=2

(aq + b + axn)xn − C(q) (30)

subject to
N
∑

n=2

xn = q −
1 − aq − b

a
; (31)

xn ≤
1 − aq − b

a
, n = 2, . . . , N ; (32)

xn ≥ 0, n = 2, . . . , N. (33)

The objective function (30) is equivalent to (22) upon substitution for αn (assuming equality in
(24)) and x1 (also by requiring equality in (24)). The constraint (31) is equivalent to the allocation
constraint (25); and the constraint (32) ensures αn ≤ 1, as required in (27).

For fixed q > 0, the resulting problem is symmetric in the quantities xn for n = 2, . . . , N . It is
clear that a feasible solution exists if and only if:

q

N
≤

1 − aq − b

a
≤ q. (34)

In this case the following symmetric solution is feasible:

xn =
q − (1 − aq − b)/a

N − 1
.

Furthermore, since the objective function (30) is strictly convex, this symmetric solution must in
fact be optimal. If we substitute in the objective function (30), the resulting optimal value is strictly
decreasing as N increases; the worst case occurs as N → ∞, and the optimal objective value (30)
becomes:

1 − aq − b

a
+(aq+b)

(

q −
1 − aq − b

a

)

−C(q) =
1 − b

a
−q+(aq+b)

(

2q −
1 − b

a

)

−
aq2

2
−bq.

Furthermore, the feasibility requirements (34) on a, b, and q become 0 < (1 − aq − b)/a ≤ q, or
upon rearranging, (1 − b)/2 ≤ aq < 1 − b.

Until now we have kept the price function and the total quantity q fixed, and found the worst
case game. We now optimize over all possible choices of price function p (i.e., over a > 0 and
b ≥ 0), as well as over possible Nash equilibrium quantities (i.e., over q > 0). Recall that the
maximal aggregate surplus is (1−b)2/(2a). Thus, the worst case ratio is identified by the following
optimization problem over q, a, and b:

minimize
(1 − b)/a − q + (aq + b) (2q − (1 − b)/a) − aq2/2 − bq

(1 − b)2/(2a)

subject to (1 − b)/2 ≤ aq ≤ 1 − b, a > 0, b ≥ 0, q > 0.
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If we divide numerator and denominator of the objective function by q, and let a = aq, then this
problem becomes equivalent to the following problem:

minimize
(1 − b)/a − 1 + (a + b) (2 − (1 − b)/a) − a/2 − b

(1 − b)2/(2a)

subject to (1 − b)/2 ≤ a ≤ 1 − b, a > 0, b ≥ 0.

By substituting x = a/(1−b) and differentiating, it is straightforward to establish that the minimum
value of this optimization problem occurs at any pair a and b satisfying the constraints, such that
a/(1−b) = 2/3. One such pair is given by a = 1/3, and b = 0. At any such solution, the minimum
objective value is equal to 2/3. This establishes (20).

We now show (21), for a fixed price function p(q) = aq + b with a > 0 and b ≥ 0. To see this,
choose the utility functions so that:

U1(x1) =

(

3a

2
+ b

)

x1;

Un(xn) =

(

a + b +
a

2(N − 1)

)

xn, n = 2, . . . , N.

Let x = 1/(2(N − 1)). It is then straightforward to check that for sufficiently large N , if x1 = 1/2
and xn = x for n = 2, . . . , N , the allocation x is a Nash equilibrium. Furthermore, the maximum
aggregate surplus is achieved by choosing qS so that 3a/2 + b = p(qS) = aqS + b, so qS = 3/2,
xS

1 = qS = 3/2, and xS
n = 0 for n = 2, . . . , N . Thus the ratio of Nash equilibrium aggregate

surplus to maximal aggregate surplus is:

(3a/2 + b)(1/2) + (a + b + ax)(1/2) − a/2 − b

(3a/2 + b)(3/2) − (a/2)(3/2)2 − b(3/2)
=

3/2 + x

9/4
.

Now as N → ∞, this ratio approaches 2/3, as required. 2

Note that while the first part of the proof makes it appear as if the worst case occurs when the
price function satisfies a/(1 − b) = 2/3, in fact by an appropriate choice of utility functions the
worst case efficiency loss is always exactly 1/3 for any affine price function.

3 Cournot Oligopoly
In this section, we will consider a game where multiple producers compete to satisfy demand
for a single good, and where the strategies of the producers are their desired output quantities;
such games are known as Cournot oligopolies. We will find that in general Cournot oligopolies
can yield arbitrarily high efficiency loss, though we will also establish bounds on efficiency loss
for several special cases of interest. Our main technique is to establish a corresponding Cournot
oligopsony model for any Cournot oligopoly model. While such correspondences are typical be-
tween oligopoly and oligopsony models, we choose our correspondence carefully to ensure that
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aggregate surplus values, efficient allocations, and Nash equilibria are unchanged between the two
models; this allows derivation of efficiency loss results as simple analogues of all the main results
of Section 2.

Formally, we consider the following model. We assume that N producers compete to satisfy
the demand for a single good. We assume that each producer n has a cost function Cn which
gives the cost of production as a function of the amount produced. We also assume that producing
q units of output yields an aggregate utility to the consumers of U(q). We make the following
assumptions.

Assumption 3 For each n, over the domain xn ≥ 0 the cost function Cn(xn) is convex, nonde-
creasing, and continuously differentiable (where we interpret C ′

n(0) as the right directional deriva-
tive of Cn at 0). In addition, Cn(0) = 0.

Assumption 4 There exists a continuous, nonincreasing function p(q) over q ≥ 0 such that for
q ≥ 0:

U(q) =

∫ q

0

p(z)dz.

The function p(q) has the following properties:

1. p(0) > 0;

2. p(q) is concave with finite directional derivatives for q ≥ 0; and

3. p(q) → −∞ as q → ∞.

Thus U(q) is concave. We let qmax > 0 denote the unique quantity at which p(qmax) = 0.

We use U(q) to characterize the aggregate utility of the consumers. We restrict attention to the
setting where the marginal utility p(q) = U ′(q) (i.e., the inverse demand curve) is concave and
decreasing, from p(0) > 0 to p(qmax) = 0. In general in oligopoly models, the inverse demand
curve is either undefined for q ≥ qmax, or defined as p(q) = 0 for q ≥ qmax. These formulations
have the undesirable feature that the inverse demand curve p is not necessarily globally concave
after such a transformation. For analytical simplicity, therefore, we have allowed p to become
negative after qmax (cf. Condition 3 in Assumption 4). We make this assumption essentially without
loss of generality: the revenue to producers would be zero at any aggregate production quantity
q ≥ qmax, so that in considering either fully efficient production vectors or Nash equilibria it is
straightforward to check that we can restrict attention to vectors x such that

∑

n xn ≤ qmax. In
particular, all the efficiency loss results of this section continue to hold for a model where we define
p(q) = 0 for q ≥ qmax.

We note that Assumption 4 implies several basic facts about both p and U . Since p(0) > 0
while p(qmax) = 0, p is strictly decreasing and negative for q ≥ qmax. Thus U(q) is strictly
decreasing for q > qmax.

We assume that both utility and cost are measured in monetary units, so that an efficient allo-
cation is characterized by solving the following optimization problem:
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maximize U

(

∑

n

xn

)

−
∑

n

Cn(xn) (35)

subject to xn ≥ 0, n = 1, . . . , N. (36)

As before, the objective function (35) is the aggregate surplus. Since U(q) is strictly decreasing
for q > qmax and the objective function is continuous, it follows that an optimal solution exists; in
fact, we may conclude any optimal solution x

S satisfies
∑

n xS
n ≤ qmax.

We now consider the following pricing scheme. Each producer n chooses a desired output
quantity xn, and a single price µ(x) = p(

∑

n xn) is chosen. We first assume that given a price
µ > 0, producer n chooses xn to maximize:

Rn(xn; µ) = µxn − Cn(xn). (37)

Note that each producer acts as a price taker; since we are employing marginal utility pricing (i.e.,
since µ(x) = p(

∑

n xn)), we again expect that price taking producers will maximize aggregate
surplus at a competitive equilibrium. This is formalized in the following proposition, a special
case of the first fundamental theorem of welfare economics [17].

Proposition 13 Suppose Assumptions 3 and 4 hold. There exists a competitive equilibrium, that
is, a vector x and a scalar µ ≥ 0 such that µ = p(

∑

n xn), and:

Rn(xn; µ) = max
xn≥0

Rn(xn; µ), n = 1, . . . , N. (38)

Any such vector x solves (35)-(36). If the functions Cn are strictly convex, such a vector x is
unique as well.

Proposition 13 shows that with marginal utility pricing, and if the producers behave as price
takers, there exists a vector of quantities x where all producers have optimally chosen their xn,
with respect to the given price µ = p(

∑

n xn); and at this “equilibrium,” the aggregate surplus
is maximized. However, when the price taking assumption is violated, the model changes into a
game and the guarantee of Proposition 13 is no longer valid.

Consider, then, an alternative model where the producers are price anticipating, rather than
price taking, and play a Cournot game. We use the notation x−n to denote the vector of all quan-
tities chosen by producers other than n; i.e., x−n = (x1, x2, . . . , xn−1, xn+1, . . . , xn). Then given
x−n, each producer n chooses xn ≥ 0 to maximize:

Tn(xn; x−n) = xnp

(

∑

m

xm

)

− Cn(xn). (39)

The payoff function Tn is similar to the payoff function Rn, except that the producer now antici-
pates that the price will be set according to p(

∑

m xm). A Nash equilibrium of the game defined
by (T1, . . . , TN ) is a vector x ≥ 0 such that for all n:

Tn(xn; x−n) ≥ Tn(xn; x−n), for all xn ≥ 0. (40)

21



It is straightforward to show that a Nash equilibrium exists for this game, using techniques sim-
ilar to the proof of Proposition 2; see also [18] for more general conditions guaranteeing existence
of Nash equilibria.

Proposition 14 Suppose that Assumptions 3 and 4 hold. Then there exists a Nash equilibrium x

for the game defined by (T1, . . . , TN). Furthermore, any Nash equilibrium x satisfies
∑

n xn ≤
qmax.

Proof. The proof is nearly identical to the proof of Proposition 2, so we omit the details. We
only check that

∑

n xn ≤ qmax for any Nash equilibrium x. If not, consider a producer n with
xn > 0; the payoff Tn(xn; x−n) to this producer is negative. On the other hand, this producer can
guarantee a payoff of zero by choosing xn = 0. Thus x could not have been a Nash equilibrium, a
contradiction. 2

Since we have assumed p is concave and nonincreasing, it is straightforward to verify that the
payoff Tn of each producer n is concave in the strategy xn. Thus a vector x is a Nash equilibrium
if and only if the following optimality conditions hold for each n, with q =

∑

n xn:

C ′
n(xn) ≥ p(q) + xn

∂+p(q)

∂q
; (41)

C ′
n(xn) ≤ p(q) + xn

∂−p(q)

∂q
, if xn > 0. (42)

We will now use these conditions to analyze the efficiency loss when producers are price anticipat-
ing. We first show in the following example that, in general, the efficiency loss may be arbitrarily
high.

Example 3 Fix a > 1 and b > a − 1, and consider a price function p defined as follows:

p(q) =

{

a, 0 ≤ q ≤ 1;
a − b(q − 1), q ≥ 1.

Thus qmax = 1 + a/b. Note that this yields:

U(q) =







aq, 0 ≤ q ≤ 1;

aq − 1

2
b(q − 1)2, q ≥ 1.

We consider a game with N = 2 producers where C1(x1) = x1, and C2(x2) = ax2. In this case,
since a > 1, note that aggregate surplus is maximized when p(q) = 1, i.e., when q = 1+(a−1)/b;
and furthermore, this quantity should be produced entirely by producer 1. Thus the maximal
aggregate surplus is U(q) − C1(q), or:

a

(

1 +
a − 1

b

)

−
1

2
b

(

a − 1

b

)2

− 1 −
a − 1

b
= a − 1 +

(a − 1)2

2b
. (43)
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On the other hand, we claim that the vector x defined by:

x1 =
a − 1

b
;

x2 = 1 −
a − 1

b
,

is a Nash equilibrium. Observe that q = x1 +x2 = 1, so p(q) = a. Furthermore, ∂+p(q)/∂q = −b,
∂−p(q)/∂q = 0. It then follows that (41)-(42) are satisfied by both producers 1 and 2. Since b > 0,
these conditions are sufficient to ensure that x is a Nash equilibrium. Note that the aggregate
surplus at this Nash equilibrium is U(q) − C1(x1) − C2(x2), or:

a −
a − 1

b
− a

(

1 −
a − 1

b

)

=
(a − 1)2

b
.

Comparing this expression with (43), it is clear that in the limit where b → ∞, the Nash equilibrium
aggregate surplus approaches zero, and the maximal aggregate surplus approaches a − 1; thus the
ratio of Nash equilibrium aggregate surplus to the maximal aggregate surplus approaches zero. 2

As expected, the preceding example appears “symmetric” to Example 1. Indeed, we expect a
general correspondence between a given model of oligopoly, and an appropriately defined model
of oligopsony. In the remainder of this section, we formally establish this correspondence; we
then exploit it to directly establish results on efficiency loss for Cournot oligopoly, from the re-
sults already proven for Cournot oligopsony. Although such correspondences are common, the
key difficulty in the present development is that we must ensure aggregate surplus, efficient allo-
cations, and Nash equilibria remain unchanged between an oligopoly model and its corresponding
oligopsony model.

The following theorem is the main result in this development.

Theorem 15 Suppose that Assumptions 3 and 4 hold. Define the constant Γ ≥ 0 according to:

Γ = max {p(0), C ′
1(qmax), . . . , C

′
N(qmax)} . (44)

For each n, define:

Û ′
n(xn) =

{

Γ − C ′
n(xn), if 0 ≤ xn ≤ qmax;

Γ − C ′
n(qmax), if xn > qmax.

(45)

Define the associated utility function Ûn(xn) =
∫ xn

0
Û ′

n(z)dz. In addition, define a new price
function p̂ according to:

p̂(q) = Γ − p(q). (46)

Define an associated cost function Ĉ(q) =
∫ q

0
p̂(z) dz. Then:

1. Assumption 1 is satisfied by (Û1, . . . , ÛN); and Assumption 2 is satisfied by p̂ and Ĉ.
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2. For any vector x ≥ 0 such that xn ≤ qmax for all n, there holds:

U

(

∑

n

xn

)

−
∑

n

Cn(xn) =
∑

n

Ûn(xn) − Ĉ

(

∑

n

xn

)

, (47)

as well as:

Tn(xn; x−n) = xnp

(

∑

m

xm

)

−Cn(xn) = Ûn(xn)−xnp̂

(

∑

m

xm

)

= Qn(xn; x−n). (48)

3. A vector x
S solves (1)-(2) with utility functions Û1, . . . , ÛN and cost function Ĉ if and only

if x
S solves (35)-(36).

4. A vector x is a Nash equilibrium of the game defined by (T1, . . . , TN) if and only if x is a
Nash equilibrium of the game defined by (Q1, . . . , QN ) when the utility function of consumer
n is Ûn and the cost function is Ĉ.

Proof. We prove each of the four claims of the theorem in four separate steps.

Proof of Claim 1. Because Cn is continuously differentiable and convex for each n, we con-
clude that Û ′

n is continuous and nonincreasing for each n. Furthermore, by definition of Γ, we have
Û ′

n(xn) ≥ 0 for all xn. Thus Assumption 1 is satisfied by (Û1, . . . , ÛN).
Next, observe that p̂(0) = Γ − p(0) ≥ 0; and since p(q) is continuous, concave, and nonin-

creasing, p̂(q) is continuous, convex, and nondecreasing. Finally, since p(q) → −∞ as q → ∞,
we conclude p̂(q) → ∞ as q → ∞. Thus Assumption 2 is satisfied by p̂ and Ĉ.

Proof of Claim 2. Suppose we are given a vector x such that xn ≤ qmax for all n. Let q =
∑

n xn. We argue as follows:

U(q) =

∫ q

0

p(z) dz

= Γq −

∫ q

0

p̂(z) dz

= Γq − Ĉ(q).

Similarly, since xn ≤ qmax and Cn(0) = 0 for each n, we have:

Cn(xn) =

∫ xn

0

C ′
n(z) dz

= Γxn −

∫ xn

0

Û ′
n(z) dz

= Γxn − Ûn(xn).
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Finally, since p̂(q) = Γ − p(q), we have:

xnp(q) = Γxn − xnp̂(q).

Thus we have:
U(q) −

∑

n

Cn(xn) =
∑

n

Ûn(xn) − Ĉ(q),

as well as:
xnp(q) − Cn(xn) = Ûn(xn) − xnp̂(q).

Proof of Claim 3. We already know that any optimal solution x
S to (35)-(36) must satisfy

∑

n xn ≤ qmax. In light of (47), therefore, to establish Claim 3 it suffices to show the follow-
ing: any solution x

S to (1)-(2) with utility functions Û1, . . . , ÛN and cost function Ĉ satisfies
qS =

∑

n xS
n ≤ qmax as well. Suppose not; then we have qS > qmax, so that p(q) < 0. But then

p̂(qS) > Γ, while Û ′
n(xS

n) ≤ Γ for all n. Thus for any user n with xS
n > 0, we have Û ′

n(xS
n) < p̂(qS),

contradicting the optimality of x
S . Thus we must have

∑

n xS
n ≤ qS , and Claim 3 is established.

Proof of Claim 4. The proof is very similar to the proof of Claim 3. In light of (48), it suffices
to show that: (a) no producers would ever choose xn > qmax in the game defined by (T1, . . . , TN );
and (b) no consumers would ever choose xn > qmax in the game defined by (Q1, . . . , QN). The
proof of (a) is similar to the argument given in the proof of Proposition 2: the payoff to a producer
n is always negative if xn > qmax, so such a choice is strictly dominated by xn = 0, which yields
payoff zero. To prove (b), fix a strategy vector x, and let q =

∑

n xn. Note that Û ′
n(xn) ≤ Γ,

while if xn > qmax, then p̂(q) > Γ (since p(q) < 0). Thus, since Ûn is concave, nonnegative, and
nondecreasing, we have Ûn(xn) ≤ Û ′

n(xn)xn ≤ Γxn < p̂(q)xn. Thus the payoff to consumer n is
negative, while choosing xn = 0 yields a payoff to player n of zero. Thus any strategy xn > qmax

is strictly dominated by the choice xn = 0; so we conclude (b) holds as well. Combining (48) with
claims (a) and (b), Claim 4 is established. 2

Given an oligopoly model, the preceding theorem constructs an oligopsony model which shares
all the properties of the oligopoly model—in terms of aggregate surplus, efficient allocations, and
Nash equilibria. Using the preceding theorem, we can prove analogues of the main results of
Section 2 with little additional effort. We start with the following three results, which follow
directly from Corollaries 7, 8, and 10; and Theorem 15. Their proofs are therefore omitted.

Corollary 16 Suppose that N ≥ 1 producers share the same cost function Cn(xn) = αxn, where
α > 0; in addition, suppose that Assumption 4 holds. If x

S solves (35)-(36), and x is a Nash
equilibrium of the game defined by (T1, . . . , TN), then:

U

(

∑

n

xn

)

−
∑

n

Cn(xn) ≥

(

2N

2N + 1

)

(

U

(

∑

n

xS
n

)

−
∑

n

Cn(xS
n)

)

. (49)
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Corollary 17 Suppose that N = 1, and producer 1 has a cost function C such that Assumption
3 holds; in addition, suppose that Assumption 4 holds. If xS solves (35)-(36), and x maximizes
xp(x) − C(x) over x ≥ 0, then:

U(x) − C(x) ≥
2

3

(

U(xS) − C(xS)
)

. (50)

Corollary 18 Suppose that N ≥ 1 producers share the same cost function Cn = C, such that
Assumption 3 holds; in addition, suppose that Assumption 4 holds, and that p is differentiable in
the region (0, qmax). If x

S solves (35)-(36), and x is a Nash equilibrium of the game defined by
(T1, . . . , TN), then:

U

(

∑

n

xn

)

−
∑

n

Cn(xn) ≥

(

2N

2N + 1

)

(

U

(

∑

n

xS
n

)

−
∑

n

Cn(xS
n)

)

. (51)

Corollary 16 is closely related to the results of Anderson and Renault [1]. Specifically, by
using equation (12) of [1], it is possible to show that the aggregate surplus at a Nash equilibrium
is no worse than a factor 2N/(N + 1)2 of the maximal aggregate surplus, when N firms share the
same linear cost function, and demand satisfies Assumption 4. However, the bound in [1] allows
the efficiency loss to approach 100% as N → ∞, whereas the result of Corollary 16 shows that
efficiency loss approaches zero as N → ∞ (a competitive limit, as expected).

Note also that Corollary 17 establishes an efficiency loss result for the classical monopoly
model [24]. The efficiency loss is no worse than 33%, allowing for both a general convex producer
cost function and general concave demand.

The next result is an analogue of Theorem 12.

Theorem 19 Suppose that Assumption 4 holds, and that p(q) = b − aq for some a > 0, b > 0. If
x

S is any solution to (35)-(36), and x is any Nash equilibrium of the game defined by (T1, . . . , TN),
then:

U

(

∑

n

xn

)

−
∑

n

Cn(xn) ≥
2

3

(

U

(

∑

n

xS
n

)

−
∑

n

Cn(xS
n)

)

. (52)

Furthermore, this bound is tight: for every a > 0, b > 0, and δ > 0, there exists a choice of N and
a choice of (linear) cost functions Cn, n = 1, . . . , N , such that a Nash equilibrium x exists with:

∑

n

Un(xn) − C

(

∑

n

xn

)

≤

(

2

3
+ δ

)

(

∑

n

Un(xS
n) − C

(

∑

n

xS
n

))

. (53)

Proof. Note that if p is affine with negative slope and positive intercept, then p̂ as defined in
(46) is also affine with positive slope and intercept; thus (52) follows by Theorems 12 and 15.

To establish (53), fix a price function p(q) = b − aq with a, b > 0, and define Cn as follows:

C1(x1) = 0;

Cn(xn) =

(

b

3

)(

N − 2

N − 1

)

xn, n = 2, . . . , N.
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Let x = b/(3a(N−1)). It is then straightforward to check that for sufficiently large N , if x1 = b/3a
and xn = x for n = 2, . . . , N , the allocation x is a Nash equilibrium; to see this, simply note that
(42) holds with equality for all n. At this Nash equilibrium, the resulting aggregate surplus is given
by:

4b2

9a
−

b2

9a
·
N − 2

N − 1
.

Furthermore, the maximum aggregate surplus is achieved by choosing qS so that p(qS) = 0, so
qS = b/a, xS

1 = qS = b/a, and xS
n = 0 for n = 2, . . . , N . This yields maximal aggregate surplus

b2/(2a). Thus as N → ∞, the ratio of Nash equilibrium aggregate surplus to maximal aggregate
surplus approaches 2/3, as required. 2

Finally, as in Example 2, there exist oligopoly models where all producers share an identical
cost function, and the price function p is not differentiable, for which the efficiency loss can be
arbitrarily high at a Nash equilibrium. For completeness we present such an example.

Example 4 Let the number of producers be N > 1. We build an example which is analogous to
Example 2. Define α = 1/N 2 and x̂ = (α + 1)/N . Let the price function p be given by:

p(q) =

{

α, if q ≤ 1;
α − (q − 1), if q ≥ 1.

Note that with this definition we have qmax = α + 1. Define a single cost function C(x) by
C(x) = α(x − x̂)+. We assume all producers share the same cost function C.

It is now straightforward to establish that under the transformation described in Theorem 15,
we have Γ = α and we recover exactly the model described in Example 2. It thus follows that as
N → ∞, the efficiency loss can be arbitrarily high when producers are price anticipating. 2

4 Conclusion
This paper has considered models of both Cournot oligopsony and Cournot oligopoly, and estab-
lished bounds on efficiency loss in both cases—i.e., bounds on the ratio of aggregate surplus at a
Nash equilibrium to the maximum possible aggregate surplus. We find that while efficiency loss is
generally arbitrarily high, in several special cases of interest the efficiency loss may be bounded.
The most interesting results are those which hold independent of the characteristics of the market
participants, Theorem 12 and Corollary 19. These results show that for general concave consumer
utility functions with affine market supply (for Cournot oligopsony), or for general convex pro-
ducer cost functions with affine market demand (for Cournot oligopoly), the efficiency loss is no
worse than 1/3 of the maximal aggregate surplus.
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