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1. Introduction

The finite element method with direct time integration is widely used to solve structural dynamics and transient wave propagation problems in solids [1–3]. Direct time integrations can be classified into implicit and explicit schemes [3]. Implicit methods are frequently treated as the first-line strategy in practical use due to their unconditional stability, while explicit schemes can also be effective for some analyses of short-duration events, e.g., impact, crash, or short-duration wave propagations.

We focus in this paper on implicit schemes. Much research effort has been focused on developing enhanced implicit time integration methods and identifying their effective uses [4–16]. Among different strategies, a composite strategy with sub-steps is increasingly proposed [17–24]. The first implicit composite scheme for structural dynamics, referred to here as the “standard” Bathe implicit time integration method [25,26], has attracted much attention due to the characteristic of suppressing efficiently high-frequency inaccurate modes while retaining good accuracy in the important low-frequency modes [27–29]. The composite strategy with a sub-step was also adopted in the development of explicit methods for structural dynamics and wave propagations [30–33].

The standard Bathe method is a two sub-step method in which a trapezoidal rule and Euler three-point backward formula are used in the first and second sub-steps, respectively. An important extension of the standard Bathe scheme was proposed by Noh and Bathe, the \( \rho_{-} \)-Bathe scheme [34]. This method contains the Newmark method, the trapezoidal rule, as well as the standard \( \rho_{-} \)-Bathe scheme. The optimal CFL number of the \( \rho_{-} \)-Bathe scheme is about 25% larger than for the standard Bathe scheme. In addition, we show that using a lumped mass matrix and proper values of \( \rho_{-} \) and CFL in the \( \rho_{-} \)-Bathe scheme, more accurate solutions can be obtained in some analyses.
used in the time integration schemes, CFL numbers, and the kind of mass matrix used. We want to identify the optimal use of the integration schemes when employed in simple regular standard finite element discretizations with consistent and lumped mass matrices. The results will be of general value and such regular spatial discretizations are also used in the AMORE scheme, in the interior of the analysis geometry [48,49]. First, in Section 2, we study the dispersion characteristics theoretically. Thereafter, we illustrate in Section 3 our findings in the predicted response solutions of one- (1D) and two-dimensional (2D) wave propagation problems.

2. Dispersion analyses

In this section, we analyze the dispersion errors of the trapezoidal rule and the \( p_{\infty} \)-Bathe methods for 1D and 2D wave propagation problems that we obtain with standard displacement-based spatial discretizations. For the 1D and 2D cases we use uniform meshes of the 2-node and 4-node elements, respectively. In the 1D case, we consider a mesh with nodes equally spaced \( D_x \) apart along the \( x \) axis (\( D_x = h \), where \( h \) is the size of the element). In

For structural vibrations:

(1) Use \( \rho_{\infty} \) as input with \( \gamma \) optimal, i.e. \( \gamma = \gamma_0 \) given in Eq. (16)
(2) Use \( \rho_{\infty} = 0 \) for general structures, but sometimes for structures with no stiff parts use \( \rho_{\infty} = 1 \); hardly use the values in-between, \( \rho_{\infty} \in (0,1) \) ; the \( p_{\infty} \)-Bathe method with \( \rho_{\infty} = 0 \) reduces to the standard Bathe scheme

For wave propagation problems (with linear finite elements):

(1) Use consistent mass matrix, but sometimes use of the lumped mass matrix can be effective for problems where large numerical dissipation is needed.
(2) With consistent mass matrix, use \( \rho_{\infty} = 0, \gamma = \gamma_0 \), CFL = 1.0, or use \( \rho_{\infty} = 0.65, \gamma = \gamma_0 \), CFL = 1.25 for similar accuracy with less computations.
(3) With lumped mass matrix, use \( \rho_{\infty} = 1 - \sqrt{3}, \gamma = 1.3 \) and CFL = 1.5.
Fig. 3. Relative wave speed errors (left axis) and numerical damping ratio (right axis) of the \( q_1 \)-Bathe scheme with the consistent mass matrix when \( q_1 = 0.65 \) for various values of \( c > 0 \) and CFL; results for solid and dotted lines are relative wave speed errors (dotted lines: discarded wave modes); and results for marked lines are the numerical damping ratio.

Fig. 4. Relative wave speed errors (left axis) and numerical damping ratio (right axis) of the \( q_1 \)-Bathe scheme with the consistent mass matrix when \( q_1 = \gamma_0 \) for various values of \( c > 1 \) and CFL; results for solid and dotted lines are relative wave speed errors (dotted lines: discarded wave modes); and results for marked lines are the numerical damping ratio.
Fig. 5. Relative wave speed errors (left axis) and numerical damping ratio (right axis) of the \( \rho_{f_1} \)-Bathe scheme with the consistent mass matrix when \( \rho_{f_1} = \frac{1}{C_0}\sqrt{3} \) for various values of \( \gamma > 1 \) and CFL; results for solid and dotted lines are relative wave speed errors (dotted lines: discarded wave modes); and results for marked lines are the numerical damping ratio.

Fig. 6. Relative wave speed errors (left axis) and numerical damping ratio (right axis) of the \( b_1 = b_2 \)-Bathe scheme with the consistent mass matrix when \( b_1 = \frac{1}{3} \) and \( b_2 = 2b_1 \) for various values of \( \gamma \) and CFL; results for solid and dotted lines are relative wave speed errors (dotted lines: discarded wave modes); and results for marked lines are the numerical damping ratio.
the 2D case, we use a mesh with element side lengths $h$ ($\Delta x = h$, $\Delta y = h$) aligned with the (x, y) coordinate axes.

We consider the solution of the scalar wave governed by

$$\ddot{u} - c^2_0 \Delta u = 0$$  \hspace{1cm} (1)

where $u$, $c_0$, and $\Delta$ are the field variable, exact wave velocity, and Laplace operator, and the over-dot denotes a time derivative. The corresponding solution is given by

$$u = A e^{i(k_0 n_y - c_0 t)}$$  \hspace{1cm} (2)

where $A$, $k_0$, $\omega_0$ and $t$ are the amplitude, exact wave number, exact angular frequency, and time, respectively, and $n$ and $y$ are the unit vector in the direction of the wave propagation and the position vector, respectively, and $i$ is the unit imaginary number. Note that the exact solution to Eq. (2) is non-dispersive, i.e. $c_0 = \omega_0/k_0$.

In the numerical solutions of Eq. (1), we have the wave speed error $c - c_0$, where $c$ is the numerical wave speed. Since the wave speed error is a function of the wave number (or angular frequency) we have “numerical dispersion” in the solutions.

---

**Fig. 7.** Relative wave speed errors (left axis) and numerical damping ratio (right axis) of the $b_1$-$b_2$-Bathe scheme with the consistent mass matrix when $b_1 = 0$ and $b_2 = 2b_1$ for various values of $\gamma$ and CFL; results for solid and dotted lines are relative wave speed errors (dotted lines: discarded wave modes); and results for marked lines are the numerical damping ratio.

**Fig. 8.** Relative wave speed errors (left axis) and numerical damping ratio (right axis) of the $q_1$-$b_2$-Bathe scheme with the lumped mass matrix for various values of CFL; results for solid and dotted lines are relative wave speed errors (dotted lines: discarded wave modes); and results for marked lines are the numerical damping ratio.
To evaluate the dispersion error, we perform the analysis using the approaches of Refs. [45–47] but we modify the analysis procedure to ease the calculations. The analysis approaches used in Refs. [45–47] and in the present study are in essence only different in the order of calculations; therefore, all provide identical results.

We first evaluate the dispersion error that originates from the spatial approximation by considering the time-independent form of the wave equation

$$\Delta u + k_0^2 u = 0$$  \hspace{1cm} (3)

and the associated finite element discretization

$$KU - (k_0h)^2 MU = 0$$  \hspace{1cm} (4)

where $U$, $M$, and $K$ are the vector of unknown coefficients, the associated dimensionless mass and stiffness matrices.

We assume that the solution to Eq. (4) associated with node $I$, $U_I$, to be the numerical sinusoidal plane waveform as

$$U_I = U_0 e^{i \gamma y_I}$$  \hspace{1cm} (5)

where $U_0$ and $y_I$ are the amplitude and the position vector, and $k$ is the solution wave number.

Substituting from Eq. (5) into Eq. (4), we obtain the finite element equations for all nodes

$$(D_{\text{stiff}} - (k_0h)^2 D_{\text{mass}}) U = 0$$  \hspace{1cm} (6)

where the entries in the matrices $D_{\text{mass}}$ and $D_{\text{stiff}}$ are a function of $k$.

We thus obtain a relationship between $k_0$ and $k$ from the condition for existence of a nontrivial solution to Eq. (6)

$$\det (D_{\text{stiff}} - (k_0h)^2 D_{\text{mass}}) = 0$$  \hspace{1cm} (7)

Next, to investigate the error from the time integration, we consider the scalar wave equation by substituting Eq. (2) into Eq. (1)

$$\ddot{u} + k_0^2 c_0^2 u = 0$$  \hspace{1cm} (8)

and focus on the effect of the time integration scheme. The total error is then obtained by accounting for the errors from the time and spatial discretizations (for the spatial interpolation using the relationship between $k$ and $k_0$ obtained through Eq. (7)).

Since the general relations of the $\rho_{\infty}$-Bathe time integration scheme contain the Newmark method, trapezoidal rule and the $\beta_1/\beta_2$-Bathe scheme [34], we focus here on using the $\rho_{\infty}$-Bathe equations

$$t^{\gamma\Delta t} U = t U + \gamma\Delta t \left( \frac{\dot{U}}{2} + t^{\gamma\Delta t} \dot{U} \right)$$  \hspace{1cm} (9)

$$t^{\gamma\Delta t} \dot{U} = t \dot{U} + \gamma\Delta t \left( \ddot{U} + t^{\gamma\Delta t} \ddot{U} \right)$$  \hspace{1cm} (10)

$$t^{\gamma\Delta t} \ddot{U} = t \ddot{U} + \Delta t \left( q_0 \dot{U} + q_1 t^{\gamma\Delta t} \dot{U} + q_2 t^{2\gamma\Delta t} \ddot{U} \right)$$  \hspace{1cm} (11)

Fig. 9. Relative wave speed errors (left axis) and numerical damping ratio (right axis) of the $\beta_1/\beta_2$-Bathe scheme ($\beta_2 = 2\beta_1$) with the lumped mass matrix for various values of CFL; results for solid and dotted lines are relative wave speed errors (dotted lines: discarded wave modes); and results for marked lines are the numerical damping ratio.
Fig. 10. Relative wave speed errors (left axis) and numerical damping ratio (right axis) of the Bathe schemes for various angles between wave propagation direction and the \( x \) axis; results for solid and dotted lines are relative wave speed errors (dotted lines: discarded wave modes); and results for marked lines are the numerical damping ratio.

\[
\begin{align*}
\bar{u}^{(1)M} &= \bar{u} + \Delta t\left( s_0 \bar{u} + s_1 \bar{u}^{(1)M} \bar{u} + s_2 \bar{u}^{(2)M} \right) \\
\end{align*}
\]

where \( q_0, q_1, q_2, s_0, s_1, s_2, \) and \( \gamma \) are the \( \rho_- \)-Bathe parameters and \( \bar{u} \) and \( \Delta t \) are a vector of the solution and the time step size, respectively. Using the above relations, the numerical solution of Eq. (8) can be obtained as

\[
\begin{bmatrix}
\bar{x}(t+\Delta t) \\
\bar{x}(t) \\
\bar{x}(t+\Delta t)
\end{bmatrix} = \begin{bmatrix}
\kappa_1 & \kappa_2 & \kappa_3 \\
\kappa_4 & \kappa_5 & \kappa_6 \\
\kappa_7 & \kappa_8 & \kappa_9
\end{bmatrix} \begin{bmatrix}
\bar{x}(t) \\
\bar{x}(t) \\
\bar{x}(t)
\end{bmatrix}
\]

\[
\text{where}
\]

\[
\begin{align*}
\bar{u}^{(1)M} &= -k_0^0\bar{c}_0^0\Delta^2 \left( \gamma^2 q_2(s_0 - s_1)k_0^0\bar{c}_0^0\Delta^2 + 2(q_1 \gamma + 2q_2 s_0) \right) \\
\bar{u}^{(2)M} &= -k_0^0\bar{c}_0^0\Delta^2 \left( (q_0 - q_1 + q_2) \gamma - 4s_1 q_3 k_0^0\bar{c}_0^0\Delta^2 + 4(q_0 + q_1 + q_2) \right) \\
\bar{u}^{(3)M} &= -k_0^0\bar{c}_0^0\Delta^2 \left( 4 + (\gamma^2 - 2q_1 \gamma - 4s_1 q_3) k_0^0\bar{c}_0^0\Delta^2 \right) \\
\bar{u}^{(4)M} &= -\Delta t \left( \left( s_0 + s_1 \right) \gamma + 2s_2 q_1 k_0^0\bar{c}_0^0\Delta^2 - 4s_0 \right) \\
\bar{u}^{(5)M} &= 4 - \gamma^2 s_2 (q_0 - q_1) k_0^0\bar{c}_0^0\Delta^4 + (\gamma^2 - 4s_1 \gamma - 4s_2 (q_0 + q_1)) k_0^0\bar{c}_0^0\Delta^2 \\
\bar{u}^{(6)M} &= k_0^0\bar{c}_0^0\Delta^2 \left( 2q_1 - \gamma k_0^0\bar{c}_0^0\Delta^2 - 4s_1 + s_2 \right) \\
\bar{u}^{(7)M} &= -\Delta t \left( s_0 + s_1 \right) \gamma + 2s_2 q_1 k_0^0\bar{c}_0^0\Delta^2 - 4s_0 \\
\bar{u}^{(8)M} &= 4 - \gamma^2 s_2 (q_0 - q_1) k_0^0\bar{c}_0^0\Delta^4 + (\gamma^2 - 4s_1 \gamma - 4s_2 (q_0 + q_1)) k_0^0\bar{c}_0^0\Delta^2 \\
\bar{u}^{(9)M} &= k_0^0\bar{c}_0^0\Delta^2 \left( 2q_1 - \gamma k_0^0\bar{c}_0^0\Delta^2 - 4s_1 + s_2 \right)
\end{align*}
\]
**Fig. 11.** Relative wave speed errors (left axis) and numerical damping (right axis) of the trapezoidal rule with the consistent and lumped mass matrices; results for solid line are relative wave speed errors; and results for marked lines are the numerical damping ratio.

**Fig. 12.** A clamped bar excited by a step load, and the exact velocity at the center, $x = 100$. Young's modulus $E = 3 \times 10^7$, mass density $\rho = 0.00073$, cross-sectional area $A = 1$, length $L = 200$ [36]. The receiver is located at the center.
To have second-order accuracy, unconditioned stability with the complex conjugate eigenvalues for all time step sizes, we use
\[ q_1 = s_1 = \frac{\rho_\infty + 1}{2\gamma (\rho_\infty - 1) + 4}, \]
\[ q_0 = s_0 = (\gamma - 1) q_1 + \frac{1}{2}, \quad \text{and} \quad q_2 = s_2 = -\gamma q_1 + \frac{1}{2}. \]  
(15)

Thus, the scheme has two parameters, \( \gamma > 0 \) and \( \rho_\infty \in (-1, 1) \) [36]. The scheme provides a local maximum for the amplitude decay and the global minimum of period elongation with an identical effective stiffness matrix for each sub-step by using \( \rho_\infty \in [0, 1] \) and the following value of \( \gamma \)
\[ \gamma_0 = 2 - \sqrt{2 + 2\rho_\infty}, \quad \gamma_0 = 0.5 \quad \text{if} \quad \rho_\infty = 1 \]  
(16)

Note that if \( \rho_\infty = 0 \) the standard Bathe scheme is obtained using only one effective stiffness matrix with Eq. (16), that is, \( \gamma_0 = 2 - \sqrt{2} \) [25,26]. Table 1 summarizes some important uses of the parameters in the \( \rho_\infty \)-Bathe scheme for various problem solutions.

The method reduces to the \( \beta_1/\beta_2 \)-Bathe scheme with the following relations
\[ q_0 = s_0 = (\gamma - 1) q_1 + \frac{1}{2}, \quad q_1 = s_1 = \gamma (\beta_1 + \beta_2 - 1) + 1 - \beta_2; \quad \text{and} \quad q_2 = s_2 = (1 - \gamma) \beta_2. \]  
(17)

Also, the \( \rho_\infty \)-Bathe method includes the Newmark method as a special case in that it reduces to the two-step Newmark method with \( \gamma = 0.25 (\delta + 0.5)^2 \) using the following relations
\[ q_0 = s_0 = \frac{-4\delta^2 + 12\delta - 1}{16\delta + 8}, \quad q_1 = s_1 = \frac{1}{2\delta + 1}, \]
\[ q_2 = s_2 = \frac{2\delta + 1}{8}, \quad \gamma = \frac{2\delta + 1}{4}. \]  
(18)

We refer to Ref. [36] for discussions on the relationship between the \( \rho_\infty \)-Bathe and Newmark schemes. But we recall that the Newmark method is only first-order accurate unless used as the trapezoidal rule whereas the \( \rho_\infty \)-Bathe scheme is second-order accurate for all \( \rho_\infty \) and \( \gamma \) (as used in the illustrative solutions below).

With the relations in Eq. (17), the \( \beta_1/\beta_2 \)-Bathe method has three parameters: \( \beta_1, \beta_2 \) and \( \gamma \). The values \( \beta_2 = 1 - \beta_1 \) and \( \beta_2 = 2\beta_1 \), both with \( \gamma = 0.5 \), have been used in Ref. [35]. In the present study, we consider the dispersion of the \( \beta_1/\beta_2 \)-Bathe method for various \( \gamma > 0 \) using \( \beta_2 = 2\beta_1 \) since the \( \beta_1/\beta_2 \)-Bathe method with \( \beta_2 = 1 - \beta_1 \) provides the same characteristics as the \( \rho_\infty \)-Bathe method with the relations in Eqs. (15) and (16). Hereafter, we imply that in the \( \beta_1/\beta_2 \)-Bathe method we always use \( \beta_2 = 2\beta_1 \).

The characteristic polynomial of the integration approximation matrix \( A \) in Eq. (13) is
\[ p(\eta) = \eta^3 - 2A_1 \eta^2 + A_2 \eta - A_3 \]  
(19)
where
\[ A_1 = (a_{11} + a_{22} + a_{33})/(K_{12} K_3); \]
\[ A_2 = (a_{11} a_{22} + a_{22} a_{33} + a_{33} a_{11} - a_{12} a_{21} - a_{23} a_{32} - a_{31} a_{13})/(K_{12}^2); \]  
(20)
and
\[ A_3 = 0. \]

The eigenvalues of \( A \) are \( |\eta_1|, |\eta_2| \leq 1 \) and \( \eta_3 = 0 \) for all time step sizes \( \Delta t \). With Eqs. (8) and (13), (14), we obtain the following expression
\[ x(t + 2\Delta t) - 2A_1 x(t + \Delta t) + A_2 x(t) = 0 \]  
(21)

We now assume that the numerical solution of Eq. (8) is given by
\[ x(t) = d_1 e^{-\zeta_1 \omega_1 t} + d_2 e^{-\zeta_2 \omega_1 t} \]  
(22)
where \( d_1, d_2, \) and \( c \) are undetermined coefficients and the numerical wave speed, and the numerical damping ratio [29] is
\[ \zeta = \frac{1}{2K_0 C_0 \Delta t} \ln(A_2). \]  
(23)

Substituting Eqs. (22) and (23) into Eq. (21) with the relation between \( k \) and \( k_0 \) obtained through Eq. (7), we finally obtain the total dispersion error, the relation between \( c/c_0 \) and the CFL number \( c_0 \Delta t/h \), where \( h \) is the “characteristic element length”.

A key point is that when using a dissipative time integration method, we aim to eliminate unwanted (highly inaccurate) wave modes in the numerical solutions. We estimate the discarded wave modes using the relationship between the CFL number, \( k \Delta x \), and \( \omega \Delta t \)
\[ k \Delta x = \frac{c_0}{\Omega} \frac{\Delta t}{2 CFL} \]  
(24)
where \( \Omega = \omega \Delta t \) and \( \omega \) is the numerical natural frequency obtained from [29].
\[
\Omega = \begin{cases} 
\arctan\left(\sqrt{A_2 - A_1^2 / A_1}\right) & \text{for } \Delta t \leq \Delta t^* \\
\arctan\left(-\sqrt{A_2 - A_1^2 / A_1}\right) & \text{for } \Delta t > \Delta t^* 
\end{cases}
\]
(25)

where \(A_2 - A_1^2 / A_1 = 0\).

When using the standard Bathe method, the wave modes with \(\Delta t / T > 0.3\) are discarded in the numerical solution due to numerical damping [45]. We use this fact to identify the practically discarded wave modes in the dispersion analysis below.

In the next section, we analyze the dispersion properties of the \(P_\infty\)-Bathe scheme with \(P_\infty \in [0, 1]\) using \(0 < \gamma < 1\) and \(1 < \gamma < 2/(1 - P_\infty)\) since \(\gamma = 0, 1, 2/(1 - P_\infty)\) give zero denominators of constants in the \(P_\infty\)-Bathe scheme [24]. The scheme may provide less period elongation and larger dissipation for low-frequency modes with \(P_\infty \in (-1, 1 - \sqrt{3})\) and \(\gamma > 1\) than the scheme with \(P_\infty \in [0, 1]\) and \(0 < \gamma < 1\) [36]. Therefore, we also analyze the method with \(P_\infty \in (-1, 1 - \sqrt{3})\) using \(1 < \gamma < 1.5774\) and note that for \(\gamma \in [1.5744, \infty)\) the method has its counterpart with identical spectral properties in \(\gamma \in (1, 1.5744]\) [36].

In ref. [34], the stability and accuracy characteristics of the \(\beta_1/\beta_2\)-Bathe scheme were analyzed using \(\gamma = 0.5\). Below, we examine the dispersion properties of the \(\beta_1/\beta_2\)-Bathe scheme using various positive values of \(\beta_1 \geq 0.25\) (with \(\beta_2 = 2\beta_1\)) and \(\gamma 
eq 1\), for which the method is unconditionally stable (see Fig. 1 and Appendix A).

In Figs. 2–11, we present the total dispersion errors (represented by the errors in the wave speeds) and the numerical damping of various time integrations with the standard displacement-based spatial discretization. We consider that the optimal values of parameters of an integration scheme are those values, which for the largest CFL number give almost zero dispersion error for the resolved, participating, modes and “good” numerical damping for the higher modes that spatially cannot be resolved. The resolved modes shall be all modes of wavelengths larger than (about) 4 times the “effective element size”, and the spatially non-resolved modes shall be rapidly damped out of the solution [3]. Hence while the error in the wave speed shall be very small for all waves with (about) \(k\Delta x / \pi < 0.5\), the numerical damping ratio shall increase continuously and rapidly for all waves with (about) \(k\Delta x / \pi > 0.5\).

**Fig. 14.** Time history of velocities at the center of the bar using the trapezoidal rule with the consistent mass matrix.

**Fig. 15.** Time history of velocities at the center of the bar using the \(P_\infty\)-Bathe time integration scheme with the consistent mass matrix (\(P_\infty = 0.65\) and \(\gamma = 0.65\)).
2.1. Dispersion analysis in the 1D case

In the one-dimensional case, the rows of the matrices of consistent mass matrix \( \mathbf{D}_{\text{mass},c} \), lumped mass matrix \( \mathbf{D}_{\text{mass},l} \) and stiffness matrix \( \mathbf{D}_{\text{stiff}} \) are

\[
\text{Row}(\mathbf{D}_{\text{mass},c}) = \frac{\Delta x}{6} [0 \, \ldots \, 0 \, e^{-ik\Delta x} \, 4 \, e^{ik\Delta x} \, 0 \, \ldots \, 0]
\]

\[
\text{Row}(\mathbf{D}_{\text{mass},l}) = \Delta x [0 \, \ldots \, 0 \, 1 \, 0 \, \ldots \, 0]
\]

\[
\text{Row}(\mathbf{D}_{\text{stiff}}) = \frac{1}{\Delta x} [0 \, \ldots \, 0 \, -e^{-ik\Delta x} \, 2 \, -e^{ik\Delta x} \, 0 \, \ldots \, 0]
\]

In general, consistent and lumped mass matrices are used, respectively, with an implicit and explicit method [18]. However, it is also of interest to investigate finite element solutions calculated using explicit methods with a consistent mass matrix and solutions calculated using implicit methods with a lumped mass matrix [32,34,35,41,44].

2.1.1. The case of the consistent mass matrix

Using Eqs. (26) and (28) and the time integration scheme equations, the relative wave speed errors \((c - c_0)/c_0\) of the time integration methods are obtained corresponding to the normalized numerical wave number \(k\Delta x/\pi (= \Delta x/(\lambda/2))\), where \(\lambda\) is the wave length.

Figs. 2–5 show the relative wave speed errors and numerical damping ratio of the \(\rho_\infty\)-Bathe method with the consistent mass matrix for some values of \(\gamma\), \(\rho_\infty\), and CFL. The overall conclusion of the study is that considering \(\rho_\infty \in [0, 1]\) with 0 < \(\gamma < 1\) and 1 < \(\gamma < 2/(1 - \rho_\infty)\), we have good solution characteristics and solution cost at \(\gamma_0\) with CFL = 1. The same holds when \(\rho_\infty \in (-1, 1 - \sqrt{3}]\) with 1 < \(\gamma < 1.5774\) for \(\gamma = \gamma_p\) and CFL = 0.75 where \(\gamma_p = (\rho_\infty + 2 - \sqrt{\rho_\infty^2 - 2\rho_\infty - 2})/(3(\rho_\infty + 1))\) [36]. We also note that \(\gamma_0\) and \(\gamma_p\) provide the least period elongations for low-frequency modes with \(\rho_\infty \in [0, 1]\) and \(\rho_\infty \in (-1, 1 - \sqrt{3}]\), respectively. And for the same \(\rho_\infty\), using \(\rho_\infty \in [0, 1]\) with \(\gamma_0\) provides a larger optimal CFL number with more participating modes than using \(\rho_\infty \in (-1, 1 - \sqrt{3}]\) with \(\gamma_p\) while the maximum dispersion errors are similar for both cases.

We conclude that therefore, when using the consistent mass matrix, it is best to use \(\rho_\infty \in [0, 1]\) with \(\gamma_0\).

The range of the discarded wave modes decreases with an increase in \(\rho_\infty\). However, for larger values of \(\rho_\infty\), larger dispersion errors occur. Therefore, for general use in the solution of wave propagation problems, we suggest \((\rho_\infty, \gamma, \text{CFL}) = (0.65, \gamma_0, 1.25)\), see

Fig. 16. Time history of velocities at the center of the bar using the \(\beta_1/\beta_2\)-Bathe time integration scheme with the consistent mass matrix \((\beta_1 = 0.35, \beta_2 = 0.7\), and \(\gamma = 0.5\)).

Fig. 17. Time history of velocities at the center of the bar using the standard Bathe time integration scheme with the consistent mass matrix.
Fig. 3. This setting provides similar dispersion properties as the standard Bathe method at its best use (with \( \gamma = \gamma_0 \) and \( \text{CFL} = 1 \)) while requiring less (but only about 20% less) computational effort due to the larger CFL number.

Figs. 6 and 7 show the dispersion errors and numerical damping ratio of the \( \beta_1/\beta_2 \)-Bathe scheme with the consistent mass matrix for various values of \( \gamma, \beta_1, \) and \( \text{CFL} \). In the \( \beta_1/\beta_2 \)-Bathe scheme with \( \beta_2 = 2\beta_1 \), the parameter set \( (\beta_1, \gamma) = (1/3, \gamma_1) \) is useful. However, the method is only first-order accurate and the solution errors in wave propagations become large at longer solution times, for an example solution see Section 3.1.

2.1.2. Lumped mass matrix

To analyze the dispersion properties when using the lumped mass matrix, Eq. (27) is used instead of Eq. (26), and the dispersion analysis is performed as in the case of using the consistent mass matrix.

Fig. 8 shows the relative wave speed errors and numerical damping ratio of the \( \rho_\infty \)-Bathe method with the lumped mass matrix for some useful parameter sets in the range of \( \rho_\infty \in [0, 1] \) with \( \gamma < 1 \) and \( \rho_\infty \in (-1, 1 - \sqrt{3}] \) with \( \gamma > 1 \), for various \( \text{CFL} \). With the optimal parameter sets, the \( \rho_\infty \)-Bathe scheme using the lumped mass matrix has larger wave speed errors than using the consistent mass matrix. The dispersion curves show that when using the lumped mass matrix, the parameter set \( (\rho_\infty, \gamma, \text{CFL}) = (1 - \sqrt{3}, 1.3, 1.5) \) might be used.

In the case of the \( \beta_1/\beta_2 \)-Bathe scheme with \( \beta_2 = 2\beta_1 \) and the lumped mass, the dispersion errors and numerical damping ratio are shown in Fig. 14 for various values of \( \gamma, \beta_1, \) and \( \text{CFL} \). These figures suggest setting \( (\beta_1, \beta_2, \gamma, \text{CFL}) = (0.5, 1.0, 0.7, 2) \) but since the method is only first order accurate, it is overall more effective to use the \( \rho_\infty \)-Bathe scheme with the parameters given above.

2.2. Dispersion analysis in the 2D case

In the 2D case, the rows of the consistent mass matrix \( D_{\text{mass, c}} \), lumped mass matrix \( D_{\text{mass, l}} \), and stiffness matrix \( D_{\text{stiff}} \) are:

Row(\( D_{\text{mass, c}} \)) = \[
\begin{bmatrix}
\frac{h^2}{3}\gamma & 0 & \cdots & 0 & D_{\text{mass, c, sub1}} & 16 & D_{\text{mass, c, sub2}} & 0 & \cdots & 0
\end{bmatrix}
\]

Row(\( D_{\text{mass, l}} \)) = \[
\begin{bmatrix}
\frac{h^2}{3}\gamma & 0 & \cdots & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & \cdots & 0
\end{bmatrix}
\]

Row(\( D_{\text{stiff}} \)) = \[
\begin{bmatrix}
\frac{1}{3} & 0 & \cdots & 0 & D_{\text{stiff, sub1}} & 8 & D_{\text{stiff, sub2}} & 0 & \cdots & 0
\end{bmatrix}
\]
where
\[
D_{\text{mass,sub1}} = \begin{bmatrix}
  e^{-i k \Delta x (\cos \theta - \sin \theta)} & 4 e^{-i k \Delta x \sin \theta} & e^{i k \Delta x (\cos \theta + \sin \theta)} & 4 e^{i k \Delta x \cos \theta}
\end{bmatrix}
\]
(32)

\[
D_{\text{mass,sub2}} = \begin{bmatrix}
  4 e^{i k \Delta x \cos \theta} & e^{i k \Delta x (\cos \theta - \sin \theta)} & 4 e^{i k \Delta x \sin \theta} & e^{i k \Delta x (\cos \theta + \sin \theta)}
\end{bmatrix}
\]
(33)

\[
D_{\text{stiff,sub1}} = \begin{bmatrix}
  -4 e^{i k \Delta x \cos \theta} & -e^{i k \Delta x (\cos \theta - \sin \theta)} & -e^{i k \Delta x (\cos \theta + \sin \theta)} & -e^{i k \Delta x \sin \theta}
\end{bmatrix}
\]
(34)

\[
D_{\text{stiff,sub2}} = \begin{bmatrix}
  -4 e^{i k \Delta x \cos \theta} & -e^{i k \Delta x (\cos \theta - \sin \theta)} & -e^{i k \Delta x \sin \theta} & -e^{i k \Delta x (\cos \theta + \sin \theta)}
\end{bmatrix}
\]
(35)

where \( \theta \) is the angle between the direction of wave propagation and the \( x \) axis.

We use Eqs. (29)–(31) instead of Eqs. (26)–(28) to analyze the dispersion properties, like we considered the 1D case, and for both the consistent and lumped mass matrices.

Fig. 10 shows the relative wave speed errors and numerical damping ratio of the Bathe time integration schemes for various values of the propagation angle. The 1D and 2D dispersion curves for the trapezoidal rule with its useful CFL numbers for the consistent and lumped mass matrices are shown in Fig. 11 [45]. The figures show that the use of the \( \rho_m - \text{Bathe} \) scheme with \((\rho_m, \gamma, \text{CFL}) = (0.65, 1.25)\) and the standard Bathe scheme, both used with the consistent mass matrix, are effective. We arrive at this conclusion also in Section 3.1.

## 3. Wave propagation solutions

In this section, we present several wave propagation solutions to illustrate the performance of the schemes with consistent and lumped mass matrices. We consider three cases: a 1D wave propagation problem, a 2D transient scalar wave propagation problem, and a 2D elastic wave propagation problem.

To demonstrate the effect of the parameters, we give solutions for some typical choices of parameters when using the consistent and lumped mass matrices.

### 3.1. A one-dimensional wave propagation problem

We consider the clamped-free bar shown in Fig. 12. An external step load \( F(L, t) = 10,000 \) is applied at the end of the bar, which has length \( L = 200 \), mass density \( \rho = 7.3 \times 10^{-4} \), elastic modulus and the \( x \) axis.

We use Eqs. (29)–(31) instead of Eqs. (26)–(28) to analyze the dispersion properties, like we considered the 1D case, and for both the consistent and lumped mass matrices.

Fig. 10 shows the relative wave speed errors and numerical damping ratio of the Bathe time integration schemes for various values of the propagation angle. The 1D and 2D dispersion curves for the trapezoidal rule with its useful CFL numbers for the consistent and lumped mass matrices are shown in Fig. 11 [45]. The figures show that the use of the \( \rho_m - \text{Bathe} \) scheme with \((\rho_m, \gamma, \text{CFL}) = (0.65, 1.25)\) and the standard Bathe scheme, both used with the consistent mass matrix, are effective. We arrive at this conclusion also in Section 3.1.

### 3.1. A one-dimensional wave propagation problem

We consider the clamped-free bar shown in Fig. 12. An external step load \( F(L, t) = 10,000 \) is applied at the end of the bar, which has length \( L = 200 \), mass density \( \rho = 7.3 \times 10^{-4} \), elastic modulus
$E = 3.0 \times 10^7$, and cross-sectional area $A = 1.0$. The number of equal-sized two-node elements $N$ is set to 1000. This problem was also considered for solution in Refs. [34–36].

Fig. 13 shows the “early” time histories at node 500 (the center of the bar) of the displacement using the various solution schemes. All solutions are quite accurate, however, this accuracy is not seen when the predicted velocity is studied and at longer times.

Figs. 14–17 show the time history of velocities at node 500. With its best CFL numbers, the $\rho_\infty$- and standard Bathe schemes result in remarkably accurate solutions for all time windows while the $\beta_1/\beta_2$-Bathe method, a first-order method, deteriorates in accuracy at larger times due to high numerical damping. The trapezoidal rule provides large numerical oscillations in all time windows, and does so for small and large CFL numbers.

Hence, although the Bathe schemes use two sub-steps per time step, and hence about twice the solution effort per time step than the trapezoidal rule, the accuracy reached with even a smaller computational effort is much better with the $\rho_\infty$-Bathe scheme.

Note that using the consistent mass matrix, the $\rho_\infty$-Bathe method with $\rho_\infty$, CFL = 1.25 and standard method with CFL = 1.0 provides very similar results. Therefore, to reduce the computational cost, the $\rho_\infty$-Bathe scheme using $\rho_\infty$ = 0.65 and CFL = 1.25 with the consistent mass is most effective, but only slightly more effective than using the standard Bathe method with CFL = 1.0.

Figs. 18–22 show the results obtained using the lumped mass matrix. Here only the $\rho_\infty$-Bathe method with $(\rho_\infty, \gamma, \text{CFL}) = (1 - \sqrt{3}, 1.3, 1.5)$ provides satisfactory results for all time windows considered. We also see that overall, the use of the consistent mass matrix provides more accurate solutions than the use of the lumped mass matrix.

In the solutions given in the next sections, we only show the results obtained with the trapezoidal rule and the $\rho_\infty$- and standard Bathe schemes using the consistent mass and lumped mass matrices with their optimal CFL.

3.2. A two-dimensional scalar wave propagation problem

We consider the pre-stressed membrane shown in Fig. 23 [44,45,30]. The transverse displacement $u$, velocity $\dot{u}$, acceleration $\ddot{u}$ are calculated solving the equation

$$\frac{1}{c_0^2} \frac{\partial^2 u}{\partial t^2} - \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) = f(0, 0, t)$$

where $c_0$ is the exact wave velocity. We use $c_0 = 1$ and impose zero initial displacement and velocity conditions. The concentrated load at the center of the membrane is given as

$$f(0, 0, t) = \begin{cases} 4\left(1 - (2t - 1)^2\right) & 0 < t < 1 \\ 0 & 1 \leq t \end{cases}$$

As there is symmetry about the $x$ and $y$ axes, the domain $[0, 15]_x \times [0, 15]_y$ is considered for the solution. We mesh the computational domain using a regular mesh of four-node elements with nodes equally spaced.

Figs. 24 and 25 show snapshots of the transverse displacements and velocities obtained using the consistent mass matrix for various meshes. In Fig. 26, the numerical results of displacements and velocities at two propagating angles using the

![Fig. 23. 2D scalar wave propagation problem: a pre-stressed membrane; the origin of Cartesian coordinate system is located at the center of the membrane.](image-url)
140 × 140 element mesh are compared with the analytical solution.

The \( \rho_{x} \) - and the standard Bathe methods provide similar results for all meshes, and the schemes provide reasonably accurate solutions when the 70 × 70 element mesh is used. While the solutions at the angle of \( \theta = 0 \) are quite accurate, noticeable distortions are observed in the velocities at \( \theta = \pi/4 \) since the time step size is calculated using the optimal CFL number based on \( \theta = 0 \) i.e. for \( h = \Delta x \). Note that for the propagating angle \( \theta \), “the effective element length” is reduced to \( h\sqrt{1 - 2\cos^2(\theta_0 \cos^2(\theta))} \) [45]. Therefore, if the time step size is based on \( h \), the effective CFL number along the angle \( \theta \) is larger and so is the wave speed error (see e.g. Fig. 3).

---

Fig. 24. Snapshot of displacements at time \( t = 13 \) for various Bathe schemes with consistent mass matrix: (a) 35 by 35, (b) 70 by 70, (c) 105 by 105, and (d) 140 by 140 finite element meshes.
The results using the trapezoidal rule for about the same solution effort are not as accurate. When using the lumped mass matrix the results are considerably less accurate than when using the consistent mass matrix.

3.3. A two-dimensional elastic wave propagation problem

In this section, we provide the calculated response for the Lamb problem shown in Fig. 27 where multiple elastic waves are propagating in an elastic medium [30,44–46].

Fig. 25. Snapshot of velocities at time \( t = 13 \) for various Bathe schemes with consistent mass matrix: (a) 35 by 35, (b) 70 by 70, (c) 105 by 105, and (d) 140 by 140 finite element meshes.
We use the mass density $q = 2200 \text{kg/m}^3$, P-wave velocity $c_L = 3200 \text{m/s}$, S-wave velocity $c_T = 1847.5 \text{m/s}$, and $c_R = 1698.6 \text{m/s}$, where $c_R$ is the Rayleigh wave velocity. The time step sizes are calculated based on the P-wave velocity and the characteristic length, taken as the side length of the elements.

We consider the numerical solutions of the displacements at two receivers located at $(x, y) = (640, 0)$ and $(x, y) = (1280, 0)$.

First, we apply the line force as a Ricker wavelet defined as follows:

$$f(0, 0, t) = -10^5 \times \left(1 - 2\pi^2 f^2 (t - t_0)^2\right) e^{-\pi^2 (2\pi f - f_0)^2}, \quad t > 0$$

where the central frequency $f = 12.5 \text{Hz}$ and the time shift $t_0 = 0.1 \text{s}$. For this loading, we use the regular mesh of $1280 \times 640$ 4-node finite elements (i.e. $\Delta x = \Delta y = 5\text{m}$).

Figs. 28 and 29 show the predicted displacements and the calculated von Mises stress at time $t \approx 0.984 \text{s}$. The analytical solution and the numerical solutions using the Bathe schemes with the consistent mass matrix are in good agreement while the solutions obtained using the lumped mass matrix are not as accurate. Note that for the considered type of loading, the exited wave modes are quite limited, i.e. wave modes $k \Delta x = \pm \pi/2$ are exited; therefore the trapezoidal rule also provides similar solution accuracy (see Figs. 10 and 11).

We next consider the line force defined as follows:

$$f(0, 0, t) = 2 \times 10^4 \times \left|H(0.15 - t) - 3H(0.1 - t) + 3H(0.05 - t)\right|, \quad t > 0$$

where $H$ is the Heaviside step function. This force consists of three step functions, which renders the problem more difficult to solve numerically. For the spatial discretization, we represent the computational domain using a mesh of $3200 \times 1600$ 4-node finite elements (i.e. $\Delta x = \Delta y = 2\text{m}$).

Fig. 30 shows the horizontal and vertical displacements at the two receivers but obtained only with some solution parameters.
Fig. 28. Time history of horizontal displacements (left) and vertical displacements (right) with the regular mesh \( h = 5 \text{ m} \) using various Bathe methods and trapezoidal rule when the Ricker wavelet line load is applied.
The calculated von Mises stress results over the complete mesh at \( t = 0.937 \) s are shown in Fig. 31. There are spurious oscillations in the solutions of the predicted horizontal and vertical displacements using all methods with the consistent mass matrix, and the trapezoidal rule and standard Bathe method with the lumped mass matrix. On the other hand, using the \( q_1 \)-Bathe method with the lumped mass matrix provides reduced spurious oscillations. In this solution, some important wave modes are damped, hence the wave fronts are smoothed while the overall solution accuracy is enhanced compared to using the consistent mass matrix.

4. Concluding remarks

Our objective was to identify the optimal parameters and CFL numbers when using the Bathe implicit time integration methods for the solution of wave propagation problems with traditional finite element discretizations. These schemes include as special cases the trapezoidal rule and the Newmark method. To assess the accuracy of a scheme with a specific parameter set, we conducted dispersion and dissipation analyses.

We identified the optimal parameters and CFL numbers when a scheme is used with either the consistent or the lumped mass matrix. An important finding is that with the consistent mass matrix, the \( \rho_- \)-Bathe method with \( \rho_- = 0.65, \gamma = \gamma_0, \) and \( \text{CFL} = 1.25 \) and the standard Bathe method with \( \gamma = 0.5 \) and \( \text{CFL} = 1.0 \) provide similar dispersion errors and numerical results in wave propagation analyses.

For the consistent mass matrix case, when using the Bathe schemes with the optimal parameters and CFL numbers, in essence, the wave modes with (about) \( \Delta x / (\sqrt{2}) < 0.50 \) participate in the numerical solutions whereas for the lumped mass matrix case this limit is much smaller. However the overall accuracy is also governed by the numerical elimination (damping) of unresolved modes and the use of the lumped mass matrix can be quite effective.

In this paper we focused on the errors seen when using the trapezoidal rule, Newmark method, and the Bathe time integration schemes with simple linear and bilinear spatial discretizations and uniform meshes with nodes equally spaced. The results are of general value and, also, such spatial discretizations are used in the interior of the analysis geometry when employing AMORE.

A valuable further endeavor is to study the solution errors when using the time integration schemes (with their parameters) in distorted meshes. These more general cases are best studied together with the use of enhanced spatial discretizations, in particular ‘overlapping finite elements’ that are distortion-insensitive [47–49] and AMORE, and should also consider multiple waves traveling through the mesh.

Furthermore, studies on comparing implicit and explicit time integration schemes in accuracy and computational effort used for wave propagation problems would be of value. Here too the use of overlapping finite elements might be explored.
Fig. 30. Time history of horizontal displacements (left) and vertical displacements (right) with the regular mesh ($h = 2$ m) using various Bathe methods and trapezoidal rule when the step functions line load is applied.

(a) calculated displacements at $x = 640$ m using the consistent mass matrix

(b) calculated displacements at $x = 640$ m using the lumped mass matrix

(c) calculated displacements at $x = 1280$ m using the consistent mass matrix

(d) calculated displacements at $x = 1280$ m using the lumped mass matrix
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Appendix A. Stability conditions for the $\beta_1/\beta_2$-Bathe scheme with $\beta_2 = 2\beta_1$

In the $\beta_1/\beta_2$-Bathe method with $\beta_2 = 2\beta_1$, we obtain $\rho'(A)|_{\Omega_0=0} = 1$ and $\rho'(A)|_{\Omega_0=0} = 0$, where $\rho'(A)$ is the derivative of $\rho(A)$ with respect to $\Omega_0$:

$$
\rho'(A) = \frac{\Omega_0}{\rho(A)} \times \left( \frac{(n_2 d_1 - n_1 d_2)\Omega_0^2 - 2(n_2 d_2 - n_2 d_0)\Omega_0^2 + (n_1 d_0 - n_0 d_1)}{(d_2\Omega_0^2 + d_1\Omega_0^2 + d_0)^2} \right)
$$

where

$$
n_2 = \gamma^2(s_0 - s_1)(q_0 - q_1); n_1 = \gamma^2 - 4(q_1 + s_1)\gamma + 4(s_0 + s_1)(q_0 + q_1); n_0 = 4;
$$

$$
d_2 = q_2 s_2 \gamma^2; d_1 = \gamma^2 + 4q_2 s_2; d_0 = 4
$$

Also, the number of roots of the equation $\rho'(A) = 0$ for $\Omega_0 \neq 0$ is less than or equal to two except when $\gamma = 1$ with $\beta_1 = 0.5$ and $\gamma = 0$ with $\beta_1 = 0.25$. With $\gamma = 1$ and $\beta_1 = 0.5$, and $\gamma = 0$ and $\beta_1 = 0.25$, $\rho'(A)$ of the $\beta_1/\beta_2$-Bathe scheme with $\beta_2 = 2\beta_1$ is 1.0 for $\Omega_0 \neq 0$; thus, the scheme is non-dissipative and unconditionally stable. Therefore, the conditions of unconditional stability for the $\beta_1/\beta_2$-Bathe method with $\beta_2 = 2\beta_1$ are

$$
\lim_{\Omega_0 \to \infty} \rho(A|_{\Omega_0=0}) < 1
$$

where $\delta$ is a positive infinitesimal (thus, $\delta^n \to 0$ for $n \geq 2$) and

$$
\rho'(A)|_{\Omega_0=0} \leq 0
$$

(B2)

$$
\lim_{\Omega_0 \to \infty} \rho(A|_{\Omega_0=0}) < 1
$$

(B3)

$$
\rho'(A)|_{\Omega_0=0} \leq 0
$$

(B4)

$$
\lim_{\Omega_0 \to \infty} \rho(A|_{\Omega_0=0}) < 1
$$

(B5)

$$
\lim_{\Omega_0 \to \infty} \rho(A|_{\Omega_0=0}) < 1
$$

(B6)
With $s_0 = q_0 = 0(1 - \beta_1)$, $s_1 = q_1 = \gamma(3\beta_1 - 1) + 1 - 2\beta_1$, and $s_2 = q_2 = 2(1 - \gamma)\beta_1$, Eqs. (B5) and (B6) can be rewritten as Eqs. (B7) and (B8), respectively:

$$p'(A)|_{\Omega_{c=3}} = \frac{\delta(q_0 + q_1 - q_2) - 2q_1 \gamma}{(\gamma^2/2 + 2q_1) \delta + 1} \quad \text{(B7)}$$

With Eqs. (B3) and (B4), we find the range of $\gamma$ selected to correspond to the value of $\beta_1 \geq 1/4$ so that the $\beta_1/\beta_2$-Bathe method with $\beta_2 = 2\beta_1$ is unconditionally stable (see B9), while the $\beta_1/\beta_2$-Bathe method with $\beta_1 < 1/4$ is unstable for all $\gamma$ since $p'(A)|_{\Omega_{c=3}} > 0$.

$$\gamma_{13} = \gamma \leq \gamma_{11} \quad \text{for } 1/4 < \beta_1 < 1/3$$

$$\gamma_{13} = \gamma \leq \gamma_{12} \quad \text{for } 0 < \beta_1 < 1/3$$

$$\gamma_{13} = \gamma \leq \gamma_{14} \quad \text{for } 1/3 < \beta_1 < 1/2$$

$$\gamma_{13} = \gamma \leq \gamma_{15} \quad \text{for } 1/2 < \beta_1 < 1$$

$$\gamma_{13} = \gamma \leq \gamma_{16} \quad \text{for } \beta_1 = 1$$

$$\gamma_{13} = \gamma \leq \gamma_{17} \quad \text{for } \beta_1 < 1$$

where $\gamma_{13}$ and $\gamma_{14}$ are roots of the equation $p'(A)|_{\Omega_{c=3}} = 0$, and $\gamma_{13}$ and $\gamma_{14}$ are roots of the equation $p'(A) = 1$:

$$\gamma_{11} = \frac{4\beta_1 - 1 - \sqrt{4(\beta_1 - 1)(2\beta_1 - 2)}}{2\beta_1 - 2}$$

$$\gamma_{12} = \frac{4\beta_1 - 1 + \sqrt{4(\beta_1 - 1)(2\beta_1 - 2)}}{2\beta_1 - 2}$$

$$\gamma_{13} = \frac{4\beta_1 - 1 - \sqrt{4(\beta_1 - 1)(2\beta_1 - 2)}}{2\beta_1 - 2}$$

$$\gamma_{14} = \frac{4\beta_1 - 1 + \sqrt{4(\beta_1 - 1)(2\beta_1 - 2)}}{2\beta_1 - 2}$$

$$\gamma_{15} = -\frac{1}{4\beta_1 - 2}$$

$$\gamma_{16} = -\frac{1}{2\beta_1 - 2}$$

$$\gamma_{17} = -\frac{1}{\beta_1 - 2}$$
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