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#### Abstract

Ahstract - Devices available in digital oriented CMOS processes are reviewed, with emphasis on the various modes of operation of a standard transistor and their respective merits, and on additional specifications required to apply devices in analog circuits. Some basic compatible analog circuit techniques and their related tradeoffs are then surveyed by means of typical examples. The noisy environment due to cohabitation on the chip with digital circuits is briefly evoked.


## I. Introduction

THE EVOLUTION of scaled-down digital processes will shift the boundary between digital and analog parts of systems [1]. However, analog circuits will remain irreplaceable components of systems-on-a-chip. Besides A/D conversion, they will always be needed to perform a variety of critical tasks required to interface digital with the external world, such as amplification, prefiltering, demodulation, signal conditioning for line transmission, for storage, and for display, generation of absolute values (voltages, currents, frequencies), and to implement compatible sensors on chip. In addition, analog will retain for a long while its advantage over digital when very high frequency or very low power is required.

Most of the limitations of analog circuits are due to the fact that they operate with electrical variables and not simply with numbers. Therefore, their accuracy is fundamentally limited by unavoidable mismatches between components, and their dynamic range is limited by noise, offset, and distortions.

For economical reasons, the analog part of a system-on-a-chip must be fully compatible with a process basically tailored for digital requirements, and this with a minimum number of additional specifications. Section II will review all active and passive devices available in digital CMOS processes, together with the additional specifications needed to use them for implementing analog circuits. Some basic analog circuit techniques will then be described in Section III by means of typical examples. Finally, the problems related to the noisy environment due to cohabitation on the chip with large digital circuits will be briefly evoked in Section IV.
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## II. Devices Available for Analog Circuits

## A. Transistors

A clear understanding of the various ways of biasing a normal MOS transistor, and of their respective merits, is a key factor in the design of optimum analog subcircuits. Fig. 1 illustrates the complete transfer characteristics $I_{D}\left(V_{G}\right)$ of a n-channel MOS transistor in saturation for various possible modes of operation. For the sake of symmetry, all potentials are defined with respect to that of the local substrate, in this case the p-well.

The general behavior of drain current in saturation $I_{D}$ in the two basic modes of field effect operation can be described by two separate approximative models [2], [3] which sacrifice accuracy to clarity and simplicity:

Strong inversion ( $I_{D} \gg \beta U_{T}^{2}$ )

$$
\begin{align*}
& I_{D}=\frac{\beta}{2 n}\left(V_{G}-V_{T 0}-n V_{S}\right)^{2}, \\
&  \tag{1}\\
& \quad \text { for } V_{D}>V_{D \text { sat }}=\left(V_{G}-V_{T 0}\right) / n .
\end{align*}
$$

Weak inversion ( $I_{D} \ll \beta U_{T}^{2}$ )

$$
\begin{align*}
& I_{D}=K \beta U_{T}^{2} \exp \left(\left(V_{G}-V_{T 0}-n V_{S}\right) / n U_{T}\right) \\
& \text { for } V_{D}>V_{D \text { sat }}=3 \text { to } 4 U_{T} . \tag{2}
\end{align*}
$$

These models only include the three most important device parameters required for circuit design
$\begin{array}{ll}\beta=\mu C_{\mathrm{ox}} W / L & \text { transfer parameter for strong inversion } \\ V_{T 0} & \text { gate threshold voltage for } V_{S}=0\end{array}$
$n$ slope factor in weak inversion, which also describes approximately the effect of fixed charges in the channel in strong inversion. Its value depends slightly on $V_{S}$ [3] and ranges usually from 1.3 to 2 .
$K$ is a factor somewhat larger than 1 , which connects weak and strong inversion. Its exact value has no importance in circuit design, since transistors in weak inversion must be biased at fixed drain current $I_{D}$ to avoid the very high sensitivity to $U_{T}=k T / q$ and $V_{T 0}$ for fixed gate voltage $V_{G}$.

In CMOS logic circuits, transistors usually operate with $V_{S}=0$ as shown in heavy lines in Fig. 1. Their role is to


Fig. 1. General transfer characteristics $I_{D}\left(V_{G}\right)$ of a MOS transistor in saturation. Different modes of operation can be identified, namely strong inversion, weak inversion, and bipolar.
provide maximum drain current in the "on" state for $V_{G}=V_{c c}$, and minimum residual current $I_{D 0}$ in the "off" state for $V_{G}=0$. The only requirements for digital circuits are thus a maximum possible value of transfer parameter $\beta$, and a value of threshold voltage $V_{T 0}$ as low as possible while ensuring acceptable value of residual current for $V_{G}=0$

$$
\begin{equation*}
I_{D 0}=K \beta U_{T}^{2} \exp \left(-V_{T 0} / n U_{T}\right) \tag{3}
\end{equation*}
$$

This is only possible if slope factor $n$ of weak inversion is not too large. These requirements are also favorable to analog circuits, since they allow a maximum value of transconductance $g_{m}$ which can be easily derived from (1) and (2) as

$$
\begin{array}{ll}
g_{m}=\left(\left(2 \beta I_{D}\right) / n\right)^{1 / 2}=2 I_{D} / & \left(V_{G}-V_{T 0}-n V_{S}\right) \\
& \text { (strong inversion). } \\
g_{m}=I_{D} / n U_{T} & \text { (weak inversion). } \tag{5}
\end{array}
$$

However, specifications on the maximum range of variation of $\beta, V_{T 0}$, and $n$ are usually necessary.

Transconductance $g_{m}$ is proportional to drain current $I_{D}$ in weak inversion, but only to the square root of $I_{D}$ in strong inversion. If source voltage $V_{s}$ is not zero, the gate voltage for constant drain current is shifted by $n V_{S}$ for both modes of operation. Thus transconductance $g_{m s}$ from source to drain is given by

$$
\begin{equation*}
g_{m s}=n g_{m} . \tag{6}
\end{equation*}
$$

Fig. 1 also shows that when gate voltage $V_{G}$ is sufficiently negative, it has not more effect on drain current, which means that gate transconductance $g_{m}$ decreases to zero. However, $I_{D}$ can still be controlled by negative values of source voltage $V_{S}$ which corresponds to a forward-biased source junction. The device then operates as a lateral bipolar, with the flow of carriers pushed away from the surface by the negative gate potential [4]. The various flows of carriers in this mode of operation are shown in Fig. 2. Source, drain, and p-well have been renamed emitter $E$,


Fig. 2. Flows of carriers in bipolar operation.


Fig. 3. Matching of a pair of MOS transistors as a function of drain current, for (a) same gate voltage and (b) same drain current. Uncorrelated components with mean standard deviations of 2 percent for $\Delta \beta / \beta$ and 5 mV for $\Delta V_{T}$ are assumed in this example.
collector $C$, and base $B$. Since a large fraction of emitter current $I_{E}$ flows to substrate, the maximum alpha-gain of this lateral bipolar is only 0.2 to 0.6 , depending on the process. However, owing to the low rate of recombination in the well, the $\beta$-gain can reach quite acceptable values ranging from 20 to 500 . This high value of current gain is only obtained for the transistor implemented in the well, in this case a n-p-n. The n-p-n to substrate can be used without lateral collector, but only in common collector configurations.
For implementing analog circuits, it is necessary to specify the matching properties of similar adjacent transistors. Matching must be characterized by two independent statistical values: threshold mismatch $\Delta V_{T}$, which may have in practice a mean standard deviation ranging from 1 to 20 mV , and $\Delta \beta / \beta$ mismatch which is usually in the range of $0.5-5$ percent. Fig. 3 shows that when two transistors have the same gate voltage, as in a current mirror, the mismatch of their drain currents

$$
\begin{equation*}
\Delta I_{D} / I_{D}=\Delta \beta / \beta-\left(g_{m} / I_{D}\right) \Delta V_{T} \tag{7}
\end{equation*}
$$

is maximum in weak inversion, for which $g_{m} / I_{D}$ is maximum, and only comes down to $\Delta \beta / \beta$ when the transistors operate deeply in strong inversion. On the contrary, when they have the same drain current, as in a differential pair, the mismatch of their gate voltages

$$
\begin{equation*}
\Delta V_{G}=\Delta V_{T}-\left(I_{D} / g_{m}\right) \cdot \Delta \beta / \beta \tag{8}
\end{equation*}
$$

is just $\Delta V_{T}$ in weak inversion, and increases in strong inversion where $g_{m} / I_{D}$ is reduced.
Noise is a very important limitation of most analog circuits. As shown in Fig. 4, the noise of a transistor must also be characterized by at least two independent sources: White channel noise is independent of the process and corresponds to an equivalent input noise resistance $R_{N}$ approximately equal to the inverse of transconductance $g_{m}$ [5]. Gate interface $1 / f$ noise dominates at low frequencies


Fig. 4. Contributions to equivalent input noise resistance $\boldsymbol{R}_{\boldsymbol{N}}$ of a MOS transistor.

TABLE I
Specifications on Transistors for Analog and Digital. Applications.
(Analog Requires Specifications on Additional Parameters, and on Maximum and Minimum Values of Some Parameters.)

and is approximately independent of drain current. It is inversely proportional to gate area, and very sensitive to process quality. It should therefore be eliminated by circuit techniques such as chopping or autozeroing [6]-[8].

Both flicker noise and threshold mismatch are drastically reduced when the transistor operates in the lateral bipolar mode [4]. This is because the device is then shielded from all surface effects.

The respective qualitative specifications on transistors for digital and analog applications are summarized in Table I. An additional requirement for analog is a high value of output resistance which is approximately proportional to channel length. Designs should be made independent of the exact value of this parameter.

## B. Passive Components

In digital CMOS circuits, passive components, namely capacitors and resistors, are only present as parasitics and should therefore by minimized. On the contrary, functional passive components of reasonable values and acceptable quality are required in most analog subcircuits.

Excellent precision capacitors can be implemented in a compatible way by using the silicon dioxide dielectric, provided both electrodes have a sufficiently low resistivity. Thin oxide gate capacitors are available in metal gate technologies, but they cannot be implemented in Si-gate processes without additional steps. For processes with a single polysilicon layer, the only reasonable choice is the
capacitor between aluminum and polysilicon layers [9], which usually achieves rather low specific values. Many modern technologies provide two layers of polysilicon that can be used as electrodes for the capacitors [10].

Good resistors of less than $100 \Omega /$ sq. can be obtained in the polysilicon layer. Higher values of few kiloohms per square are possible by using the well diffusion, but these resistors are slightly voltage dependent, and they are always associated with a large parasitic capacitance. Lightly doped polysilicon resistors such as those used to implement quasi-static RAM's [11] achieve very high values but they have a very poor accuracy.

Most of the modern design techniques for analog circuits are based on ratios of capacitances or resistances, and therefore only require specifications on matching and linearity of passive devices. If absolute values are needed as well, data on spread, temperature behavior, and aging must be available, and must be ensured by periodic statistical measurements.

No floating diode is usually available, except the baseemitter junction of the bipolar transistor to substrate. Some special micropower processes offer a lateral diode in the polysilicon layer [12].

## III. Basic Analog Circuit Techniques

## A. Optimum Matching

Most analog circuit techniques are based on the matching properties of similar components. For a given process, matching of critical devices may be improved by enforcing the set of rules that are summarized in Table II. These rules are not specific to CMOS and are applicable to all kinds of IC technologies. The relevancy and the quantitative importance of each of these rules depend on the particular process and on the particular device under consideration.

1) Devices to be matched should have the same structure. For instance, a junction capacitor cannot be matched with an oxide capacitor. This also means that the error due to parasitic junction capacitors cannot be compensated by adjusting the value of functional oxide capacitors.
2) They should have same temperature, which is no problem if power dissipated on chip is very low. Otherwise, devices to be matched should be located on the same isotherm, which can be obtained by a symmetrical implementation with respect to the dissipative devices.
3) They should have same shape and same size. For example, matched capacitors should have same aspect ratios, and matched transistors or resistors should have same width and same length, and not simply same aspect ratios.
4) Minimum distance between matched devices is necessary to take advantage of spatial correlation of fluctuating physical parameters.
5) Common-centroid geometries should be used to cancel constant gradients of parameters. Good practical examples

TABLE II
Rules for Optimum Matching

1. Same structure
2. Same temperature
3. Same shape, same size

Minimum distance
3. Common-centroid geometries

Same orientation
Same surroundings
. . $o n$ minimum size


Fig. 5. Single-stage cascode operational transconductance amplifier (OTA) [13].
are the quad configuration used to implement a pair of transistors, and common-centroid sets of capacitors.
6) The same orientation on chip is necessary to eliminate dissymmetries due to unisotropic steps in the process, or to the unisotropy of the silicon substrate itself. In particular, the source to drain flows of current in matched transistors should be strictly parallel.
7) Devices to be matched should have the same surroundings in the layout. This to avoid for instance the end effect in a series of current sources implemented as a line of transistors, or the street effect in a matrix of capacitors.
8) Using nonminimum size is an obvious way of reducing the effect of edge fluctuations, and to improve spatial averaging of fluctuating parameters.

Matching can be extended to the realization of non-unity $n / m$ ratios by separately grouping $m$ and $n$ matched devices. A slight alteration of one or many devices is necessary when intermediate ratios are required.

## B. Amplifiers

The basic configurations and tradeoffs related to the realization of amplifiers can be discussed with the example of a single-stage cascode OTA represented in Fig. 5 [13].

Differential pair $T_{1}-T_{3}$ converts the differential input voltage into a difference of currents which is integrated in load capacitance $C_{L}$. These transistors can have minimum channel length since they are loaded by the high input conductance of current mirrors. Remaining design parameters are then channel width $W$ and value of tail current $I_{0}$. Optimization of this input pair therefore amounts to choosing the best possible point in the ( $W, I_{0}$ ) plane, with respect to conflicting requirements. This plane is represented in Fig. 6, with the limit between weak and strong inversion which corresponds to a given value of $W / I_{0}$.


Fig. 6. Optimization of width $W$ and tail current $I_{0}$ of input pair $T_{1}-T_{3}$. Arrowed paths 1 to 4 indicate displacements in plane ( $W, I_{0}$ ) for maximum improvement of various features of the amplifier.

Displacements in the plane for maximum improvement of various important features of the whole amplifier are represented in a qualitative way.

Transconductance for a given current, dc gain, and maximum possible swing are all improved by increasing $W / I_{0}$ to approach weak inversion, where they reach their maximum values (path 1). This also reduces input offset voltage.

The white noise spectral density is inversely proportional to transconductance $g_{m}$, which increases linearly with current $I_{0}$ up to the upper limit of weak inversion. To keep the advantages of weak inversion, a further increase of $g_{m}$ requires a parallel increase of width $W$ and current $I_{0}$ (path 2), which is only limited by size.

Speed (path 3) is proportional to $g_{m}$ as long as parasitic capacitances of the transistors (proportional to $W$ ) are constant or negligible. A further increase in speed requires a progressive incursion into strong inversion, which results in progressive degradations of dc gain and of maximum possible swing. Speed in strong inversion only increases with the square root of current.

Low frequency $1 / f$ noise is reduced by increasing channel width (path 4) and by choosing the better type of transistor, which is usually a p-channel.

If input current can be tolerated, very low $1 / f$ noise and very high speed can be achieved by using transistors operated as lateral bipolars [4], [14].

The maximum differential current available from the pair is equal to tail current $I_{0}$, which puts a fundamental limit to slew rate. This problem can be circumvented by momentarily increasing current $I_{0}$ by a fixed amount each time an input step is anticipated, which yields a dynamic amplifier [15]. It can also be increased by an amount proportional to the difference of drain currents to realize an adaptive bias [16], [17], which provides operation in class $A B$.

Complementary pairs $T_{1}-T_{2}$ and $T_{3}-T_{4}$ can be viewed as common emitter amplifiers, each of which amplifies half of the total differential input voltage. Gain $g_{m 1.3} / g_{m 2.4}$ must be high enough, of the order of 3 to 10 , to have noise and offset voltage limited to the only contribution of the differential input pair. This requires operation of transistors $T_{2}$ and $T_{4}$ deep enough into strong inversion. Too much gain reduces the stability phase margin.

As was illustrated by Fig. 3, the mismatch of current mirrors is maximum in weak inversion. It can be shown


Fig. 7. Optimization of $W / L$ of current mirrors.
that this is true as well for both white and $1 / f$ noise [18]. However, according to relations (1) and (2), weak inversion provides the minimum possible value of drain saturation voltage of the order of 100 mV . Therefore, the optimization of $W / L$ of current mirrors $T_{11}-T_{13}-T_{15}, T_{2}-T_{6}, T_{4}-$ $T_{8}, T_{5}-T_{7}$ amounts to an acceptable compromise between small mismatch and low noise ( $V_{G}-V_{T 0}$ large), and small saturation voltage ( $V_{G}-V_{T 0}$ small) to permit large-signal swing (Fig. 7).

The overall transconductance of the amplifier can be multiplied by ratio $A$ of mirror $T_{4}-T_{8}$, at the expense of a reduction in phase margin. Some of the mirrors can be avoided by using the folded cascode scheme [20].

Cascode transistors $T_{9}$ and $T_{10}$ decrease the output conductance by a factor equal to $g_{m s} / g_{0}$. This is obtained without any noise penalty, and with only a very small reduction of phase margin. The resulting dc gain is thus higher than that of a two-stage noncascode amplifier which requires internal compensation. Gain may be further boosted by using double or triple cascode [19], until it becomes limited by the direct conductance to ground due to impact ionization in the drain depletion layers.

The reduction of maximum output swing due to the cascode transistors can be minimized by careful design of the bias circuitry $T_{12}-T_{14}-T_{15}-T_{17}$ [13], [20]. Drain voltages of transistors $T_{7}$ and $T_{8}$ can be made equal to their limit value $V_{D_{\text {sat }}}$ for saturation, independently of bias current. Maximum output swing is then only reduced by $4 V_{\text {Dsat }}$ with respect to total supply voltage, which only amounts to about 400 mV in weak inversion.

The circuit can be modified to provide differential output [20]. This doubles the maximum output swing, but requires a common mode feedback scheme.

All amplifiers based on a differential input pair suffer noise and speed penalties with respect to a simple CMOS inverter used as an amplifier with an adequate biasing scheme [21]. This kind of amplifier is furthermore free from any slew rate limitation. It represents a very attractive solution for very low power [7] or very high speed [22] applications, in spite of its poor intrinsic PSRR.

## C. Switch and Sample -and-Hold

The realization of the analog switch, which is a very important component of CMOS analog circuits, is illustrated in Fig. 8. A n-channel transistor is switched on by connecting its gate to the positive power line $V_{B}$. However, its on-conductance $g_{n}$ comes to zero if potential $V_{F}$ at which the device floats is too high. The same is true if $V_{F}$ is too low for on-conductance $\boldsymbol{g}_{\boldsymbol{p}}$ of the p-channel transistor



Fig. 8. Realization of an analog switch. On-conductances $g_{n}$ and $g_{p}$ of $n$-channel and $p$-channel transistors depend on floatation voltage $V_{F}$.


Fig. 9. Elementary sample-and-hold.
with gate connected to zero. If total supply voltage $V_{B}$ is larger than a critical value $V_{B \text { crit }}$, the conductance of the switch can be ensured independently of $V_{F}$ by connecting both types of transistors in parallel. Below this critical value, a gap of conduction appears at intermediate levels of $V_{F}$. Because of substrate effects, this critical supply voltage may widely exceed the sum $V_{T 0 \mathrm{p}}+V_{T 0 n}$ of $p$ and $n$ thresholds for zero source voltages. For example, $V_{T 0_{\mathrm{p}}}=$ 0.6 V and $V_{\text {ron }}=0.7 \mathrm{~V}$ may correspond to $V_{B \text { crit }}=2.3 \mathrm{~V}$ [18], [23]. This very severe limitation to low-voltage operation of analog circuits may be circumvented by on-chip clock voltage multiplication [8], [24].

Leakage in the off state is due to residual channel current and to reverse currents of junctions. Care must be taken not to bootstrap the switch potential beyond that of the power supply lines, which would forward bias these junctions [25].

The combination of a switch and a capacitor provides a basic sample-and-hold shown in Fig. 9. Voltage $V_{C}$ across capacitor $C$ keeps a constant value equal to that of input voltage $V_{i}$ at the last sampling instant. The value the of noise voltage at the sampling instant is also frozen in capacitor $C$; therefore, the total noise power is concentrated below the clock frequency. Voltage $V_{d}$ across the switch is readjusted to zero each time the switch is closed, which corresponds to the transfer function for the fundamental signal (component of output signal $V_{d}$ at the frequency of input signal $V_{i}$ ) shown in Fig. 10 [26]. At low frequency, this autozeroing by means of a sample-and-hold amounts to a differentiation, with a time constant equal to half the value of hold duration $T_{h}$. It may be used to cancel offset and to reduce low-frequency noise components generated in a circuit [6], [27].

Another source of sampling error is caused by the charge which is released from the channel into holding capacitor $C$ when the transistor of the switch is blocked [28]. This problem has been analyzed in the general case shown in


Fig. 10. Differentiating property of autozeroing obtained by sample-and-hold.


Fig. 11. Equivalent circuit of a practical sample-and-hold. Finite fall time of gate voltage $V_{G}$ allows redistribution of charge through the transistor.


Fig. 12. Calculated fraction $q$ of total charge $q_{f 0}$ left in holding capacitor $C$ after switch-off [23].

Fig. 11 where the source of the signal is assumed to have an internal capacitance $C_{i}$ [23], [26]. Finite fall time of $V_{G}$ (slope $-a$ ) from initial value $V_{B}$ to effective threshold voltage $V_{T_{e}}$ allows a redistribution through the transistor of total charge $q_{\text {tot }}=C_{\text {gate }}\left(V_{B}-V_{T_{e}}\right)$ between $C$ and $C_{i}$. The result obtained by numerical integration of a normalized nonlinear equation describing this process, for time constant $R_{i} C_{i}$ much larger than the switching time, is represented in Fig. 12. This figure shows the fraction $q$ of total channel charge $q_{\text {tot }}$ which goes into holding capacitor $C$ for various values of ratio $C_{i} / C$. This fraction is a function of an intermediate parameter $B$ which combines clock amplitude, clock slope, $\beta$ of transistor, and value of holding capacitor $C$. These curves suggest various strategies for minimizing parasitic charge $q$.

A first possibility is to choose $C_{i}$ very large and $B$ much larger than 1 . All charges released into $C$ flow back into $C_{i}$ during the decay of gate voltage, and $q$ tends to zero (some easily calculable additional charge is due to the coupling through overlap capacitors after switching off). The drawback is the long period of time needed for switching off.

A second solution is to equilibrate the values of both capacitors [29]. By symmetry, half of the channel charge flows in each capacitor, and can be compensated by halfsized dummy switches that are switched on when the main switch is blocked [28].

The need for equal values of capacitors may be eliminated by choosing a value of $B$ much smaller than 1 which also

(a)

(b)

Fig. 13. Stray insensitive SC integrators.
ensures equipartition of the total charge. Charge $q$ is then compensated by a single dummy switch.

When complementary transistors are used to implement the switch, they partially compensate each other, although matching is very poor. The effect of charge injection can be drastically reduced by appropriate circuit techniques such as differential implementation [25], and active compensation by a low sensitivity auxiliary input [26], [30].

## D. Switched Capacitor Integrators

Switched capacitor integrators are the building blocks of all kinds of circuits, in particular SC filters. Two different implementations that are insensitive to parasitic capacitances to ground are shown in Fig. 13. Both provide a differential input and a time constant $1 / \alpha f_{c}$, which only depends on clock frequency $f_{c}$ and ratio of capacitors $\alpha$. Version $b$ includes autozeroing, which reduces lowfrequency noise and compensates offset. It can therefore be realized with a nondifferential amplifier such as a CMOS inverter [7].

Output resetting can be obtained by additional switch $S_{r}$, and many differential signals can be separately weighted and summed by repeating the input circuitry, as shown in dotted lines. These integrators may be damped at will by connecting one of these additional inputs to output.

They can be transformed into amplifiers with controlled gain, either by resetting the output at every clock cycle, or by deleting integrating capacitor $C$ in a damped configuration.

## E. Comparators

Comparators must usually achieve a very low value of input offset voltage. An excellent solution is obtained by removing integrating capacitor $C$ in the basic integrator of Fig. 13b [31]. Any difference $V_{i+}-V_{i-}$ will cause an output current to charge (or discharge) the parasitic output capacitance. The comparator thus behaves as an integrator of input error voltage, and sensitivity is proportional to the time alotted for comparison. It is ultimately limited by the finite dc gain of the amplifier. The speed-sensitivity ratio may be increased by achieving $n$th order integration along a cascade of $n$ stages [26], as shown in Fig. 14.
The effects of charge injection and switching noise may be virtually cancelled by sequentially opening switches $S_{1}$ to $S_{n}$ before toggling switch $S_{0}$ : When $S_{1}$ is opened first, charge injection and sampled noise cause an error voltage across $C_{1}$. Since switch $S_{2}$ is still closed, a compensation voltage appears across $C_{2}$ after equilibration. The same is true when $S_{2}$ to $S_{n-1}$ are then opened sequentially. The


Fig. 14. Multistage comparator.


Fig. 15. "Built-in" voltages available in silicon.


Fig. 16. Extraction of $U_{T}=k T / q$ with MOS transistors $T_{1}-T_{2}$ operated in weak inversion.
only residual error at the input is thus that due to switch $S_{n}$ divided by the gain of the $n-1$ first stages [32], [33]. Accuracy is further improved by using a fully differential implementation for which values of offset as low as $5 \mu \mathrm{~V}$ have been reported [34].

## F. Voltage and Current References

The realization of absolute references must be based on intrinsic physical values, in order to reduce their sensitivity to process variations.

The various "built-in" voltages provided by silicon are represented in Fig. 15. They can be extracted by adequate circuits to implement voltage references.

Thermal voltage $U_{T}=k T / q$, proportional to absolute temperature (PTAT), can be extracted by two MOS transistors operated in weak inversion with different current densities, as shown in Fig. 16 [3], [35]. If $T_{3}=T_{4}$, application of weak inversion model (2) to transistors $T_{1}$ and $T_{2}=A T_{1}$ yields

$$
\begin{equation*}
V_{\mathrm{ref}}=U_{T} \ln (A) \tag{9}
\end{equation*}
$$

which in turn imposes current $I_{2}$ in the circuit.
Bandgap voltage $V_{\text {gap }}$ decreases approximately linearly with temperature from extrapolated value $V_{G 0}$, with a slight curvature. A possible technique for direct extraction of $V_{\text {gap }}$ is shown in Fig. 17 [36]. Transistor $T_{1}$ is n-channel with a normal $\mathrm{n}^{+}$-doped silicon gate. Transistor $T_{2}$ is also


Fig. 17. Extraction of bandgap voitage $V_{\text {gap }}$ by MOS transistors [36].


Fig. 18. Principle of SC-weighted bandgap reference.


Fig. 19. Principle of $R$-weighted bandgap reference.
n-channel but with a $\mathrm{p}^{+}$-doped gate, as is possible in some technologies. Their threshold voltages therefore differ by approximately $V_{\text {gap }}$ which appears at the output of this simple amplifier connected in unity gain configuration. After compensation by a small PTAT voltage obtained by operating $T_{1}$ and $T_{2}$ in weak inversion at different current densities, a temperature coefficient lower than $30 \mathrm{ppm}{ }^{\circ} \mathrm{C}$ can be obtained. All references based on MOS operation have their accuracy degraded by large uncontrolled offset components due to surface effects.

Base-emitter voltage $V_{B E}$ of bipolar transistors is not really a physical parameter, but it only depends very slightly on the process. The difference $\Delta V_{B E}$ of two bipolars operated at different current densities is strictly proportional to $k T / q$. After multiplication by an adequate factor, it can be added to $V_{B E}$ to obtain a voltage of value $V_{G O}$ independent of temperature. This principle of bandgap reference is well known in bipolar technology, and can be applied to the bipolars available in CMOS technology.

Weighting and summing $V_{B E}$ and $\Delta V_{B E}$ can be achieved by the SC circuit shown in Fig. 18, which is derived from the integrator of Fig. 13(b) [23], [37], [38]. Transistors $T_{1}$ and $T_{\mathbf{2}}$ are bipolars to substrate. Accuracy is mainly limited by charge injection from the feedback switch.

Another solution consists in using a resistive divider, as depicted in Fig. 19. Version a uses substrate bipolars and a CMOS amplifier [39]. The offset of this amplifier, which is multiplied by $R_{2} / R_{1}$ of the order of 10 , causes independent errors of the value of $V_{\text {ref }}$ and of its temperature coefficient. Adjustment at two different temperatures would thus be required to achieve an accuracy of a few millivolts. Version $b$ uses compatible lateral bipolars and avoids any MOS amplifier [4]. The error due to the p-channel mirror is


Fig. 20. SC voltage-to-current converter [40].
lowered by operating deeply in strong inversion. The offset of bipolars is small and only causes an error PTAT, which can be corrected at a single temperature.

Semiconductor physics do not provide any "built-in" current. Current references must thus be derived from voltage references by applying Ohm's law in voltage to current converters. Poor absolute precision and temperature coefficient of available resistors result in errors of many tens of percent. A good solution based on a SC scheme that takes advantage of the better accuracy of available capacitors is shown in Fig. 20 [40]. It is a closed loop system which forces equilibrium, for every clock cycle, between charge $C V_{\text {ref }}$ poured into storage capacitor $C_{s}$ and charge $I_{\text {ret }} T_{d}$ withdrawn from the same capacitor. Thus

$$
\begin{equation*}
I_{\mathrm{ref}}=C V_{\mathrm{ref}} / T_{d} \tag{10}
\end{equation*}
$$

Generation of an independent frequency on chip is not possible with a precision better than a few tens of percent. It is normally not required since an accurate clock frequency is usually provided by the system, from which synchronous signals of any frequency can be derived in a digital way. Totally asynchronous signals of accurate frequency can be produced by quasi-sinusoidal SC oscillators [41]-[43].

## IV. Analog Circuits in a Digital Environment

If no precaution is taken, the dynamic range of analog circuits will be limited by the noise generated by digital circuits operating on the same chip. This problem is specially accute for sampled circuits which fold down highfrequency noise components by undersampling.

Coupling may occur through power lines, current in the common substrate, capacitive links, and possibly by minority carriers that are released when digital transistors are being blocked.

Various provisions can be suggested to improve the situation: Utilization of separate power lines, including pads, bondings, and possibly pins. Implementation of power supply filters or regulators. High value of PSRR, also at high frequencies for sampled circuits; care must be taken not to destroy the PSRR of amplifiers by the additional circuitry. Systematic implementation of fully differential structures. Avoidance of large current spikes in digital circuits, and of any digital transition during critical analog tasks. Provision of maximum distance on chip to digital lines, and of separate clean clocks for analog cir-
cuits. Critical nodes should be shielded from substrate and from digital lines by adequate layers, and analog circuits can be separated by special wells that collect parasitic minority carriers. Processes that provide an epitaxial layer on a highly doped substrate, to improve immunity to latch-up, allow to drain all parasitic currents to substrate.

## V. Conclusion

Thanks to the versatility of the CMOS technology, all kinds of analog circuits can be combined on the same chip with digital circuits, without any process modification. However, additional parameters need to be specified and guaranteed, the number of which depends on the type of function and on design cleverness.

A standard MOS transistor can be operated in various modes which have their respective merits. Weak inversion provides maximum values of gain and signal swing, and minimum offset and noise voltages. Strong inversion is required to achieve high speed, and provides minimum relative values of offset and noise currents. The lateral bipolar mode exhibits excellent matching properties and very low $1 / f$ noise, and can be used to implement a variety of schemes previously developed for normal bipolars transistors.

Mismatch of active and passive devices represents a major limitation to the accuracy of analog circuits. It can be minimized by respecting a set of basic rules. Designs must be based on sound concepts that take maximum advantage of all available components.

Single-stage cascoded OTA's should be preferred to multistage amplifiers. Their optimization amounts to choosing the best possible compromise with respect to various conflicting requirements. The excellent performance of the MOS transistor as a switch and the availability of highquality capacitors are key elements in the implementation of a variety of analog functions. The elementary sample-and-hold that is made possible by the absence of any dc gate control current can be used to reduce low-frequency noise and to compensate offset. Its major limitation is due to charge injection from the switch, which can be evaluated and partially compensated by an adequate strategy.

Accurate absolute references are very critical circuits which must be based on intrinsic physical values to achieve low sensitivity to process. This is possible for voltage references, from which current references can be derived by applying Ohm's law.

Precautions must be taken to avoid degradation of analog performances by the noise generated by the digital part of the chip.
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#### Abstract

This paper presents an overview of current design techniques for operational amplifiers implemented in CMOS and NMOS technology at a tutorial level. Primary emphasis is placed on CMOS amplifiers because of their more widespread use. Factors affecting voltage gain, input noise, offsets, common mode and power supply rejection, power dissipation, and transient response are considered for the traditional bipolar-derived two-stage architecture. Alternative circuit approaches for optimization of particular performance aspects are summarized, and examples are given.


## I. Introduction

THE rapid increase in chip complexity which has occurred over the past few years has created the need to implement complete analog-digital subsystems on the same integrated circuit using the same technology. For this reason, implementation of analog functions in MOS technology has become increasingly important, and great strides have been made in recent years in implementing functions such as high-speed DAC's, sampled data analog filters, voltage references, instrumentation amplifiers, and so forth in CMOS and NMOS technology [1]. These developments have been well documented in the literature. Another key technical development has been a maturing of the state of the art in the implementation of operational amplifiers (op amps) in MOS technology. These amplifiers are key elements of most analog subsystems, particularly in switched capacitor filters, and the performance of many systems is strongly influenced by op amp performance. Many of the developments in MOS operational amplifier design have not been as well documented in the literature, and the intent of this paper is to review the state of the art in this field. This paper is focused on the design of op amps for use within single-chip analog-digital LSI systems, and the particular problems of the design of stand-alone CMOS amplifiers are not addressed.

[^1]In Section II, the important performance requirements and objectives for operational amplifiers within a monolithic analog subsystem are summarized. In Section III, the performance of the basic two-stage CMOS operational amplifier architecture is summarized. In Section IV, alternative circuit approaches for the improvement of particular performance aspects are considered. In Section V, the particular problems associated with NMOS depletion load amplifier design are considered, and in Section VI, the design of output stages is considered. Finally, a summary and discussion of the design of amplifiers in scaled technologies are presented in Section VII.

## II. Performance Objectives for MOS Operational Amplifiers

The performance objectives for operational amplifiers to be used within a monolithic analog subsystem are often quite different from those of traditional stand-alone bipolar amplifiers. Perhaps the most important difference is the fact that for many of the amplifiers in the system, the load which the output of the amplifier has to drive is well defined, and is often purely capacitive with values of a few picofarads. In contrast, stand-alone general-purpose amplifiers usually must be designed to achieve a certain level of performance independent of loading over capacitive loads up to several hundred picofarads and resistive loads down to $2 \mathrm{k} \Omega$ or less. Within a monolithic analog subsystem, only a few of the amplifiers must drive a signal off chip where the capacitive and resistive loads are significant and variable. In this paper, these amplifiers will be termed output buffers, and the amplifiers whose outputs do not go off chip will be termed internal amplifiers. The particular problems of the design of these output buffers are considered in Section VII.
A typical application of an internal operational amplifier, a switched capacitor integrator, is illustrated in Fig. 1. The basic function of the op amp is to produce an updated value of the output in response to a switching event at the input in which the sampling capacitor is charged from the source and discharged into the summing node. The output must assume the new updated value within the required accuracy, typically on the order of 0.1 percent, within one clock period, typically on the order of $1 \mu \mathrm{~s}$ for voiceband filters. Important performance



Fig. 1. Typical application of an internal MOS operational amplifier, a switched capacitor integrator.

TABLE I
Typical Performance, Conventional Two-Stage CMOS Internal Operational Amplifier (+/-5 V Supply, $4 \mu \mathrm{~m}$ SI Gate CMOS)

| dc gain (capacitive load only) | 5000 |
| :--- | :--- |
| Setting time, 1 V step, $C_{l}=5 \mathrm{pF}$ | 500 ns |
| Equiv. input noise, 1 kHz | $100 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |
| PSRR, dc | 90 dB |
| PSRR, 1 kHz | 60 dB |
| PSRR, 50 kHz | 40 dB |
| Supply capacitance | 1 fF |
| Power dissipation | 0.5 mW |
| Unity-gain frequency | 4 MHz |
| Die area | 75 mils |
| Systematic offset | 0.1 mV |
| Random offset std. deviation | 2 mV |
| CMRR | 80 dB |
| CM range | within 1 V of supply |

parameters are the power dissipation, maximum allowable capacitive load, open-loop voltage gain, output voltage swing, equivalent input flicker noise, equivalent input thermal noise, power supply rejection ratio, supply capacitance (to be defined later), and die area. In this particular application the input offset voltage, common-mode rejection ratio, and commonmode range are less important, but these parameters can be important in other applications. Because of the inherent capacitive sample/hold capability in MOS technology, dc offsets can often be eliminated at the subsystem level, making operational amplifier offsets less important. A typical set of values for the parameters given above for a conventional amplifier design in $4 \mu \mathrm{~m}$ CMOS technology are given in Table I. In the following section, the factors affecting the various performance parameters are evaluated for the most widely used amplifier architecture.

## III. Basic Two-Stage CMOS Operational Amplifier

Currently, the most widely used circuit approach for the implementation of MOS operational amplifiers is the two-stage configuration shown in Fig. 2(b). This configuration is also widely used in bipolar technology, and the bipolar counterpart is also illustrated in Fig. 2(a). The behavior of this circuit when implemented in bipolar technology has been reviewed in an overview article published earlier [2]. This circuit configuration provides good common mode range, output swing, voltage gain, and CMRR in a simple circuit that can be compensated with a single pole-splitting capacitor. While the implementation of this architecture in NMOS technology requires additional circuit elements because of the lack of a complementary device, many NMOS amplifiers commercially manufactured at the present time use a conceptually similar

(a)

(b)

(c)

Fig. 2. Two-stage operational amplifier architecture. (a) Bipolar implementation. (b) CMOS implementation. (c) An example of an NMOS implementation with interstage coupling network.
configuration, as illustrated in Fig. 2(c) where a differential interstage level-shifting network composed of voltage and current sources has been inserted between the first and second stages so that both stages can utilize n-channel active devices and depletion mode devices as loads. The implementation of this circuit is discussed further in Section V.

In this section, we will analyze the various performance parameters of the CMOS implementation of this circuit, focusing particularly on the aspects which are different from the bipolar case.

## Open Circuit Voltage Gain

An important difference between MOS and bipolar technology is the fact that the maximum transistor open circuit voltage gain $g_{m} / g_{o}$ is much lower for MOS transistors than for bipolar transistors, typically by a factor on the order of $10-40$ for typically used geometries and bias currents [3]. Under certain simplifying assumptions, voltage gain can be shown to be

$$
\begin{equation*}
g_{m} / g_{o}=\frac{2 L}{V_{g s}-V_{T}}\left(\frac{d x_{d}}{d V_{d s}}\right)^{-1} \tag{1}
\end{equation*}
$$

where $x_{d}$ is the width of the depletion region between the end of the channel and the drain and $L$ is the effective channel length. The expression illustrates several key aspects of MOS devices used as analog amplifiers. First, for constant drain current decreasing either the channel length or width results in a decrease in the gain, the latter because of the fact that $V_{g s}$ increases. This fact, along with noise considerations, usually dictates the minimum size of the transistors that must be used in a given high-gain amplifier application. Usually, this is


Fig. 3. Typical open circuit gain of an MOS transistor as a function of bias current.


Fig. 4. Schematic of basic two-stage CMOS operational amplifier.
larger than the length and width used for digital circuits in the same technology.

Second, if the device geometry is kept constant, the voltage gain is inversely proportional to the square root of the drain current since $\left(V_{g s}-V_{T}\right)$ is proportional to the square root of the drain current. A typical variation of open circuit voltage gain as a function of drain current is shown in Fig. 3 [4]. The gain becomes constant at a value comparable to bipolar devices in the subthreshold range of current. This fact makes use of low current levels desirable, and at the same time complicates the design of high-speed amplifiers which must operate at high current.

Third, if device size and bias current are kept constant, the gain is an increasing function of substrate doping since $d x_{d} / d V_{d s}$ decreases with increasing doping. Thus, devices which have received a channel implant to increase threshold voltage would display a higher open circuit gain than an unimplanted device whose channel doping was lower. Finally, the expression demonstrates that open circuit gain is not degraded by technology scaling in the constant field sense since all terms in the expression decrease in proportion. However, scaling in the quasi-constant field or constant voltage sense would result in a decrease in gain.

Turning to the operational amplifier, the voltage gain of the first stage of the circuit shown in Fig. 4 can be shown to be simply

$$
\begin{equation*}
A_{v 1}=\frac{g_{m 1}}{g_{o 2}+g_{o 4}} \tag{2}
\end{equation*}
$$

where $g_{m}$ is the device transconductance and $g_{o}$ is the small signal output conductance, and assuming that $M 1$ and $M 2$ are


Fig. 5. Typical input offset distribution, MOS operational amplifier.
identical and that $M 3$ and $M 4$ are identical. Similarly, the second stage voltage gain is

$$
\begin{equation*}
A_{v 2}=\frac{g_{m 6}}{g_{06}+g_{07}} \tag{3}
\end{equation*}
$$

For switched capacitor filter applications, the overall voltage gain required is on the order of several thousand [5] , implying a gain in each stage on the order of 50 . In order to achieve this level of gain per stage, transistor bias currents and channel lengths and widths are usually chosen such that the transistor ( $V_{g s}-V_{T}$ ) is several hundred millivolts, and the drain depletion region is on the order of one fifth or less of the effective channel length at the typical drain bias of several volts. Circuit approaches to achieving more voltage gain or, alternatively, achieving the same voltage gain with smaller devices, are discussed in Section IV.

## DC Offsets, DC Biasing, and DC Power Supply Rejection

The input offset voltage of an operational amplifier is composed of two components, the systematic offset and the random offset. The former results from the design of the circuit and is present even when all of the matched devices in the circuit are indeed identical. The latter results from mismatches in supposedly identical pairs of devices. A typical observed distribution of input offset voltages is shown in Fig. 5.

## Systematic Offset Voltage

In bipolar technology, the comparatively high voltage gain per stage (on the order of 500) tends to result in a situation in which the input-referred dc offset voltage of an operational amplifier is primarily dependent on the design of the first stage. In MOS op amps, because of the relatively low gain per stage, the offset voltage of the differential to single-ended converter and second stage can play an important role. In Fig. 6, the operational amplifier of Fig. 4 has been split into two separate stages. Assuming perfectly matched devices, if the inputs of the first stage are grounded, then the quiescent output voltage at the drain of $M 4$ is equal to the voltage at the drain of M3 (M3 and M4 have the same drain current and gate-source voltage, and hence must have the same drain-source voltage). However, the value of the gate voltage of $M 6$ which is required to force the amplifier output voltage to zero may be different from the quiescent output voltage of the first stage. For a first stage gain of 50 , for example, each 50 mV difference in these


Fig. 6. Two-stage amplifier illustrating interstage coupling constraints.
voltages results in 1 mV of input-referred systematic offset. Thus, the $W / L$ ratios of $M 3, M 4$, and $M 6$ must be chosen so that the current density in these three devices are equal. For the simple circuit of Fig. 6, this constraint would take the form

$$
\begin{equation*}
\frac{(W / L)_{3}}{(W / L)_{6}}=\frac{(W / L)_{4}}{(W / L)_{6}}=\left(\frac{1}{2}\right) \frac{(W / L)_{5}}{(W / L)_{7}} \tag{4}
\end{equation*}
$$

In order that this ratio be maintained over process-induced variations in channel length, the channel lengths of $M 3, M 4$, and $M 6$ usually must be chosen to be the same, and the ratios provided by properly choosing the channel widths. The use of identical channel lengths for the devices is at odds with the requirements (discussed later) that for low noise, M3 and M4 have low transconductance, and that for best frequency response under capacitive loading, M6 has high transconductance.

Systematic offset voltage is closely correlated with dc power supply rejection ratio. If a systematic offset exists, it is likely to display a dependence on power supply voltage, particularly if the bias reference source is such that the bias currents in the amplifier are not supply independent.

## Random Input Offset Voltage

Source-coupled pairs of MOS transistors inherently display somewhat higher input offset voltage than bipolar pairs for the same level of geometric mismatch or process gradient. The reason for this is perhaps best understood intuitively by means of the conceptual circuit shown in Fig. 7. Here, a differential amplifier is made up of an identical pair of unilateral active devices biased at a current $I$ and displaying a transconductance $g_{m}$. If the load elements, in this case assumed to be resistors, are assumed to mismatch by a percentage $\Delta$, then in order for the output voltage of the differential amplifier to be zero, the absolute difference in the currents in the two devices must be equal to $\Delta I$. This in turn requires that the dc input difference voltage applied to bring about this difference be

$$
\begin{equation*}
V_{g s}=\frac{I}{g_{m}} \Delta \tag{5}
\end{equation*}
$$

Thus, the input offset in this case depends on the $I / g_{m}$ ratio of the active devices and the fractional mismatch in the


Fig. 7. Conceptual circuit for calculation of random offset voltage.
matched elements. A similar dependence is found for mismatches in many of the parameters of the active devices themselves, such as area mismatches in bipolar transistors and channel length and width mismatches in MOS transistors.

For bipolar devices, the $I / g_{m}$ ratio is equal to $k T / q$ or 0.026 V at room temperature. For MOS transistors, the ratio is $\left(V_{g s}-V_{T}\right) / 2$, a bias-dependent quantity which is normally in the $100-500 \mathrm{mV}$ range. While the offset voltage can be substantially improved by operating at low values of $V_{g s}$, the result is typically a somewhat larger offset voltage than in the bipolar case [2]. As discussed in a later section, the $I / g_{m}$ ratio also directly effects the slew rate for class $A$ input stages, so that often transient performance requirements place a lower limit on the allowable value of this parameter.

One mismatch component present in MOS devices which is not present in bipolar transistors is the mismatch in the threshold voltage itself. This component does not obey the above relationship, and results in a constant offset component which is bias current independent. Threshold mismatch is a strong function of process cleanliness and uniformity, and can be substantially improved by the use of common centroid geometries. Published data indicate that large-geometry commoncentroid structures are capable of achieving threshold match distributions with standard deviations on the order of 2 mV in a silicon gate MOS process of current vintage [6] .

## Frequency Response, Compensation, Slew Rate, and Power Dissipation

The compensation of the two-stage CMOS amplifier can be carried out much as in the case of its bipolar equivalent using a pole-splitting capacitor $C_{c}$ as shown in Fig. 2. However, important differences arise because of the much lower transconductance of the MOS transistor relative to bipolar devices [7] . The circuit can be approximately represented by the smallsignal equivalent circuit of Fig. 8(a) if the nondominant poles due to the capacitances at the source of $M 1-2$, the capacitance at the gate of $M 3$, and any other nondominant poles which may exist on the circuit are neglected. This circuit has been analyzed by many authors [2], [8] because it occurs so fre-


Fig. 8. (a) Small-signal equivalent circuit for two-stage amplifier. (b) Small-signal equivalent circuit with $C_{1}$ and $C_{2}$ set to zero, and gain of the circuit versus frequency.
quently in bipolar amplifiers. The circuit displays two poles and a right half-plane zero, which under the assumption that the poles are widely spaced, can be shown to be approximately located at

$$
\begin{align*}
p_{1} & =\frac{-1}{\left(1+g_{m 2} R_{2}\right) C_{c} R_{1}}  \tag{6}\\
p_{2} & =\frac{-g_{m 2} C_{c}}{C_{2} C_{1}+C_{2} C_{c}+C_{c} C_{1}}  \tag{7}\\
z & =+\frac{g_{m 2}}{C_{c}} . \tag{8}
\end{align*}
$$

Note that the pole due to the capacitive loading of the first stage by the second, $p_{1}$, has been pushed down to a very low frequency by the Miller effect in the second stage, while the pole due to the capacitance at the output node of the second stage, $p_{2}$, has been pushed to a very high frequency due to the shunt feedback. For this reason, the compensation technique is called pole splitting.
A unique problem arises when attempting to use pole splitting in MOS amplifiers. Analytically, the problem is illustrated by considering the location of the second pole $p_{2}$ and the right half-plane zero $z$ relative to the unity-gain frequency $g_{m_{1}} / C_{c}$. Here we make the simplifying assumption that the internal parasitic $C_{1}$ is much smaller than either the compensation capacitor $C_{c}$ or the load capacitance $C_{2}$. This gives

$$
\begin{align*}
& \left|\frac{p_{2}}{\omega_{1}}\right|=\frac{g_{m 2} C_{c}}{g_{m 1} C_{2}}  \tag{9}\\
& \left|\frac{z}{\omega_{1}}\right|=\frac{g_{m 2}}{g_{m 1}} \tag{10}
\end{align*}
$$

Note that the location of the right half-plane zero relative to
the unity-gain frequency is dependent on the ratio of the transconductances of the two stages.
Physically, the zero arises because the compensation capacitor provides a path for the signal to propagate directly through the circuit to the output at high frequencies. Since there is no inversion in that signal path as there is in the inverting path dominant at low frequencies, stability is degraded. The location of the zero can best be conceptually understood by considering a case in which $C_{1}$ and $C_{2}$ are zero as illustrated in Fig. 8(b). For low frequencies, this circuit behaves like an integrator, but at high frequencies, the compensation capacitor behaves like a short circuit. When this occurs, the second stage behaves like a diode-connected transistor, presenting a load to the first stage equal to $1 / g_{m 2}$. Thus, the circuit displays a gain at high frequencies which is simply $g_{m_{1}} / g_{m_{2}}$, as illustrated in Fig. 8(b). The polarity of this gain is opposite to that at low frequencies, turning any negative feedback that might be present around the amplifier into positive feedback.
In bipolar technology, the transconductance of the second stage is normally much higher than the first because it is operated at relatively high current and the transconductance of the bipolar device is proportional to current level. In MOS amplifiers, the transconductances of the two stages tend to be similar, in part because the transconductance varies only as the square root of the drain current. Also, the transconductance of the first stage must be kept reasonably high for thermal noise reasons.
Fortunately, two effective means have evolved for eliminating the effect of the right half-plane zero. One approach has been to insert a source follower in the path from the output back through the compensation capacitor to prevent the propagation of signals forward through the capacitor [7]. This works well, although it requires more devices and dc bias current. An even simpler approach is to insert a nulling resistor in series with the compensation capacitor as shown in Fig. 9 [9]. In this circuit, note that at high frequencies, the output current from the first stage must flow principally as drain current in the second stage transistor. This, in turn, gives rise to voltage variation at the gate of the second stage which is proportional to the small-signal current from the first stage and inversely proportional to the transconductance of the second stage. In the circuit of Fig. 8, this voltage appears directly at the output. However, if a resistor of value equal to $1 / g_{m 2}$ is inserted in series with the compensation capacitor, the voltage across this resistor will cancel the small-signal voltage appearing on the left side of the compensation capacitor, resulting in the cancellation of the feedthrough effect.

Using an analysis similar to that performed for the circuit of Fig. 8, one obtains pole locations which are close to those for the original circuit, and a zero location of

$$
\begin{equation*}
z=\frac{1}{C_{c}\left(\frac{1}{g_{m 2}}-R_{z}\right)} \tag{11}
\end{equation*}
$$

As expected, the zero vanishes when $R_{z}$ is made equal to $1 / g_{m_{2}}$. In fact, the resistor can be further increased to move the zero into the left half-plane to improve the amplifier phase margin [10]. The movement of the zero for increasing values of $\boldsymbol{R}_{\boldsymbol{z}}$ is illustrated in Fig. 10.


Fig. 9. Small-signal equivalent circuit of the basic amplifier with nulling resistor added in series with the compensation capacitor.


Fig. 10. Pole-zero diagram showing movement of the transmission zero for various values of $\boldsymbol{R}_{\mathbf{z}}$.

A second problem in compensation involves the effects of capacitive loading. From (9), the location of the nondominant pole due to capacitive loading on the output node relative to the unity-gain frequency is determined by the ratio of the second-stage transconductance to that of the first and the ratio of the load capacitance to the compensation capacitance. Since the stage transconductances tend to be similar, this implies that the use of load capacitances of the same order as the compensation capacitance will tend to degrade the unity-gain phase margin because of the encroachment of this nondominant pole. This is of considerable practical significance in switched capacitor filters where large capacitive loads must be driven, and the use of an output stage is undesirable for power dissipation and noise reasons.

## Slew Rate

As in its bipolar counterpart, the CMOS op amp of Fig. 4 displays a relationship among slew rate, bandwidth, input stage bias current, and input device transconductance of

$$
\begin{equation*}
S R=\frac{I_{D 1}}{g_{m 1}} \dot{\omega}_{1} \tag{12}
\end{equation*}
$$

where $g_{m 1}$ is the input transistor transconductance, $I_{D 1}$ is the bias current of the input devices, and $\omega_{1}$ is the unity-gain frequency of the amplifier. For the MOS case, this gives

$$
\begin{equation*}
S R=\frac{\left(V_{g s}-V_{T}\right)_{1}}{2} \omega_{1} \tag{13}
\end{equation*}
$$

In effect, the $\left(V_{g s}-V_{T}\right)$ of the input stage is the range of differential input voltage for which the input stage stays in the active region. If the bandwidth is kept constant and this range is increased, the slew rate improves. Because this range is usually substantially higher in MOS amplifiers than in bipolar amplifiers, MOS amplifiers usually display relatively good slew rate. In micropower or precision applications where the input transistors are operated at very low ( $V_{g s}-V_{T}$ ), this may not be the case, however.

## Power Dissipation

Even for the simple circuit of Fig. 4, the minimum achievable power dissipation is a complex function of the technology used and the particular requirements of the application. In
sampled data systems such as switched capacitor filters, the requirement is that the amplifier be able to settle in a certain time to a certain accuracy with a capacitive load of several picofarads. In this application, the factors determining the minimum power dissipation tend to be the fact that there must be enough standing current in the amplifier class $A$ second stage such that the capacitance can be charged in the allowed time, and the fact that the amplifier must have sufficient phase margin to avoid degradation of the settling time due to ringing and overshoot. The latter requirement dictates a certain minimum $g_{m}$ in transistor $M 6$ for a given bandwidth and load capacitor. This, in turn, usually dictates a certain minimum bias current in $M 6$ for a reasonable device size. If a class $A$ source follower output stage is added, then the same comment would apply to its bias current since its $g_{m}$, together with the load capacitance, contribute a nondominant pole.

The preceding discussion is predicted on the use of class $A$ circuitry (i.e., circuits whose available output current is not greater than the quiescent bias current). Quiescent power dissipation can be greatly reduced through the use of dynamic circuits and class $B$ circuits, as discussed later.

## Noise Performance

Because of the fact that MOS devices display relatively high $1 / f$ noise, the noise performance is an important design consideration in MOS amplifiers. All four transistors in the input stage contribute to the equivalent input noise, as illustrated in Fig. 11. By simply calculating the output noise for each circuit and equating them (11),

$$
\begin{equation*}
V_{\mathrm{eqTOT}}^{2}=V_{\mathrm{eq} 1}^{2}+V_{\mathrm{eq} 2}^{2}+\left(\frac{g_{m 3}}{g_{m 1}}\right)\left(V_{\mathrm{eq} 3}^{2}+V_{\mathrm{eq} 4}^{2}\right) \tag{14}
\end{equation*}
$$

where it has been assumed that $g_{m 1}=g_{m 2}$ and that $g_{m 3}=g_{m 4}$. Thus, the input transistors contribute to the input noise directly, while the contribution of the loads is reduced by the square of the ratio of their transconductance to that of the input transistors. The significance of this in the design can be further appreciated by considering the input-referred $1 / f$ noise and the input-referred thermal noise separately.

## Input-Referred 1/f Noise

The equivalent input noise spectrum of a typical MOS transistor is shown in Fig. 12. The dependence of the $1 / f$ portion of the spectrum on device geometry and bias conditions has been studied by many authors [12]-[14]. Considerable discrepancy exists in the published data on $1 / f$ noise, indicating that it arises from a mechanism that is strongly affected by details of device fabrication. Perhaps the most widely accepted model for $1 / f$ noise is that for a given device, the gate-referred equivalent mean-squared voltage noise is approximately independent of bias conditions in saturation, and is inversely proportional to the gate capacitance of the device. The following analytical results are based on this model, but it should be emphasized that the actual dependence must be verified for each process technology and device type [12] , [15]. Thus,

$$
\begin{equation*}
V_{1 / f}^{2}=\frac{K}{C_{\mathrm{ox}} W L}\left(\frac{\delta f}{f}\right) \tag{15}
\end{equation*}
$$



Fig. 11. CMOS input stage. (a) Device noise contributions. (b) Equivalent input noise.


Fig. 12. Typical equivalent input noise, MOS transistor.
Utilizing this assumption, we obtain for the equivalent input noise

$$
\begin{equation*}
V_{1 / f}^{2}=\frac{2 K_{p}}{W_{1} L_{1} C_{\mathrm{ox}}}\left(1+\frac{K_{n} \mu_{n} L_{1}^{2}}{K_{p} \mu_{p} L_{3}^{2}}\right)\left(\frac{\delta f}{f}\right) \tag{16}
\end{equation*}
$$

where $K_{n}$ and $K_{p}$ are the flicker noise coefficients for the n channel and p-channel devices, respectively. Depending on processing details, these may be comparable or different by a factor of two or more. Note that the multiplying term in front is the input noise of the input transistors, and the second term is the increase in noise due to the loads. It is clear from this second term that the load contribution can be made small by simply making the channel lengths of the loads longer than
that of the input transistors by a factor of on the order of two or more. The input transistors can then be made wide enough to achieve the desired performance. It is interesting to note that increasing the width of the channel in the loads does not improve the $1 / f$ noise performance.

## Thermal Noise Performance

The input-referred thermal noise of an MOS transistor is given by [8]

$$
\begin{equation*}
V_{\mathrm{eq}}^{2}=4 k T\left(\frac{2}{3 g_{m}}\right) \delta f . \tag{17a}
\end{equation*}
$$

Utilizing the same approach as for the flicker noise, this gives

$$
\begin{equation*}
V_{\mathrm{eq}}^{2}=4 k T \frac{4}{3 \sqrt{2 \mu_{p} C_{\mathrm{ox}}(W / L)_{1} I_{D}}}\left(1+\sqrt{\frac{\mu_{n}(W / L)_{3}}{\mu_{p}(W / L)_{1}}}\right) \tag{17b}
\end{equation*}
$$

Again, the first term represents the thermal noise from the input transistors, and the term in parentheses represents the fractional increase in noise due to the loads. The term in parentheses will be small if the $W / L$ 's are chosen so that the transconductance of the input devices is much larger than that of the loads. If this condition is satisfied, then the input noise is simply determined by the transconductance of the input transistors.

## Power Supply Rejection and Supply Capacitance

Power supply rejection ratio (PSRR) is a parameter of considerable importance in MOS amplifier design. One reason for this is that in complex analog-digital systems, the analog circuitry must coexist on the same chip with large amounts of digital circuitry. Even though separate analog and digital supply buses are often run on chip, it is hard to avoid some coupling of digital noise into the analog supplies. A second reason is that in many systems, switching regulators are used which introduce power supply noise into the supply voltage lines. If these high-frequency signals couple into the signal path in a sampled data system such as a switched capacitor filter or high-speed A/D converter, they can be aliased down into the frequency band where the signal resides and degrade the overall system signal-to-noise ratio. The parameters reflecting susceptibility to this phenomenon in the operational amplifier are the high-frequency PSRR and the supply capacitance.
The PSRR of an operational amplifier is simply the ratio of the voltage gain from the input to the output (open loop) to that from the supply to the output. It can be easily demonstrated that for frequencies less than the unity-gain frequency, if the operational amplifier is connected in a follower configuration and an ac signal is superimposed on one of the power supplies, the signal appearing at the output is equal to the applied signal divided by the PSRR for that supply. The basic circuit of Fig. 4 is particularly poor in terms of its high-frequency rejection from the negative power supply, as illustrated in Fig. 13. The primary reason is that as the applied frequency increases, the impedence of the compensation capacitor decreases, effectively shorting the drain of $M 6$ to its gate for ac signals. Thus, the gain from the negative supply to the output


Fig. 13. High-frequency PSRR of bipolar-derived op amp. (a) Gain from input to output. (b) Gain from positive supply to output. (c) Gain from negative supply to output. (d) Positive and negative PSRR.
approaches unity and stays there out to very high frequencies. The same phenomenon causes the gain from the positive supply to fall with frequency as the open-loop gain does, so that the positive PSRR remains relatively flat with increasing frequency. The negative supply PSRR falls to approximately unity at the unity-gain frequency of the operational amplifier. Several alternative amplifier architectures have evolved which alleviate this problem, and they are discussed in a later section.

A second important contribution to coupling between the power supply and the signal path at high frequency is termed supply capacitance [10], [17]. This phenomenon manifests itself as a capacitive coupling between one or both of the power supplies and the operational amplifier input leads. The effect of this capacitance is illustrated in Fig. 14 for a switched capacitor integrator. Since the op amp input is connected to the summing node, then the power supply variations will appear at the integrator output attenuated by the ratio of the supply capacitance to the integrator capacitance. The result can be quite poor power supply rejection in switched capacitor filters and other sampled data analog circuits.

Supply capacitance effects can occur in several ways, but four important ones are given below.

1) Variation in drain voltage on $M 1, M 2$ with negative supply voltage. If the op amp inputs are grounded and the negative supply voltage changes, then a displacement current flows into the summing node because of the resulting change in voltage across the drain-gate capacitance of the input transistors. This is usually eliminated by the use of cascode transistors in series with the drains of the input transistors.
2) Variation of drain current in $M 1, M 2$ with supply voltage. Use of a bias reference which results in bias current variations with supply voltage will, in turn, cause the $V_{g s}-V_{T}$ of the input devices to change with supply voltage. This will cause a


Fig. 14. Supply capacitance in a CMOS amplifier.
displacement current to flow through the gate-source capacitance of $M 1, M 2$ onto the summing node. The usual solution to this problem is the use of a supply-independent bias reference.
3) Variation of body bias on $M 1, M 2$ with supply voltage variations. If the substrate terminal of the input transistors is tied to a supply or supply-related voltage, then as the supply voltage changes, the substrate bias changes. This, in turn, changes the threshold, which changes $V_{g s}$. The resulting displacement current in $C_{g s}$ flows into the summing node. In CMOS operational amplifiers, the usual solution to this problem is to put the input transistors in a well and tie the well to the sources of the input transistors. This dictates, for example, that in a p-well process, the input devices be n-channel devices, and vice versa. In NMOS, the use of fully differential circuitry is probably the only way to fully alleviate the problem since the substrate must be tied to a supply. A second alternative is capacitive decoupling of the substrate so that it does not follow high-frequency supply variations [17].
4) Interconnect crossovers in the amplifier layout and in the system layout can produce undesired supply capacitance. This can usually be overcome with careful layout.

## IV. Alternative Architectures for Improved Performance

The bipolar-derived amplifier discussed above is widely used at the present time, although with many variations, in a variety of applications. However, many alternative circuit approaches have been investigated and, in many cases, utilized in commercial products in order to achieve performance which is superior to that available from the basic circuit in some respect. In this section, we first consider variations on the basic circuit, and then alternative architectures.

## Variations on the Basic Two-Stage Amplifier

Use of Cascodes for Improved Voltage Gain: In precision applications involving large values of closed-loop gain, the voltage gain available from the basic circuit shown in Fig. 4 may be inadequate. One approach to improving the voltage gain without adding an additional common-source stage with its


Fig. 15. Cascode current source.


Fig. 16. Two-stage amplifier with cascoded first stage.
associated high impedence node and pole is to add a commongate, or cascode, transistor to increase the output resistance of the common-source transistors in the basic amplifier. The basic cascode circuit is shown in Fig. 15. It is easily demonstrated that the incremental output resistance of this current source is equal to

$$
\begin{equation*}
r_{0}=r_{02}\left[1+g_{m 2} r_{01}\right]+r_{01} \tag{18}
\end{equation*}
$$

The output resistance is increased by an amount equal to the open circuit gain of the cascode transistor. This circuit may be directly applied to the basic two-stage amplifier in either the first stage, second stage, or in both stages. The circuit of Fig. 16 illustrates the use of cascodes in the first stage. One disadvantage of this circuit is a substantial reduction in input stage common mode range, but this can be alleviated by optimizing the biasing of the cascodes, to be discussed in Section V.
Improved PSRR Grounded-Gate Cascode Compensation: Read and Wieser [18] have recently described a technique for improving the negative supply PSRR of the circuit of Fig. 4. Conceptually, if the left end of the capacitor could be connected to a virtual ground, then the capacitor voltage would not have to change whenever the negative supply voltage changed in order to have the output remain constant. This was accomplished by inserting a cascode device in this loop with the gate connected to ground, as shown in Fig. 17. The displacement current from the capacitor flows into the source of this transistor and out the drain into the compensation point. An additional current source and current sink of equal values must be added to bias the common-gate device in the active region and so as not to contribute any systematic offset.


Fig. 17. Schematic of basic amplifier with cascode feedback compensation.

The resulting negative PSRR at high frequencies is greatly improved at the cost of a slight increase in complexity, random offset, and noise [16].

## Common-Source Common-Gate Amplifiers

The basic amplifier considered thus far is actually a cascade of two common-source stages. An alternative approach is to use a cascade of a common-source stage and a common-gate stage, often called a cascode amplifier. An example of an amplifier utilizing this architecture is shown in Fig. 18. The voltage gain of this circuit at dc is approximately the same as that of the basic two-stage circuit. The small-signal impedance at the output node is increased by $g_{m} r_{o}$ relative to the output node of the two-stage circuit, and the voltage gain is simply the product of the transconductance of the input transistors and the impedance at the output mode:

$$
\begin{equation*}
A_{v}=\frac{g_{m 1}}{\frac{g_{02}+g_{09}}{g_{m 4} r_{04}}+\frac{g_{07}}{g_{m 5} r_{05}}} \tag{19a}
\end{equation*}
$$

The principal reasons for considering this architecture are twofold. First, the compensation capacitor and load capacitor are the same element in this circuit. The first nondominant pole comes from the $g_{m} / C_{g s}$ time constant of the $n$-channel cascode devices, and gives a pole frequency approximately at the $f_{t}$ of these devices. A second nondominant pole results from the differential to single-ended converter. However, the nondominant pole due to the load capacitance present in the two-stage circuit, is not present in this circuit. Thus, this circuit is capable of achieving higher stable closed-loop bandwidth with large capacitive load. The principal application of this architecture to date has been in high-frequency switched capacitor filters [20], [21].
An important advantage of this circuit is that it does not suffer from the degradation of the high-frequency power supply rejection problem inherent in the pole-split compensated twostage architecture, assuming that the load capacitance or part of it is not tied to a power supply.

Because of the fact that cascode transistors are used at the output, the output swing of this circuit is lower than the common-source common-source amplifier. This problem can


Fig. 18. One-stage amplifier schematic.
be minimized by modifying the bias generator such that the lower transistors in the cascode current source are biased on the edge of saturation (i.e., $V_{g d}=V_{T}$ ). This results in an available output voltage swing within $2\left(V_{g s}-V_{T}\right)$ of each supply, or perhaps 0.4 to 0.8 V in voiceband filters. MOS transistors actually display a rather indistinct transition from triode to saturation as the drain depletion region forms, and as a result, the bias point must actually be chosen so as to bias the lower transistor a few hundred millivolts into saturation if the predicted value of incremental output resistance is to be obtained.
A second disadvantage of this circuit is that more devices contribute to the input-referred voltage and input offset voltage. Assuming that transistors $M 5-M 8$ are biased at the same current as the input devices, the input-referred flicker noise can be shown to be

$$
\begin{equation*}
v_{\text {eq }}^{2}=\frac{2 K_{p}}{W_{1} L_{1}}\left[1+\frac{2 K_{n} \mu_{n}}{K_{p} \mu_{p}}\left(\frac{L_{1}}{L_{9}}\right)^{2}+\left(\frac{L_{1}}{L_{5}}\right)^{2}\right] \frac{\delta f}{f} \tag{19b}
\end{equation*}
$$

In this case, the current sources $M 9$ and $M 10$ contribute an additional term not present in (16). However, as in the case of the common-source common-source amplifier, the equivalent input noise can be made almost equivalent to the noise of the input transistors alone by choosing the channel lengths of the input transistors to be short compared to those of $M 5, M 6$, M9, and M10. The same considerations apply for the thermal noise.

## Class AB Amplifiers, Dynamic Amplifiers, and Dynamic Biasing

Many, if not all, MOS analog circuits commercially produced utilize class $A B$ circuitry in some form. Here the term class $A B$ is taken to mean a circuit which can source and sink current from a load which is larger than the dc quiescent current flowing in the circuit. The most widespread application is in output buffers, but if an important objective is the minimization of chip power, then the philosophy of using class $A B$ operation can be extended to the internal amplifiers. The motivation for doing so is that one of the factors that dictates the value of the quiescent current with an MOS amplifier is the


Fig. 19. Example circuit illustrating class $A B$ second stage.
value of current required to charge the load and/or the compensation capacitance in the required time. However, it is relatively rare that the operational amplifier outputs actually have to change the maximum amount in one clock cycle. Large power savings can be effected if only that current is drawn which is required to charge the capacitance on that particular cycle. An example of an amplifier utilizing a class $A$ first stage and a class $A B$ second stage is shown in Fig. 19 [22]. In a conventional circuit, the gate of $M 2$ would be connected to a level-shifted version of the stage input voltage. Thus, when the first stage output swings positive, reducing the current in $M 1$, the current in $M 2$ increases above its quiescent dc value. An example of a single-stage amplifier that operates on this principle is shown in Fig. 20 [23]. This particular circuit can be used in the inverting mode only. With the input grounded, the quiescent current in the input transistors is determined by the bias voltages shown. Upon the application of a voltage to the input, the current in one side of the input stage increases monotonically with the applied voltage until the power supply is reached, while the other side of the input stage turns off. The amount of current available at the output is much larger than the quiescent current, and the circuit, as a result, does not follow the relationship of (12). In fact, the circuit does not display slew rate limiting in the usual sense. Another aspect of this circuit is the fact that the small-signal voltage gain in the quiescent mode can be quite high because of the low current level, and the fact that the voltage gain falls off during transients because of the high current levels is of little consequence. Similar circuits have been used extensively in bipolar technology [24].

Degrauwe et al. [25] have recently described a novel approach to the same objective. A conventional class $A$ amplifier configuration is used, but an auxiliary circuit is used to detect the presence of large differential signals at the input. The bias current in the class $A$ circuitry is then increased when such signals are present. Experimental versions of such amplifiers have yielded quiescent power dissipation of less than $10 \mu \mathrm{~W}$.

A second class of amplifiers has been explored by several authors, beginning with Copeland [26], in which the quiescent current in the absence of signals is allowed to decay to zero. Such amplifiers are fully dynamic in the sense that no dc paths


Fig. 20. Examples of a single-stage class $A B \mathrm{op} \mathrm{amp}$.
exist for current to flow from the supply. While very low values of power dissipation can be obtained, difficult problems of settling time and power supply rejection remain to be solved with these amplifiers.
Hostica [27] has described a third approach to micropower amplifier design for switched capacitor applications which utilizes a time-varying periodic bias current which is synchronous with the master clock in the filter. In contrast to the approaches described above, the power supply current is independent of signal amplitude, and is made large during the early part of the clock period for fast slewing and small during the later portion for high gain and power savings. The bias current waveform is generated by discharging a capacitor into the input of a current mirror. While this technique, in principle, dissipates more power than the other approaches under low signal conditions, it can be implemented with relatively simple circuitry, and it has demonstrated good experimental results for both one-stage and two-stage amplifiers [28].

## V. Differential Output Amplifiers

As has been mentioned, power supply rejection is an important performance parameter for amplifiers to be used in complex analog/digital systems. In addition, one inevitable result of technology scaling is a reduction in power supply voltage with an accompanying reduction in internal signal swings and dynamic range. These two considerations make use of fully differential signal paths throughout the analog portions of the system attractive for some systems [29], [30]. The inherently differential nature of the circuit tends to give very high PSRR since the supply variations appear as a common mode signal. Also, the effective output swing is doubled, while the magnitude of the input-referred operational amplifier noise remains the same, giving a 6 dB improvement in operational amplifier noise-limited dynamic range.
A typical implementation of a differential switched capacitor integrator is shown in Fig. 21. The operational amplifier is required to produce two analog outputs which are symmetric about ground, in contrast to the single-ended case where only one is produced. An equivalent circuit for a differential op


Fig. 21. Differential switched capacitor integrator.


Fig. 22. Equivalent circuit for a differential output operational amplifier.


Fig. 23. Example of a differential output amplifier. The block labeled CMFB serves to keep the common-mode output voltage near ground.
amp is shown in Fig. 22. An example of a CMOS differential output operational amplifier is shown in Fig. 23.
An important problem in such amplifiers is the design of a feedback loop to force the common mode output voltage to be ground or some other internal reference potential. This feedback path can be implemented with transistors in a con-tinuous-time circuit or can be implemented with switched capacitor circuitry. The continuous approach is potentially simpler, but presents a difficult design problem in making the common-mode output voltage independent of the differential mode signal voltage [21], [29]. Switched capacitor circuitry can make use of the linearity of MOS capacitors to achieve this goal [30]. The choice between the two techniques depends on the sensitivity of the particular application to variations in common-mode voltage.


Fig. 24. Small-signal differential half circuit for the amplifier in Fig. 23.

Another important advantage of differential output amplifiers is that the differential single-ended converter with its associated nondominant poles is eliminated. The small-signal equivalent circuit for the circuit in Fig. 22, for example, is a simple common-source common-gate cascade, as shown in Fig. 24. This circuit has only one nondominant pole, at the $f_{t}$ of the common-gate device. Thus the configuration is particularly well suited to the implementation of high-frequency switched capacitor filters. A configuration of this type has been used in recently reported work yielding high- $Q$ switched capacitor filters clocked at 4 MHz with center frequencies of 250 kHz in a $4 \mu \mathrm{~m}$ silicon gate CMOS technology [21].

## VI. NMOS Operational Amplifiers

The design of an operational amplifier of a given performance level in NMOS depletion load technology is a much more difficult task than in CMOS technology. The absence of a complementary device makes the implementation of level shifters which track supply voltage variations much more complex. The level of body effect found in most depletion load devices makes the realization of large gains per stage difficult. Assuming that the basic architecture is similar to that illustrated in Fig. 2(c), the small-signal properties, voltage gain, transient response and slew rate, input noise, and power supply rejection considerations are basically similar to the twostage CMOS amplifier. The key additional considerations are the shunting effects of the incremental output conductance of the depletion load current sources and the impedance and power supply variation of the floating level-shifting voltage sources and the resulting degradation of power supply rejection ratio. Nonetheless, creative circuit design has resulted in NMOS amplifiers which nearly match CMOS amplifiers in most performance aspects, albeit at the cost of somewhat more complexity, die area, and power dissipation. Circuit techniques used to achieve this include replica biasing for tracking level shifters [9], [17], positive feedback for high voltage gain [31], [30], differential configurations for power supply rejection [29], [30], and others.

While there will no doubt always be a need for NMOS amplifiers for some applications, the emergence of CMOS as a key VLSI digital technology has resulted in the widespread adoption of CMOS for new mixed analog-digital designs.

## VII. Output Buffers

In amplifier applications involving either a large capacitive or resistive load, an output stage must be added to the basic am-
plifier to prevent the load from degrading the voltage gain or closed-loop stability. This situation most often arises when signals must be supplied off the chip to an external environment. The key requirements on such stages is that they be sufficiently broad band with heavy capacitive loading such that they do not degrade the loop stability of the operational amplifier, and such that the output is able to supply a large enough voltage swing to the load with the maximum load conductance. While class $\boldsymbol{A}$ source follower or emitter follower circuits can be used in some applications, quiescent power dissipation considerations usually dictate a class $A B$ implementation of the circuit. This discussion is limited to class $A B$ output buffers.

In bipolar operational amplifier design, the complementary emitter follower class $A B$ configuration is used in the vast majority of cases. In contrast, class $A B$ CMOS output stage implementations tend to vary widely, depending on the specific devices available in the particular technology used. The CMOS complementary source follower class $A B$ output buffer stage shown in Fig. 25 is a direct analog of its bipolar counterpart. The primary drawback of this circuit is that the output voltage swing is limited by the gate-source voltage of the output transistors. This occurs because the transistors used for logic functions on the chip have thresholds in the $0.5-1 \mathrm{~V}$ range, so that the amount of swing lost due to threshold voltage plus the ( $V_{g s}-V_{T}$ ) drop is too large for many applications. However, many technologies have an extra device type with very low threshold voltage, and in this case, this low threshold device can be used for one of the two output transistors. It is rare that both p-channel and n-channel low threshold devices are available in the same technology.

In many CMOS technologies, a bipolar transistor follower is available and can be used in place of one of the output followers. This provides very low output resistance and good output swing. In processes with light substrate doping, potential latchup problems can make the use of such devices in offchip driver stages impractical because of the fact that the collector current of the transistor flows in the substrate and can cause voltage drops which cause a junction to be forward biased. An example of the use of a bipolar device in an MOS output stage together with a low threshold device is illustrated in Fig. 26.

A third alternative is the use of quasi-complementary configurations in which a common-source transistor together with an error amplifier is used in place of one or both of the follower devices. This circuit is shown conceptually in Fig. 27. The combination of the error amplifier and the commonsource device mimics the behavior of a follower with high dc transconductance. Such quasi-complementary circuits provide excellent dc performance with voltage swings approaching the supply rails, but since the amplifier must be broad band to prevent crossover distortion problems, they present difficult problems in compensation of the local feedback loop in the presence of large capacitive loads. Proper control of the quiescent current is also a key design constraint.

Low threshold devices, bipolar devices, and quasi-complementary devices can be used in any combination, depending on what devices are available in the particular technology


Fig. 25. Complementary source follower CMOS output stage based on the traditional bipolar implementation.


Fig. 26. Example of a CMOS output stage using a bipolar emitter follower and a low-threshold p-channel source follower.


Fig. 27. Example of a complementary class $B$ output stage using compound devices with imbedded common-source output transistors.
being used. Whereas in the bipolar case the vast majority of output stage applications can be satisfied using the traditional complementary class $B$ emitter follower stage, no single circuit approach has yet emerged as the standard for CMOS output stages.

## VIII. Summary and Conclusions

In this paper, we have attempted to summarize the various techniques and architectures which have been applied in the
design of MOS operational amplifiers in the past several years. An important question is the extent to which these amplifier designs can be scaled as minimum feature sizes continue to decrease. As pointed out in a recent study [32], dc parameters such as voltage gain are generally unaffected for constant-field scaling, although they are degraded for quasi-constant voltage or constant voltage scaling. Perhaps the most difficult problem results from the fact that the effective dynamic range of the amplifier falls in scaled technologies. This occurs fundamentally because of the fact that analog signal swings fall with reductions in power supply voltage. Input-referred thermal noise remains constant because of the fact that the device transconductance remains constant under constant-field scaling. The input-referred $1 / f$ noise increases, but this does not appear to be a fundamental limitation on system dynamic range because the signal can always be translated to a higher portion of the spectrum using techniques like chopper stabilization [29]. Also, newer technologies have demonstrated continuing reductions in $1 / f$ noise as a result of better process control.
In sampled data analog amplifiers, filters and data converters, the primary limitation on dynamic range, assuming that $1 / f$ noise has been removed, is the $k T / C$ noise contributed by the analog switches making up the filter. The $k T / C$ limited dynamic range also falls as the technology is scaled, and since for practical clock rates and capacitor sizes this noise source is dominant over op amp thermal noise, there appears to be no barrier to constant-field scaling of operational amplifiers for this application, assuming that $1 / f$ noise is removed by circuit or technological means. Thus, the adaptation of the circuit approaches described in this paper to lower supply voltages and scaled devices, and the removal of $1 / f$ noise from the signal path in such circuits, are important objectives in future work.
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#### Abstract

A CMOS analog VLSI chip for telecommunication applications has been designed with many desirable line card features, which are programmable through a unique digital interface from the central switching of fice. The paper emphasizes the circuit innovations of some key analog functions realized on the chip, specifically, the operational amplifier family, the precision bandgap reference circuit, and the line balancing function. The die size of the analog VLSI is approximately $50000 \mathrm{mils}^{2}$, and the active power dissipation is 80 mW with a 1 mW standby mode.
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## I. Introduction

THE advent of single-chip codec/filter integrated circuits [1], [2] has greatly reduced the cost of per-line electronics in digital switching and transmission systems. However, one drawback of such chips has been the necessity of adding external components to the line card to perform functions such as line balancing. A second drawback has been the difficulty of adapting the line card to the specific requirements of different system applications. This paper describes a CMOS VLSI interface circuit incorporating all of the low-voltage functions for a subscriber line
card on the same monolithic chip. The circuit provides programming of all the features through a unique digital interface from the central switching office.
This paper does not attempt to describe each functional block on the chip, but gives an overview of the system architecture followed by details on the design of three analog blocks which incorporate some novel ideas, namely, the operational amplifier family, the precision bandgap reference circuit, and the programmable balance networks. In conclusion, some system attributes and device performance are also provided.

## II. System Architecture

The most important objective in defining the architecture of this analog VLSI was to make all its features programmable through software control from the central switching office. Fig. 1 shows the internal organization of the chip. Along with the basic function of the codec/filter for the voice channel, the chip also provides gain control for transmit and receive directions, balance networks and 2- to 4 -wire conversion, three-party conferencing, and a secondary analog channel which may be used for performing loop tests, loop monitor and control, or any other low-bandwidth application. For the transmit voice path, the input signal (VFX) first goes through an antialiasing filter (AAF), followed by a low-noise amplifier (LNA), which can be used to set the transmit gain with external resistors at $T G_{1}$ and $T G_{2}$. Another programmable gain stage (XPG) is provided in the voice signal path to allow gain control of +6--6 dB in 0.5 dB steps under software control. The signal is then band limited to 3.2 kHz in accordance with CCITT requirements by an eighth-order switched-capacitor transmit filter and an auto zero network (XF/AZ) prior to conversion into $A$ or $u$ law PCM words by an all capacitive charge redistribution A/D converter. This encoder is also used to perform another 8 bit PCM conversion for the secondary analog inputs $\mathrm{SAI}_{1}$ and $\mathrm{SAI}_{2}$, which can be encoded at an 8 kHz rate in single-ended or differential modes.
On the receive side, the D/A converter performs decoding of three $A$ or $u$ law PCM words every $125 \mu \mathrm{~s}$. The primary and third-party voice PCM bytes are summed and filtered by a fifth-order switched-capacitor filter (RLPF). A receive programmable gain (RPG) circuit provides gain control of 0 to -12 dB in 0.5 dB steps under software control. Two on-chip power amplifiers (PA's) can drive up to $300 \Omega$ transformer loads. Information decoded from the receive data byte appears at the secondary analog output (SAO), which is capable of driving up to a $10 \mathrm{k} \Omega$ load. No on-chip filtering is included for the secondary channels, and thus either of these should be externally filtered, or their applications should be limited to low bandwidths only.

The 2- to 4 -wire conversion necessary for the subscriber interface is implemented on-chip. The option of using either internal or external balance networks (BNW's) provides flexibility for any application.


Fig. 1. Block diagram of the chip.
TABLE I
Design Objectives of the Operational Amplifier Family

| Type: | AVMIN | RLMIN | CLMAX | SWING | PDMAX | PSRR © 100KHZ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Internal | 5000 | 100 K | $10 P F$ | $\pm 4 \mathrm{~V}$ | 1 mW | 60 dB |
| 10k Buffer | 5000 | 10 K | 10 PF | $\pm 4 \mathrm{~V}$ | 2 mW | 50 dB |
| 1 k Bulfer | 5000 | 1 K | 100 PF | $\pm 4 \mathrm{~V}$ | 3 mW | 50 dB |
| 300 u Bulfer | 5000 | 300 | 100 PF | $\pm 4 \mathrm{~V}$ | 6 mW | 50 dB |

Self and system test capabilities for diagnostic purposes have been integrated. A unique bidirectional serial interface to a line card controller chip provides further capabilities to the system designer by allowing features like time slot assignment through a microprocessor or an HDLC port and software control of the analog VLSI processor. This paper will describe the analog VLSI processor only.

## III. Operational Amplifier Family

The family of operational amplifiers used in the circuit is summarized in Table I. For internal applications involving purely capacitive loads, a conventional single-ended output two-stage amplifier is used, incorporating the cascode compensation scheme for improved high-frequency supply rejection from the negative supply. This amplifier has been discussed elsewhere [3] and will not be discussed further here.

For applications on the chip requiring the amplifier to drive finite values of load resistance such as resistive programmed internal gain stages and off-chip loads, a composite operational amplifier is used which consists of a common core preamplifier together with one of a family of three class $A B$ output stages of different drive capability. The design of the output buffers was particularly challenging because of the requirements for low quiescent power dissipation together with an output voltage swing to within 1 V of each power supply while driving resistive loads.

Some key requirements of the core preamplifier are that it realize good power supply rejection at high frequencies, that its nondominant poles be at sufficiently high frequencies so that the excess phase budget can be used entirely by the output stage with its capacitive loading, and that its


Fig. 2. Single-stage common-source-common-gate amplifier schematic.
power dissipation be kept to a minimum. In order to achieve this, the common-source-common-gate configuration, as shown in Fig. 2, was chosen. In this circuit, transistors $M_{9}, M_{10}, M_{11}$, and $M_{12}$ are used to develop bias voltages for $M_{21}, M_{23}, M_{22}$, and $M_{24}$ such that the latter two are biased on the edge of the triode region. The same function is provided by $M_{3}-M_{6}$. This allows the output to swing to within $2 V_{d s a t}$ of the positive and negative supplies while maintaining a high incremental voltage gain. At the bias currents used in this circuit, the value of $V_{d \text { sat }}$ is approximately 0.2 V . The differential-to-single-ended conversion is performed by the current source $M_{13}-M_{14}-M_{17}$ in conjunction with the follower $M_{20}$. Since the gate of $M_{13}$ is returned to ground, the resultant $V_{g s}$ of $M_{20}$ is the correct value needed to give a nominal zero output voltage and hence a negligible input-referred systematic offset. However, the low transconductance of $M_{20}$ in combination with the gate capacitances of $M_{15}$ and $M_{18}$ result in poor frequency response in the differential-to-single-ended converter. To alleviate this problem, the feedforward capacitor $C_{2}$ is included to bypass this signal path at high frequencies. Because high-frequency power supply rejection is a critical requirement, capacitors $C_{3}$ and $C_{1}$ are also included to balance the displacement current flowing through $C_{2}$ when signals are present on the positive power supply.

Compensation of the circuit is achieved with a single capacitor from the output node to ground. The actual
value of this capacitance depends on the bandwidth desired in the particular application.
One of the most challenging problems in achieving the performance objectives of the overall chip was the realization of the output stage so as to drive low impedance resistive and capacitive loads to voltages near the power supply while achieving good linearity, good supply rejection, low noise, and low quiescent power dissipation.
The approach taken in the class $A B$ buffer is illustrated in Fig. 3(a). Here, the output swing is limited by the on-resistance of the output transistors which enter the triode region at the extremes of the output swing. Bipolar transistors cannot be used reliably because of the occurence of load faults such as short circuits and the possibility of chip latchup due to the substrate currents. In this configuration, the error amplifiers must meet a number of constraints. First, since the amplifiers will have inputreferred offset voltages on the order of several millivolts, relatively modest values of open loop voltage gain on the order of 10 must be used. This ensures that the input offset voltages, when referred to the output, will not cause gross variations in the quiescent current in the amplifier. This problem can also be attacked by including a crossover circuit [4]. A second constraint is that the amplifiers have an output swing near the supplies so as to provide good drive capability for the output transistor gate and an input common-mode range that extends over the same range of voltages as the output swing of the buffer. Finally, when


Fig. 3. (a) Complimentary class $A B$ output buffer. (b) Circuit schematic of the class $A B$ output buffer.
the differential dc input voltage is zero, the error amplifiers must provide a quiescent dc output voltage which is the correct value to give the desired quiescent bias current in the output transistors.
The implementation used to satisfy these requirements is illustrated in Fig. 3(b). The device sizes shown are those used for the $300 \Omega$ transformer driver output buffer. Only the error amplifier driving the n-channel output transistor is shown; a dual of this circuit is used to drive the p-channel output transistor. Transistors $M_{1}-M_{2}$ form a source-coupled pair driving enhancement load transistors $M_{5}-M_{6}$ through common-gate transistors $M_{3}-M_{4}$. This combination produces a voltage gain in the error amplifier of about 8. Source follower $M_{12}$ drives the output transistor gate. Transistors $M_{7}, M_{8}, M_{9}, M_{10}$, and $M_{11}$ provide differential-to-single-ended conversion and produce the desired quiescent voltage at the gate of the output transistor.
The quiescent current in the output transistor can be calculated using the equivalent circuit shown in Fig. 4. Here, it has been assumed that the differential input voltage to the $M_{1}-M_{2}$ pair is zero, so that the drain currents of $M_{1}$ and $M_{2}$ are each equal to $I_{o} / 2$. From the symmetry of the circuit it is clear that voltages $V_{1}$ and $V_{2}$ at the drains of $M_{3}$ and $M_{4}$ are equal. Thus, the voltage $V_{2}$ is given by

$$
\begin{equation*}
V_{1}=V_{2}=2 V_{T}+\sqrt{\frac{2 I_{o}}{\mu C_{o}\left(\frac{W}{L}\right)_{8}}}+\sqrt{\frac{2 I_{o}}{\mu C_{o}\left(\frac{W}{L}\right)_{7}}} \tag{1}
\end{equation*}
$$

where $\mu=$ carrier mobility; $C_{o}=$ gate oxide capacitance density; $V_{T}=$ threshold voltage; and $(W / L)_{n}=$ aspect ratio of device $n$.


Fig. 4. Equivalent circuit of negative error amplifier for balanced quiescent condition.

The voltage applied to the gate of the output transistor is this voltage minus the gate-source drop of transistor $M_{12}$. The drain current of $M_{12}$ is equal to the drain current of $M_{11}$, which is given by

$$
\begin{equation*}
I_{D 11}=I_{D 12}=I_{o} \frac{(W / L)_{11}}{(W / L)_{8}} \tag{2}
\end{equation*}
$$

Thus, the gate-source voltage of the output transistor is given by

$$
\begin{align*}
& V_{G S 14}=V_{T}+\sqrt{\frac{2 I_{o}}{\mu C_{o}}}\left(\frac{1}{\sqrt{(W / L)_{8}}}+\frac{1}{\sqrt{(W / L)_{7}}}\right. \\
&\left.-\sqrt{\frac{(W / L)_{11}}{(W / L)_{12}(W / L)_{8}}}\right) . \tag{3}
\end{align*}
$$

Here it has been assumed that body effect in the various transistors can be neglected, and the threshold voltages are equal. Because the sources of $M_{7}, M_{4}$, and $M_{12}$ are at almost the same potential, this assumption produces little error. Finally, using the preceding two equations, the quiescent current in the output transistor is given by

$$
\begin{align*}
I_{\mathrm{out}}=I_{o}\left(\frac{W}{L}\right)_{14}\left[\frac{1}{\sqrt{(W / L)_{8}}}\right. & +\frac{1}{\sqrt{(W / L)_{7}}} \\
& \left.-\sqrt{\frac{(W / L)_{11}}{(W / L)_{12}(W / L)_{8}}}\right] \tag{4}
\end{align*}
$$

The circuit produces a quiescent current which is directly proportional to the bias current. Furthermore, it is possible to adjust the $W / L$ ratio of $M_{11}$ and $M_{12}$ so as to reduce the quiescent current in the output transistor to any desired value. In the particular case of the circuit described here, the bias current in the output transistor is set at about $10 I_{o}$. This value of approximately $300 \mu \mathrm{~A}$ is a compromise between power dissipation and bandwidth. This bias point corresponds to a typical $V_{d \text { sat }}$ of 150 mV in the output transistor. Thus, with a gain of 8 in the error amplifiers, an

TABLE II
$300 \Omega$ BuFFer Amplifier Experimental Results @ $+5 \mathrm{~V}, 40^{\circ} \mathrm{C}$

Open Loop Gain
Voltage Swing Quiscent Power VCC PSRR (it) 1 kHz (II) 100 kHz VBB PSRR © $1 \mathbf{k H z}$ (1) 100 kHz Input Noise Density (1) 1 kHz Active Area For 300،Bulfer 628 Sq. Mil. 1 k Buller 10 k Bulfer

5500
6 mW
$-74 \mathrm{~dB}$
$-44 d B$
$-62 \mathrm{~dB}$
$-55 \mathrm{~dB}$
$95 \mathrm{nV} / \sqrt{\mathrm{Hz}}$
Active Arean Bulfer
$\pm 4.1 \mathrm{~V}$ @ 300n Load


Fig. 5. Basic bandgap reference circuit implementation.
input-referred offset voltage of 3 mV would result in an output-referred offset of 24 mV , which would give shifts in the quiescent current on the order of 30 percent.

The maximum gate drive to the negative output transistor results when enough differential drive is applied to the error amplifier to turn off transistor $M_{2}$. The combination of the bias current $I_{o}$ and the $W / L$ of $M_{5}$ are chosen such that when this occurs the gate of $M_{5}$ assumes a potential near the positive supply. In this mode, the gate voltage of $M_{14}$ is approximately equal to the supply voltage minus two threshold voltages. Alternatively, by choosing a smaller value of quiescent $V_{g s}$ for $M_{5}$, the circuit can be operated in a current-limiting mode in which the maximum gate drive on the output transistor is programmed by the value of $I_{o}$ in conjunction with the $W / L$ of $M_{s}$.

Table II summarizes the measured performance of the $300 \Omega$ power amplifier.

## IV. Precision Bandgap Reference Circuit

A basic CMOS bandgap reference circuit is shown in Fig. 5 [5], [6]. Here the output voltage is

$$
\begin{equation*}
V_{B G}=V_{B E}+\left(\Delta V_{B E}+V_{O S}\right) \cdot\left(1+\frac{R_{1}}{R_{2}}\right) \tag{5}
\end{equation*}
$$

where $V_{O S}$ is the amplifier offset voltage. However, this approach has two basic disadvantages. First, the amplifier offset voltage adds directly to the difference in base-emitter voltages $\Delta V_{B E}$ of the bipolar transistors. Offset voltages of typical CMOS operational amplifiers range between $\pm 15$ mV and, when amplified by the resistor ratio gain factor, lead to a large variation in the reference voltage. This increases the reference voltage trimming requirements for a desired precision. Second, the offset voltage of a CMOS op amp drifts with time and has a temperature coefficient of


Fig. 6. Improved CMOS bandgap reference voltage circuit schematic.
around $20 \mu \mathrm{~V} /{ }^{\circ} \mathrm{C}$. These variations are amplified and degrade the reference stability and performance.

One possible solution is to use chopper stabilization to null out the op amp offset voltage [7]. This is effective for a reference voltage valid only during a portion of the clock period. However, the analog signal paths of this VLSI processor require a continuous and stable reference to generate various bias voltages rendering this solution unsuitable.

Another approach is to reduce the relative effect of the offset voltage by increasing the contribution of the bipolar transistor base-emitter voltages. By using an area-ratioed stack of three closely matched bipolar transistors, the circuit, shown in Fig. 6, produces a basic reference voltage which is three times the silicon bandgap voltage. This reduces the effect of the offset by a factor of 3 . The bandgap voltage is given by

$$
\begin{equation*}
V_{B G}=3 V_{B E}+\left(3 \Delta V_{B E}+V_{O S}\right) \cdot\left(1+\frac{R_{1}}{R_{2}}\right) . \tag{6}
\end{equation*}
$$

Transistors $M_{1}-M_{6}$ are matched current sources, each of which forces a current equal to $3 \Delta V_{B E} / R_{2}$ into each bipolar transistor. The transistors $M_{7}-M_{11}$ drop the necessary voltage required to match the currents in $M_{1}-M_{6}$ to within 0.5 percent. The resulting output voltage $V_{B G}$ is 3.8 V.

In this approach, there are both positive and negative feedback paths around the amplifier. The negative feedback path must remain dominant at all frequencies to avoid instability. To ensure this, a capacitor $C$ shunts the resistor $R_{1}$, increasing negative feedback at high frequency with feedforward action. The resistors $R_{1}$ and $R_{2}$ are made of p diffusion and $Q_{1}-Q_{6}$ are vertical p -n-p transistors with a common collector.

Besides the normal desired operating state, this circuit also has a degenerate state where all the devices are off. Transistors $M_{12}$ is used to start up the feedback loop and turns off in normal operation.

The bandgap voltage is referenced to the negative supply. The primary reason for this is to avoid collector-base reverse bias modulation of the emitter currents, which would degrade the reference power supply rejection. How-


Fig. 7. Reference level shifting and gain adjust circuitry.

TABLE III
Performance of the Reference Voltage Circuit

| Parameter Measured Data |  |
| :--- | :---: |
| Temp. Coeff. (0-70 |  |
| Power Supply Rejection |  |
| +5 V @ $100 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$ |  |
| +5 V V 100 kHz | -75 dB |
| $-5 \mathrm{~V} @ 1 \mathrm{kHz}$ | -36 dB |
| $-5 \mathrm{~V} @ 100 \mathrm{kHz}$ | -70 dB |
| Power Dissipation | -37 dB |
| Active Area | 8 mW |

ever, the $A / D$ and $D / A$ converters need their reference voltages with respect to ground. Fig. 7 shows the circuits which provide the level shifting and gain adjust.

The reference voltage must be trimmed to have a zero temperature coefficient at room temperature. Because the relative offset voltage has been reduced by a factor of 3 , only 4 bits are required to trim the bandgap voltage under all process variations. Also, to account for manufacturing variations, 3 bits in the level shifter and gain adjust circuit trim the transmit and receive gains to within $\pm 1$ percent accuracy. The complete trim procedure involves: 1) measurement of the amplifier offset vbltage; 2) measurement and adjustment of the bandgap voltage $V_{B G}$ and trimming it to three times the silicon bandgap voltage plus the amplifier offset voltage with the 4 bits of trim provided; and 3) adjustment of the transmit and receive reference voltages to nominally 3.2 V with the additional 3 bits of trim.

Table III presents the measured performance of the bandgap reference circuit.

## V. Line Balancing Function

In a typical telecommunications line card design, the subscriber interface uses 2-wire transmission while the switching and transmission equipment employs 4 -wire. The circuit which performs the 2- to 4 -wire conversion requires a balance network to improve the return loss of the receive channel into the transmit channel. This line card function usually is implemented with discrete components and only recently has it been integrated into low-voltage MOS technology [8], [9]. This analog VLSI processor provides the system designer with two different options for implementing the 2 - to 4 -wire conversion and line balancing on the same chip. The first option provides three of the most commonly used balance networks, which


NETWORK 1


NETWORK 2


NETWORK 3

Fig. 8. Equivalent circuits of the three internal balance networks.


Fig. 9. Programmable balance network.
are shown in Fig. 8. These three networks use bilinear $z$-transform techniques and are implemented with one amplifier and a programmable switched-capacitor array clocked at 32 kHz . The user can select any of these three networks under software control.

However, there may be different system requirements calling for a special balance network. The second option allows the user to connect two different off-chip balance networks and select either of these or provide an interpolation between these two frequency characteristics under software control [10]. By connecting these networks to the analog VLSI, the user can design a compromise balance network transfer characteristic for different loop lengths by programming the interpolation coefficient $a$ to be $0,0.25$, $0.5,0.75$, or 1.0 . The resulting frequency characteristic will be

$$
\begin{equation*}
H(f)=a H_{1}(f)+(1-a) H_{2}(f) \tag{7}
\end{equation*}
$$

where

$$
\begin{aligned}
& H_{1}=\text { the transfer function of external Network } 1 \\
& H_{2}=\text { the transfer function of external Network } 2
\end{aligned}
$$

This will cover many possible loop lengths, improving and easing the line balancing function in the line card. Also, because of different interface requirements of either transformer based hybrids or the new generation of integrated SLIC's, a programmable gain of 0 or 6 dB is provided in the path of the return signal.

Fig. 9 shows the programmable internal balance networks and how the two external balance networks are


Fig. 10. Photomicrograph of the chip.

TABLE IV
Summary of the Chip Performance

| Parameter Transmit Channel Receive Channel |  |  |
| :---: | :---: | :---: |
| Gain Tracking @ 1020 Hz |  |  |
| + 3--40 dBmO | $>-0.12,<+0.05 \mathrm{~dB}$ | $<+0.10 \mathrm{~dB}$ |
| -40--55 dBmO | $>-0.30,<+0.50 \mathrm{~dB}$ | $<+0.20 \mathrm{~dB}$ |
| Sig./Dist. (C-msg)@ 1020 Hz |  |  |
| +3--30 dBmO | $>37 \mathrm{~dB}$ | $>37 \mathrm{~dB}$ |
| -30--40 dBmO | $>31 \mathrm{~dB}$ | $>33 \mathrm{~dB}$ |
| - 45 dBmO | 28 dB | 28 dB |
| Idle Channel Noise | 15 dBrnCo | 4 dBrnCo |
| Filter Frequency Response |  |  |
| $300-3000 \mathrm{~Hz}$ | $>-0.01,<+0.08 \mathrm{~dB}$ | $<+0.05 \mathrm{~dB}$ |
| Above 4600 Hz | $<-35 \mathrm{~dB}$ | $<-48 \mathrm{~dB}$ |
| Power Supply Rejection |  |  |
| +5V@1kHz | -69 dB | $-50 \mathrm{~dB}$ |
| +5V@50 kHz | $-60 \mathrm{~dB}$ | - 28 dB |
| -5V@1kHz | -45 dB | - 51 dB |
| -5V@ 50 kHz | -40 dB | $-28 \mathrm{~dB}$ |

buffered by op amps. A resistive network and switches provide the selection and interpolation features.

## VI. System Attributes/Performance

The photomicrograph of the chip is shown in Fig. 10. The die size is approximately 50000 mils $^{2}$, and it dissipates 80 mW active power with a 1 mW standby mode. A power trim circuit on the chip can adjust the power dissipation to
within 10 percent of these typical numbers. The programmable features are controlled by 30 bits. The chip is fabricated in a $4 \mu \mathrm{~m}$ n-well CHMOS process and is packaged in either a 28 or 22 pin DIP. Table IV summarizes the overall chip performance.

## VII. Conclusions

A CMOS VLSI analog/digital interface circuit has been described. Its unique system architecture provides much higher level integration of the line card functions on a single chip than previously reported. The analog VLSI employs several novel circuit design techniques to achieve superior performance.
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# A Precision CMOS Bandgap Reference 
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#### Abstract

Ahstract - This paper describes the design of a precision on-chip bandgap voltage reference for applications with CMOS analog circuits. The circuit uses naturally occurring vertical n-p-n bipolar transistors as reference diodes. P-tub diffusions are used as temperature-dependent resistors to provide current bias, and an op-amp is used for voltage gain. The circuit is simple. Only two reference diodes, three p-tub resistors, and one op-amp are necessary to produce a reference with fixed voltage of -1.3 V . An additional op-amp with two p-tub resistors will adjust the output to any desired value. The criteria for temperature compensation are presented and show that the properly compensated circuit can in principle produce thermal drift which is less than $10 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$. Process sensitivity analysis shows that in practical applications it is possible to control the output to better than 2 percent, while keeping thermal drift below $40 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$. Test circuits have been designed and fabricated. The output voltage produced was $-1.30 \pm$ 0.025 V with thermal drift less than 7 mV from $0^{\circ} \mathrm{C}$ to $125^{\circ} \mathrm{C}$. Significant improvements in performance, at modest cost in circuit complexity, can be achieved if the op-amp offset contribution to the output voltage is reduced or eliminated.


## I. Introduction

IN a large and complex LSI-CMOS analog circuit, the voltage reference is often a potentially most troublesome component since it must produce a temperature stable, process invariant, and precisely controlled output. In the past, most of efforts in voltage reference design have emphasized temperature compensation at the expense of output precision. The commonly used references based on the difference between gate/source voltages of enhancement and depletion mode MOS transistors realize low thermal drift; however, the absolute magnitude of output is poorly controlled because it depends on the accuracy of depletion and enhancement implants [1]. In the bandgap references, where the output is derived from the voltage difference of two diodes forward biased by ratioed currents, both the thermal drift and the absolute value of the output can be controlled with precision [2]-[4].

A CMOS bandgap voltage reference which uses bipolarlike source-to-drain transfer characteristics of MOS transistor in weak inversion was reported [5], [6]. The output voltage exhibited relatively low thermal drift and tight voltage spread from sample to sample. Another approach [7] used precision curvature-compensated switched capacitor CMOS bandgap reference. It required trimming and used a complex circuitry for generation of bias currents, thus consuming a large area.

[^3]This paper describes the design of another simple bandgap circuit that can be conveniently implemented in CMOS technology. The output of this circuit is both temperature stable and precise. The circuit configuration which follows that given by Kuijk [8] uses temperature dependent p-tub resistors to provide bias currents to the reference diodes, which are the emitter-base junctions of the bipolar transistors formed by the $\mathbf{n}^{+}$diffusion inside the $\mathbf{p}$-tub. First, the basic circuit and the criteria for temperature compensation are presented, followed by discussion of the characteristics of the reference diodes and biasing resistors. The sensitivity of the output voltage to the most common process variation, and the power supply fluctuations will then be discussed in detail. Finally, the experimental results to verify circuit performance will be presented to illustrate the precision and the stability of the circuit.

## II. The Bandgap Circuit

In the bandgap circuit the output voltage is derived from the voltage difference across two identical diodes forwardbiased by two unequal, precisely ratioed currents. The positive temperature coefficient of this difference is then cancelled by the negative temperature coefficient of voltage across one of the diodes. If the voltage across diode 1 is $V_{1}(T)$ and across diode 2 is $V_{2}(T)$, then the output can be expressed as

$$
\begin{align*}
V_{\text {out }} & =A\left(V_{1}(T)-V_{2}(T)\right)+B\left(V_{2}(T)\right) \\
& =a V_{1}(T)-b V_{2}(T) \tag{1}
\end{align*}
$$

where constants $a$ and $b$ are chosen to obtain a voltage $V_{\text {out }}$ that has a minimum variation over the temperature range of interest.

The principles of bandgap references and the criteria for derivation of constants $a$ and $b$ are given in detail in [4]. These are derived for devices biased by either temperature independent constant current $I$, or currents which vary with temperature as $T^{\alpha}$, where $\alpha$ is a constant. Neither one of these temperature variations of currents can be easily implemented in a CMOS analog circuit.
The bandgap circuit configuration used to derive the function in (1) is illustrated in Fig. 1. The first op-amp with transistors $Q 1$ and $Q 2$, and resistors $R 1, R 2$, and $R 3$ is the bandgap circuit which produces a fixed voltage $V_{\text {out }}=-1.3 \mathrm{~V}$. The second op-amp with resistors $R 4$ and $R 5$ is a gain stage to adjust the output $V_{\text {ref }}$ to a desired value. The discrete version of this bandgap circuit was first


Fig. 1. Schematic of the CMOS bandgap circuit to produce negative output voltage. A bandgap source developing positive output with respect to ground is illustrated in [9].
proposed by Kuijk [8], who used integrated diode pairs and thin film resistors. More recently, Ye and Tsividis [9] have demonstrated this configuration, and a configuration producing a positive output voltage, using vertical $n-p-n$ bipolar transistors and discrete external resistors. They also suggested using diffusion or polysilicon resistors in a fully integrated version of this circuit.

The gain constants $a$ and $b$ of circuit in Fig. 1 are given by

$$
\begin{align*}
& a=R_{3} / R_{2}+1  \tag{2}\\
& b=R_{3} / R_{2} . \tag{3}
\end{align*}
$$

In addition to the gain of the circuit, which is determined by the ratio of resistors $R_{3}$ and $R_{2}$, the magnitude and the ratio of the bias currents is determined by the ratio of resistors $R_{1}$ and $R_{3}$ :

$$
\begin{align*}
& I_{1}(T)=\frac{V_{\text {out }}-V_{1}(T)}{R_{1}}  \tag{4}\\
& I_{2}(T)=\frac{V_{\text {out }}-V_{1}(T)}{R_{3}}=\frac{V_{\text {out }}-V_{2}(T)}{R_{3}+R_{2}} \tag{5}
\end{align*}
$$

In this implementation, however, the biasing currents $I_{1}(T)$ and $I_{2}(T)$ are temperature dependent because of the variation of $V_{1}(T)$ and $V_{2}(T)$, and to a lesser extent because of the variation of $V_{\text {out }}$ with respect to temperature. The conditions for the temperature compensation of this circuit with temperature independent $R_{1}, R_{2}$, and $R_{3}$ are given in [8].

In CMOS technology the situation is even further complicated because the only on-chip conductors that have large enough resistance values for proper biasing of the reference diodes are also temperature-dependent. The p-tub resistors approximately double their resistance for a temperature increase from 0 to $100^{\circ} \mathrm{C}$.

The detailed derivation of the temperature compensation for the circuit illustrated in Fig. 1 is algebraically tedius and is briefly summarized in this section.

For a reference diode whose current $I$ is given by Shockley's equation, for $q V \gg n k T$,

$$
\begin{equation*}
I=I_{0} e^{q V / n k T} \tag{6}
\end{equation*}
$$

The voltage drop at temperature $T$ is given by

$$
\begin{equation*}
V(T)=n\left[V_{G}(T)+\left(\frac{k T}{q}\right) \ln \left(\frac{I}{A T^{\beta}}\right)\right] \tag{7}
\end{equation*}
$$

where $n$ is the nonideality factor, $V_{G}(T)$ is the bandgap voltage at temperature $T, k$ is the Boltzmann constant, $q$ is the electron charge, $A$ is a normalizing constant related to the geometry of the device, and $\beta$ is a constant related to the fabrication process.
$V_{G}(T)$ is itself a function of temperature. Reference [10] gives the empirical expression for the bandgap value extrapolated from physical measurement over temperature range from 300 to 400 K .

$$
\begin{equation*}
V_{G}(T)=V_{G 0}+\frac{d V_{G}}{d T} T \tag{8}
\end{equation*}
$$

where $V_{G 0}=1.20595 \mathrm{~V}$, and $d V_{G} / d T=-2.7325 \times 10^{-4}$ V/K.

For a circuit whose function is given by (1), subject to the condition that the temperature coefficient at temperature $T=T_{0}$ is zero,

$$
\begin{equation*}
\left.\frac{d V_{\text {out }}}{d T}\right|_{T=T_{0}}=0 \tag{9}
\end{equation*}
$$

The value of the output voltage $V_{\text {out }}\left(T_{0}\right)$ is unique and given by

$$
\begin{align*}
V_{\text {out }}\left(T_{0}\right)= & n\left[V_{G 0}+\left(\frac{k T_{0}}{q}\right)\right. \\
& \left.\cdot\left(\beta-1+T_{0}\left(\frac{1}{R\left(T_{0}\right)}\right)\left(\left.\frac{d R}{d T}\right|_{T-T_{0}}\right)\right)\right] \tag{10}
\end{align*}
$$

where $d R /\left.d T\right|_{T=T_{0}}$ is the derivative of resistance of biasing resistors with respect to temperature at $T_{0}$.

The temperature response to the bandgap equation can be described by the following differential equation:

$$
\begin{align*}
T \frac{d V_{\text {out }}}{d T}-V_{\text {out }} & +\frac{n k T^{2}}{q}\left(\frac{1}{R}\right)\left(\frac{d R}{d T}\right) \\
& +\frac{n k T}{q}(\beta-1)+n V_{g 0}=0 \tag{11}
\end{align*}
$$

It is important to notice that the value of $V_{\text {out }}\left(T_{0}\right)$ as given in (10), and the bandgap temperature response as given in (11) depends only on physical diode parameters $n$ and $\beta$, and resistor temperature coefficient $(1 / R)(d R / d T)$.

## III. The Reference Diode in a CMOS Bandgap Circuit

It is well known that nearly ideal diode characteristics can be obtained from the base-emitter voltage $V_{b e}$ of a bipolar transistor. In the twin tub CMOS technology the vertical $n$-p-n bipolar devices are readily available with $n^{-}$ substrate collector, p-tub base, and $n^{+}$emitter.

In the layout of the bipolar devices five unit transistors are connected in parallel to make one reference diode. In this approach, similar to the one given in [6], the reference device can operate at larger biasing current, and in addition better matching of references can be achieved.

These devices, each unit transistor with $20 \mu \mathrm{~m} \times 20 \mu \mathrm{~m}$ emitter, manufactured in the $3.5 \mu \mathrm{~m}$ linear twin tub CMOS process, were characterized to obtain the value of parameters $n$ and $\beta$ necessary to predict the voltage drop across the reference device as given in (7).

The value of $n$ was determined by measuring $I-V$ characteristics of the reference devices at room temperature between currents of 0.5 and $500 \mu \mathrm{~A}$, and then fitting the measured voltage using (7), with $n$ being the adjustable parameter. The voltage drop of the diode in the fit was normalized to the value at the lowest current. The best fit was obtained for $n=1.01$ over a range of currents from 0.5 to $25 \mu \mathrm{~A}$. At currents above $25 \mu \mathrm{~A}$, the differences between measured voltage and the fit were greater than 0.5 mV .

To measure the $\beta$ parameter directly, the precise $I-V$ characteristics of reference devices over a wide range of temperatures are needed. Such a measurement is tedious and difficult to do precisely, because a minor inaccuracy (as little as $0.5^{\circ} \mathrm{C}$ ) in temperature measurement of the references, can lead to large errors in estimate of $\beta$. When these measurements are made on devices placed on a wafer prober, an uncertainty in temperature between the thermocouple in the wafer chuck, and the wafer itself can also cause significant errors in the value of $\beta$.

A new indirect method of measurement was used in determining the value $\beta$. A precision op-amp with low input offset and high open-loop gain, and a set of precision discrete resistors whose values were individually measured, were externally connected to the bipolar devices on the wafer. The connections were identical to those of the bandgap circuit, and the values of discrete resistors were selected to minimize the output variations with temperature. The voltage produced by the circuit was measured as a function of temperature of the reference diodes. A fit to the data as a function of $\beta$ was made using the computer simulation of the bandgap circuit. Fig. 2 illustrates the measured and predicted responses of the circuit. The best overall agreement is for $\beta=1.775$.

The simulator used to obtain the best fit was written in Fortran. The program contains appropriate diode models given in (7), and (8), to generate the $I-V-T$ characteristics of the reference diodes. Given diode characteristics, and the resistance values $R_{1}, R_{2}$, and $R_{3}$, the program solves iteratively for bias points $V_{1}$ and $V_{2}$, and output voltage $V_{\text {out }}$ until,

$$
\begin{equation*}
\frac{V_{\text {out }}-V_{1}\left(R_{1}(T), T\right)}{R_{1}(T)}=\frac{V_{\text {out }}-V_{2}\left(R_{3}(T), T\right)}{R_{2}(T)+R_{3}(T)} \cdot \frac{R_{3}(T)}{R_{1}(T)} \tag{12}
\end{equation*}
$$



Fig. 2. Comparison of temperature response between simulated and measured fixed resistor bandgap circuit to determine the value of $\beta$.

This method of measurement is much less sensitive to vagaries in temperature measurement since the discrete resistors are chosen to minimize temperature dependence of the output voltage. This decreased output voltage sensitivity to temperature enables easier, and more precise determination of $\beta$.

## IV. Biasing Resistors in the CMOS Bandgap Circuit

The results of the diode characterizations described in the previous section illustrate that the proper operation of reference devices requires small biasing currents in the microampere range. To provide these small currents, resistance values of the order of $10^{5} \Omega$ or higher are needed. The only on-chip conductor available in CMOS technology that has sufficiently high sheet resistance to render these resistors practical is the p-tub diffusion. The sheet resistance of the p-tub diffusion in the $3.5 \mu \mathrm{~m}$ twin tub CMOS technology is $-3 \mathrm{k} \Omega / \square$. Thus, resistor values up to 0.5 $\mathrm{M} \Omega$ can be readily realized.

P-tub resistors exhibit temperature dependent behavior due to mobility changes over the temperature range of interest. The measurements of temperature effect on mobility variation of p-type silicon samples [11] yielded mobility dependence of $T^{-2.2}$. The measurements of temperature dependence of p-tub resistance, illustrated in Fig. 3, yielded essentially the same result.

Therefore, for a p-tub resistor,

$$
\begin{equation*}
R(T)=R_{0} T^{2.2} \tag{13}
\end{equation*}
$$



Fig. 3. Temperature characteristic of the p-tub resistors.
where $R_{0}$ is the normalizing constant. Therefore,

$$
\begin{equation*}
\left(\frac{1}{R}\right)\left(\frac{d R}{d T}\right)=\frac{2.2}{T} \tag{14}
\end{equation*}
$$

and the proper compensation, according to formula (10), occurs when $V_{\text {out }}$ at $T_{0}$ is

$$
\begin{equation*}
V_{\mathrm{out}}\left(T_{0}\right)=n\left[V_{G 0}+\left(\frac{k T_{0}}{q}\right)(\beta+1.2)\right] \tag{15}
\end{equation*}
$$

Fig. 4 illustrates the predicted temperature response of the bandgap circuit from 0 to $100^{\circ} \mathrm{C}$, where the resistance of biasing resistors varies as $T^{2.2}$, the value of $\beta=1.775$, and the value of $T_{0}$ is $50^{\circ} \mathrm{C}$. The value of $V_{\text {out }}\left(T_{0}\right)$ is -1.3018 V , and the temperature variation of $V_{\text {out }}$ over $100^{\circ} \mathrm{C}$ is approximately 1 mV . The temperature coefficient that can be obtained using this approach is less than 8 $\mathrm{ppm} /{ }^{\circ} \mathrm{C}$.

## V. Process Sensitivity of the Output Voltage

One of the advantages of the bandgap references over the threshold differencing scheme is that both magnitude and temperature compensation of the output voltage are relatively tolerant of processing variations. In this section an approximate analysis of the sensitivity of the output voltage to the processing variants will be presented. The current density ratio between reference diodes is $25: 1$ yielding voltage difference $\left(V_{1}-V_{2}\right) \sim 80 \mathrm{mV}$ at $25^{\circ} \mathrm{C}$. The value of constants $a$ and $b$ in (1) is 10 and 9 , respectively.

The main processing parameters that affect the output of the bandgap circuit are: p-tub doping, resistor mismatch, reference diode mismatch, and the threshold mismatch of the op-amp input devices. The threshold mismatch, which results in the op-amp offset error, mainly affects the magnitude of the output voltage if the offset itself is not a function of temperature. All other processing variations affect magnitude, as well as the temperature compensation of the output.


Fig. 4. Predicted temperature response of the bandgap circuit.
The doping of the p-tub affects the resistance of the biasing resistors and the $V_{b e}$ drop across the reference diodes. Both the value of the biasing resistors, and the $V_{b e}$ drop across the reference devices affect the voltages $V_{1}$ and $V_{2}$ of the circuit.

The resistance of the p-tub resistor uniformly doped by ion implantation is inversely proportional to the implant dose of boron $N_{s}$.

$$
\begin{equation*}
R \sim \frac{1}{N_{s}} \tag{16}
\end{equation*}
$$

Therefore, for a fractional error in implant dose $d N_{s} / N_{s}$, the fractional error on the p-tub resistance $d R / R$ is;

$$
\begin{equation*}
\frac{d R}{R} \sim \frac{-d N_{s}}{N_{s}} \tag{17}
\end{equation*}
$$

For the n-p-n bipolar device biased with fixed $V_{b e}$, the collector current is proportional to the number of impurities/unit area in the base [12] (also known as Gummel number). For the device with ion implanted p-tub base, this number is equal to the ion implant dose $N_{s}$. Therefore,

$$
\begin{equation*}
I \sim \frac{1}{N_{s}} e^{q V_{b e} / k T} \tag{18}
\end{equation*}
$$

and the $V_{b e}$ drop across the reference device is

$$
\begin{equation*}
V_{b e} \sim \frac{k T}{q} \ln \left(I N_{s}\right) \tag{19}
\end{equation*}
$$

The change in $V_{b e}$ of the reference device due to the p-tub ion implant error is

$$
\begin{equation*}
d V_{b e} \approx \frac{k T}{q} \frac{d N_{s}}{N_{s}} \tag{20}
\end{equation*}
$$

The doping of the p-tub in the twin tub CMOS process can be controlled to $\pm 10$ percent. This variation in the ion
implant dose should result in a $\pm 0.1 k T$, or $\pm 2.5 \mathrm{mV}$ error in $V_{b e}$ at room temperature.

From (19) the variation of the voltage across the reference device biased by the p-tub resistor resulting from the changes in $V_{b e}$ and the bias current is

$$
\begin{equation*}
d V_{1} \approx d V_{2} \approx \frac{k T}{q}\left[\frac{d N_{s}}{N_{s}}+\frac{d I}{I}\right] \tag{21}
\end{equation*}
$$

For bias current $I$ in the circuit,

$$
\begin{equation*}
I=\frac{V_{\text {out }}-V_{b e}}{R}, \tag{22}
\end{equation*}
$$

the change in current $d I$ is

$$
\begin{equation*}
d I=\frac{d V_{\text {out }}-d V_{\text {be }}}{R}-\frac{\left(V_{\text {out }}-V_{\text {be }}\right) d R}{R^{2}} \tag{23}
\end{equation*}
$$

for $10 \%$ resistance variation, the first term in (23) is small. Therefore,

$$
\begin{equation*}
\frac{d I}{I} \approx-\frac{d R}{R} \tag{24}
\end{equation*}
$$

and using (17), (21), and (24)

$$
\begin{equation*}
d V_{1} \approx d V_{2} \approx \frac{2 k T}{q}\left(\frac{d N_{s}}{N_{s}}\right) \tag{25}
\end{equation*}
$$

The bandgap output voltage change is then

$$
\begin{equation*}
d V_{\text {out1 }}=a d V_{1}-b d V_{2} \approx(a-b) d V_{1} \approx d V_{1} \tag{26}
\end{equation*}
$$

The total variation of the output voltage due to variation in the p-tub doping is

$$
\begin{equation*}
d V_{\mathrm{out1}} \approx \frac{2 k T}{q}\left(\frac{d N_{s}}{N_{s}}\right) \tag{27}
\end{equation*}
$$

The $\pm 10$ percent error in the p-tub implant will result in $\pm 5 \mathrm{mV}$ error in the output voltage at room temperature. This is significantly better than the accuracy of the output voltage produced by the threshold differencing circuit due to the ion implant variation.

The $V_{b e}$ voltage produced by the reference devices is very uniform, and the mismatch of the voltage across different devices of the same size on the same chip is small. The measurements of the reference devices biased with constant current on the different chip sites of the same wafer yielded the maximum mismatch of less than 0.2 mV . Such a mismatch would result in a output voltage change of

$$
\begin{equation*}
d V_{\mathrm{out} 2} \approx a d V_{1} \approx b d V_{2} \approx 2 \mathrm{mV} \tag{28}
\end{equation*}
$$

where the value of $a=10$ is used.
The mismatch of the resistor ratio $R_{3}$ and $R_{2}$ affects the gain of the circuit. The mismatch of the ratio $R_{1}$ and $R_{3}$ influences the current ratio supplied to the references, and thus the difference between $V_{1}$ and $V_{2}$.

The resistances $R_{1}$ and $R_{3}$ can be matched accurately because they can be ratioed by an exact integer factor, and


Fig. 5. Sensitivity of output voltage to processing variations.
also because $R_{1}$ and $R_{3}$ have an identical voltage across them thus eliminating problems due to any nonlinearities of p-tub resistance. The mismatch of $R_{2}$ and $R_{3}$ is more likely to occur since these resistors are ratioed by a noninteger number, and because $R_{2}$ is biased at a different potential from the substrate than $R_{1}$ and $R_{2}$. Therefore, only $R_{3} / R_{2}$ mismatch will be considered here.

The variation of the output voltage of the bandgap circuit due to mismatch of $R_{3}$, and $R_{2}$ is

$$
\begin{equation*}
d V_{\mathrm{out} 3}=d\left(\frac{R_{3}}{R_{2}}+1\right) V_{1}-d\left(\frac{R_{3}}{R_{2}}\right) V_{2}=d\left(\frac{R_{3}}{R_{2}}\right)\left(V_{1}-V_{2}\right) \tag{29}
\end{equation*}
$$

In a careful layout the resistance values of the p-tub resistors can be matched better than 1 percent. Therefore, for 1 percent resistance mismatching and 80 mV difference between $V_{1}$ and $V_{2}$, with $R_{3} / R_{2}=10$ the output voltage error is

$$
\begin{equation*}
d V_{\text {out3 }}=0.01\left(\frac{R_{3}}{R_{2}}\right)\left(V_{1}-V_{2}\right) \approx 8 \mathrm{mV} \tag{30}
\end{equation*}
$$

The above discussion illustrated that excluding the offset error of the op-amp the various processing variations can affect the output voltage of the bandgap circuit by about $\pm 15 \mathrm{mV}$ at room temperature in the worst-case analysis. This is only about 1.2 percent of the total voltage produced by the bandgap circuit. The estimate of the effect of these parameters on temperature compensation is considerably more difficult and was done using the numerical bandgap simulator discussed in Section III. Fig. 5 illustrates the predicted worst-case behavior of the bandgap circuit and how each processing variation contributes to errors in the output voltage temperature compensation.

In this simulation the output of each reference diode voltage was varied by $\pm 2.5 \mathrm{mV}$, reference device mismatch was varied by $\pm 0.2 \mathrm{mV}$, the sheet resistivity of biasing resistors was varied by $\pm 10$ percent and the ratio of resistors was mismatched by $\pm 1$ percent. The worst-case analysis yields the temperature compensation of the output voltage of about 5 mV over the temperature range from 0 to $100^{\circ} \mathrm{C}$.

The input offset error of the summing op-amp can have significant and detrimental effect on the control of the magnitude of the output voltage. An analysis of the bandgap circuit shown in Fig. 1, which includes the offset error of the op-amp, gives the following relation for $V_{\text {out }}$.

$$
\begin{equation*}
V_{\text {out }}=a V_{1}-b V_{2}+c V_{o s} \tag{31}
\end{equation*}
$$

where $a$ and $b$ are given in (2) and (3), $V_{o s}$ is the offset, and

$$
\begin{equation*}
c=-\left(1+\frac{R_{3}}{R_{2}}\right)=-a \tag{32}
\end{equation*}
$$

The offset of the op-amp is therefore multiplied by the factor $c$. In a typical bandgap circuit, $c \approx 10$; thus, small offset value of the op-amp can contribute a large error to the output voltage.

## VI. Sensitivity of Output Voltage to Power Supply Variations

The primary effect of the power supply variation on the output voltage of the bandgap circuit comes from change of the reverse bias on the biasing p-tub resistors $R_{1}, R_{2}$, and $R_{3}$. This, in turn changes their resistance values resulting in modified gain factors and bias currents to reference diodes.

In the circuit, resistors $R_{1}$ and $R_{2}$ are identically biased with respect to the substrate, although they operate at different current densities. $R_{2}$ is biased approximately 80 mV more positive than the other two. Therefore, neglecting the influence of bias current, the voltage coefficients of $R_{1}$ and $R_{3}$ should be identical

$$
\begin{equation*}
\frac{1}{R_{1}} \frac{d R_{1}}{d V_{\text {sup }}}=\frac{1}{R_{3}} \frac{d R_{3}}{d V_{\text {sup }}} \tag{33}
\end{equation*}
$$

After tedious algebra, using (1), (2), (3), (4), (5), (7), and (33) one can compute the total variation of the output voltage to be

$$
\begin{align*}
\frac{d V_{\text {out }}}{d V_{\text {sup }}}= & \frac{R_{3}}{R_{2}}\left[\frac{1}{R_{3}} \frac{d R_{3}}{d V_{\text {sup }}}-\frac{1}{R_{2}} \frac{d R_{2}}{d V_{\text {sup }}}\right]\left(V_{1}-V_{2}\right) \\
& \frac{-n k T}{q}\left[\frac{1}{1+\frac{n k T}{q}\left(\frac{1}{V_{\text {out }}-V_{1}}\right)}\right]\left(\frac{1}{R_{1}}\right)\left(\frac{d R_{1}}{d V_{\text {sup }}}\right) \tag{34}
\end{align*}
$$



Fig. 6. Voltage coefficient of p-tub resistance as a function of substrate bias ( $V_{\text {sup }}$ ).

The first term in brackets depends on differences between voltage coefficients of resistance between $R_{1}$ (or $R_{3}$ ) and $R_{2}$ due to different reverse biasing conditions. Fig. 6 illustrates the normalized voltage coefficient of the p-tub resistor as a function of reverse bias. (This curve is shown for an arbitrary current approximating operating point of $R_{3}$ resistor. The shape of the curve varies slightly at different currents.) On this curve the bias voltages are marked for resistors $R_{3}$ and $R_{2}$. Since the difference between the two coefficients of those points is small ( < $10^{-3}$ ), the first term in (34) is less than $0.8 \mathrm{mV} / \mathrm{V}$.

The second term in (34) results from modified current through reference diodes. Again, a quick computation shows this value to be $\sim 0.2 \mathrm{mV} / \mathrm{V}$. The total expected variation of the output is therefore expected to be about $0.6 \mathrm{mV} / \mathrm{V}$.

## VII. Preliminary Results

Fig. 7 shows the photomicrograph of the circuit designed to test the performance of the resistor bandgap circuit. The operational amplifiers used in the circuit are described in [13]. The tester uses a second op-amp with p-tub resistors $R_{4}$ and $R_{5}$ to adjust the output voltage to a desired value. Because the gain of this stage is determined only by resistance ratio and not by resistance values themselves, it is reasonably precise and independent of temperature. The total circuit size, including the second op-amp and resistors $R_{4}$ and $R_{5}$, is $0.4 \mathrm{~mm}^{2}$. The power consumption is 2 mW . In this paper only the results relating to the output of the first op-amp will be discussed. The data are based on measurements obtained from three device lots fabricated in the $3.5 \mu \mathrm{~m}$ linear twin tub CMOS process.

Fig. 8 shows the measured temperature response of one sample circuit along with the predicted response obtained from computer simulation. The output voltage shown has been compensated for the input offset error of the op-amp by measuring the offset contribution and subtracting it from the measured output of the circuit. The amplified


Fig. 7. Photomicrograph of the bandgap test circuit.
offset contribution was measured by grounding emitters of $Q_{1}$ and $Q_{2}$ through internal pads and measuring the output. The predicted temperature response and the value of the output voltage agree well with the compensated measured values. The temperature stability of the output is better than 2 mV from 0 to $125^{\circ} \mathrm{C}$.
More complete measurements of circuits on different chip sites of a single wafer show that the offset compensated output voltage variation is 3 mV at room temperature. The wafer to wafer variation of the offset compensated output is 7 mV while the temperature stability of the output of most the circuits is better than 5 mV from 25 to $125^{\circ} \mathrm{C}$.

As expected, the largest contribution to the output error comes from the input offset of the CMOS summing op-amp. Fig. 9 shows the typical temperature responses of three randomly selected circuits from three separate wafer slices from three wafer lots. For comparison, the output of these circuits with op-amp offset subtracted are also shown. The bulk of the output voltage variation in these samples is due to the offset of the op-amp. More extensive measurements indicate that the output voltage of individual circuits may vary by $\pm 15 \mathrm{mV}$ due to the offset error alone. In the extreme cases of large offset errors, the offset itself may be temperature-dependent, and may add 2 mV to the temperature instability of the bandgap circuit.

The sensitivity of the output to power supply variations was measured at room temperature with power supply voltage varied from 4.75 to 5.25 V . The output of most of the circuits changed by less than 0.3 mV , the mean was 0.4 mV . The maximum variation, observed on small percentage of samples, was 1.1 mV . The output variation is larger than predicted in Section VI. The differences are


Fig. 8. Measured and predicted temperature responses of the bandgap circuit after compensation for the op-amp offset.


Fig. 9. Measured temperature response of three randomly selected bandgap circuits from three separate wafer lots.
likely due to omission in analysis of the influence of bias current on the voltage coefficient of resistance of $R_{1}$ and $R_{3}$.

The preliminary data suggest that without any offset cancelling technique, the output voltage of the bandgap circuit is $1.30 \pm .025 \mathrm{~V}$, while the worst-case temperature drift is 7 mV from 0 to $125^{\circ} \mathrm{C}$. Dramatic improvement in performance at modest cost in circuit complexity can be achieved if input error contribution is reduced either by cascading reference devices, or by offset cancelling techniques [14].

## VIII. Conclusions

The design of a simple and practical precision CMOS bandgap reference circuit which uses $p$-tub temperature dependent resistors and naturally occurring n-p-n bi-polar transistors is described. The criteria for the proper temperature compensation of the output voltage are derived and
are shown to be independent of the design parameters such as current values and their ratios, resistor values, or diode bias points. The diodes manufactured in the $3.5 \mu \mathrm{~m}$ twin tub linear CMOS process are shown to be acceptable for the references in the bandgap circuit. The magnitude and temperature stability of the output voltage is shown to be tolerant to the most common variations of the CMOS process. The performance of the test circuits matches well the predictions of the bandgap response made by the bandgap computer simulations. The output voltage of the circuit is $-1.30 \pm .025 \mathrm{~V}$ with temperature stability better than 7 mV from 0 to $125^{\circ} \mathrm{C}$. A version of this circuit, which produces positive output is shown in [9]. A dramatic improvement in the performance can be achieved if op-amp offset error contribution is reduced by using offset correcting techniques.
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#### Abstract

A precision curvature-compensated switched-capacitor bandgap reference is described which employs a standard digital CMOS process and achieves temperature stability significantly lower than has previously been reported for CMOS circuits. The theoretically achievable temperature coefficient approaches $10 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$ over the commercial temperature range utilizing a straightforward room temperature trim procedure. Experimental data from monolithic prototype samples are presented which are consistent with theoretical predictions. The experimental prototype circuit occupies 3500 mils $^{2}$ and dissipates 12 mW with $\pm 5 \mathrm{~V}$ power supplies. The proposed reference is believed to be suited for use in monolithic data acquisition systems with resolutions of $\mathbf{1 0}$ to $\mathbf{1 2}$ bits.


## I. Introduction

AN essential element of the analog and digital interface function is a voltage reference to control the scale factor of conversion. The temperature stability of a reference source is a key factor in the accuracy of the overall data acquisition function. Therefore, the ability to integrate an entire data acquisition system within a single CMOS VLSI chip is contingent upon the ability to realize a CMOS compatible voltage reference with a very low temperature drift. Since its introduction by Widlar [1], the bandgap referencing (BGR) technique has been widely employed for implementing a voltage reference source in bipolar integrated circuits. The temperature stability of the bandgap reference has been continuously improved via new circuit and technology innovations such as curvature compensation and laser trim [2]-[5]. In CMOS technology, the BGR technique has been directly applied [6]-[8]. However, the development of a high-performance CMOS bandgap reference has been hindered by several limiting factors attributable to the peculiarities of the bipolar devices available in a standard CMOS process, the high offset and drift of CMOS op amps that make up the circuit and the inherent curvature problem in the bandgap reference.
This paper will describe one circuit implementation of a precision CMOS bandgap reference which overcomes some of the drawbacks of a standard CMOS process, and embodies curvature compensation and differential offset

[^4]cancellation to achieve experimental typical temperature drifts of 13.1 and $25.6 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$ over the commercial and military temperature ranges, respectively. In the proposed reference, a temperature-stable voltage is developed by adding linear and quadratic temperature correction voltages to the forward-biased diode voltage which is obtained from the substrate $\mathrm{p}-\mathrm{n}-\mathrm{p}$ transistor available in CMOS processes. The linear temperature correction voltage is proportional to the absolute temperature (commonly called PTAT) while the quadratic temperature correction voltage is proportional to the absolute temperature squared ( PTAT $^{2}$ ). They are independently adjustable to set the reference output voltage for a minimum temperature drift.

The offset voltage of the CMOS op amp is eliminated using the correlated-double sampling (CDS) technique [9]. The base current and base spreading resistance of the native substrate $\mathrm{p}-\mathrm{n}-\mathrm{p}$ transistor are cancelled to the first order and the amplification ratio is set by a capacitor ratio rather than a resistor ratio. Due to the cyclic behavior of the offset cancellation in this technique, the output reference voltage is not available at all times. However, the reference can be operated synchronously with other elements of the systems. Since the periodic offset sample and subtraction cycle effectively removes the low-frequency $1 / f$ noise component of a CMOS op amp along with its offset, the dominant noise source is the thermal noise of a CMOS op amp which is designed to be on the order of $100 \mu \mathrm{~V}$ (rms) at the output in 500 kHz bandwidth.

In Sections II and III, the primary limitations in a conventional CMOS BGR implementation and the temperature curvature in bandgap references are discussed. In Section IV, a curvature-compensated switched-capacitor CMOS bandgap reference is introduced. In Section V, experimental results measured from monolithic prototype samples are presented and the problems related to the design of p-n-p transistors are discussed. The theoretical analysis of BGR temperature compensation techniques is included in the Appendix.

## II. Conventional CMOS BGR Implementation

One example of a conventional CMOS BGR implementation in an $\mathrm{n}^{-}$-well CMOS process is shown in Fig. 1. Transistors $Q_{1}$ and $Q_{2}$ are substrate p-n-p transistors whose collectors are always tied to the most negative power


Fig. 1. Example of a conventional CMOS bandgap reference.
supply because, in an $\mathrm{n}^{-}$-well CMOS process, the $\mathrm{p}^{+}$ diffusion in the $\mathrm{n}^{-}$-well, the $\mathrm{n}^{-}$-well itself and the $\mathrm{p}^{-}$ substrate form a vertical p-n-p structure as shown in Fig. 2(a). Therefore, it is not possible to sense the collector current directly as in the bipolar bandgap reference so as to reduce the error due to the finite current gain [3], [4]. In a $\mathrm{p}^{-}$-well process, a dual circuit incorporating n -p-n transistors would be used. While many other circuit implementations are possible, this circuit appears to be as good as any. Therefore, individual error sources will be described one by one for this circuit in the rest of this section. All resistors are the $\mathrm{p}^{+}$-diffusion resistor in the $\mathrm{n}^{-}$-well and the CMOS op amp is assumed to have an infinite gain with the offset voltage of $V_{o s}$. This assumption is justified because CMOS op amps usually have enough gains such that the error due to finite-gain effects is negligible for this application.
Assuming that transistor $Q_{1}$ in Fig. 1 has an area that is larger by a factor $A$ than transistor $Q_{2}$, and both are in the forward active region, the output voltage of the reference is given by

$$
\begin{equation*}
V_{\mathrm{ref}}=V_{B E}+\left(1+\frac{R_{2}}{R_{1}}\right)\left(\Delta V_{B E}+V_{o S}\right) \tag{1}
\end{equation*}
$$

where $V_{B E}$ is the emitter-base voltage of transistor $Q_{1}$, $\Delta V_{B E}$ is the difference between the emitter-base voltages of transistors $Q_{1}$ and $Q_{2}$, and $V_{o s}$ is the input offset voltage of the operational amplifier. The value of this expression is influenced by the nonidealities of the bipolar transistors as illustrated in Fig. 2(b). If these are taken into account, the transistor emitter-base voltage is given by

$$
\begin{equation*}
V_{B E}=V_{T} \ln \frac{I_{1}}{I_{s 1}}+V_{T} \ln \frac{1}{1+\frac{1}{\beta_{1}}}+\frac{r_{b} I_{1}}{A \beta_{1}} \tag{2}
\end{equation*}
$$

where $V_{T}$ is the thermal voltage $k T / q, I_{1}$ is the emitter current of transistor $Q_{1}, I_{s 1}$ is the saturation current of transistor $Q_{1}, \beta_{1}$ is the current gain of transistor $Q_{1}$ and $r_{b}$ is the effective series base resistance of $Q_{2}$. The second term in this expression results from the fact that while the collector current is a well-defined function of the emitter-base voltage, the current sensed and controlled by


Fig. 2. (a) Substrate p-n-p transistor profile. (b) Nonideal parameters in the PTAT correction voltage generation circuit.
this circuit is the emitter current. The third term results from the voltage drop in the finite series base resistance. The difference between the two emitter-base voltages is given by

$$
\begin{equation*}
\Delta V_{B E}=V_{T} \ln A+V_{T} \ln \frac{I_{2}}{I_{1}}+V_{T} \ln \frac{1+\frac{1}{\beta_{1}}}{1+\frac{1}{\beta_{2}}}+r_{b}\left(\frac{I_{2}}{\beta_{2}}-\frac{I_{1}}{A \beta_{1}}\right) \tag{3}
\end{equation*}
$$

where $I_{2}$ is the emitter current of transistor $Q_{2}$ and $\beta_{2}$ is the current gain of transistor $Q_{2}$. If the bipolar transistors used to implement the reference are ideal in the sense that they have infinite current gain and zero base resistance, and if the emitter currents of the transistors are in fact equal, then only the first terms in (2) and (3) are nonzero. However, because of the relatively poor performance of CMOS-compatible devices, these terms can strongly influence the performance of the reference. The presence of the operational amplifier offset voltage in the output, multiplied by the gain factor ( $1+R_{2} / R_{1}$ ), which is typically on the order of 10 , is also an important degradation. Finally, the variation of the bias currents $I_{1}$ and $I_{2}$ with temperature must be carefully considered. In the following subsections, the effects of these nonidealities are examined in more detail.

## A. Operational Amplifier Offset

The operational amplifier offset is the biggest error source that causes the nonreproducibility in the output voltage temperature coefficient. Normally, a bandgap reference is trimmed to an output voltage which is predetermined to give a near-zero temperature coefficient of the output. Large, non-PTAT components in the output due to
the op amp offset cause the trimming operation to give an erroneous result. If we assume the offset voltage $V_{o s}$ is independent of temperature, the resulting temperature coefficient error due to a $5 \mathrm{mV} V_{o s}$, for example, is approximately

$$
\begin{align*}
\text { TC error } & =\frac{\left(1+\frac{R_{2}}{R_{1}}\right) V_{o s}}{V_{\mathrm{ref}} T_{o}} \approx \frac{10 \times 5 \mathrm{mV}}{1.26 \mathrm{~V} \times 300 \mathrm{~K}} \\
& \approx 132 \mathrm{ppm} /{ }^{\circ} \mathrm{C} . \tag{4}
\end{align*}
$$

That is, a temperature coefficient on the order of 132 $\mathrm{ppm} /{ }^{\circ} \mathrm{C}$ will result in the reference output temperature coefficient from a 5 mV temperature-independent offset voltage in the operational amplifier if the reference is trimmed assuming the offset is zero. This offset error contribution can be reduced by making $\Delta V_{B E}$ bigger, in effect decreasing the gain factor $\left(1+R_{2} / R_{1}\right)$ as implied by (1). One way to achieve this is to obtain $\Delta V_{B E}$ by taking the difference of two cascaded transistor strings discussed later in Section IV. In this work, however, offset cancellation technique is employed to further reduce this error while the cascading scheme is used for the PTAT current generation.

## B. Bias Current Variation

If the resistors $R_{1}, R_{2}$, and $R_{3}$ have a zero temperature coefficient, then the bias currents in transistors $Q_{1}$ and $Q_{2}$ must be PTAT since the voltage across $R_{1}$ is PTAT. The finite temperature coefficient of actual resistors formed from the source-drain diffusion or from polysilicon layers results in non-PTAT variation of the bias current. This in turn causes an additional component in the temperature variation of the $V_{B E}$ term in the output. If only the first two terms of (2) and (3) are taken, the $V_{B E}$ is given by

$$
\begin{align*}
V_{B E} & =V_{T} \ln \frac{I_{1}}{I_{s 1}}=V_{T} \ln \frac{V_{T} \ln A}{R_{1} I_{s 1}} \\
& =V_{T} \ln \frac{V_{T} \ln A}{R_{1}\left(T_{o}\right) I_{s 1}}+V_{T} \ln \frac{R_{1}\left(T_{o}\right)}{R_{1}(T)} \tag{5}
\end{align*}
$$

where $T_{o}$ is the reference temperature, usually room temperature. Note that the first term is the $V_{B E}$ variation that results when there is no resistor temperature coefficient, and the second is that which results when a temperature coefficient is present. Further insight can be obtained by expanding this second term as a Taylor series in temperature about $T_{o}$, and neglecting higher order terms:

$$
\begin{align*}
& V_{B E}=\left.V_{B E}\right|_{\text {ideal }}-V_{T} \\
& \left.\cdot \frac{1}{R} \frac{d R}{d T}\right|_{T_{o}}\left(T-T_{o}\right)-\left.V_{T} \frac{1}{2 R} \frac{d^{2} R}{d T^{2}}\right|_{T_{o}}\left(T-T_{o}\right)^{2}-\cdots \tag{6}
\end{align*}
$$

From this relation it can be seen that even a purely linear variation in resistor value with temperature results in an output temperature variation with both PTAT and PTAT ${ }^{2}$ temperature variation components. Assuming the resistor temperature behavior is known and reproducible, the PTAT
portion can be compensated by simply changing the target trim value of the output voltage. For example, (6) can be used to show that a $1000 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$ resistor TC would result in a $-21 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$ reference output TC , which could be removed by simply raising the output voltage trim target by approximately 8 mV . However, cancellation of PTAT $^{2}$ term precisely requires curvature compensation discussed later.

## C. Other Effects

The effects of various nonidealities, including base resistance, $\beta$ mismatch, $\beta$ variations with temperature, and $\beta$ variations with collect current can be evaluated with the use of (1), (2), and (3). Which of these effects is the most important in a given circuit application is strongly dependent on the nature of the bipolar transistors in the particular technology used. If the well (base) doping is particularly light, as is often the case, then the intrinsic base resistance effect, represented by the last term in (3), may well be the most important. The temperature coefficient in the output due to this term is given by

$$
\begin{equation*}
\text { TC error }=\left(1+\frac{R_{2}}{R_{1}}\right) \frac{r_{b} I_{2}}{V_{\mathrm{ref}} \beta_{2}}\left(\frac{1}{r_{b}} \frac{d r_{b}}{d T}+\frac{1}{I_{2}} \frac{d I_{2}}{d T}-\frac{1}{\beta_{2}} \frac{d \beta_{2}}{d T}\right) \tag{7}
\end{equation*}
$$

For example, assuming a $2 \mathrm{k} \Omega$ base resistance with 1000 $\mathrm{ppm} /{ }^{\circ} \mathrm{C}$ TC, a $30 \mu \mathrm{~A}$ PTAT bias current level, a $\beta$ of 150 , and a $\beta \mathrm{TC}$ of $7000 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$, an output TC of -8.6 $\mathrm{ppm} /{ }^{\circ} \mathrm{C}$ results. As in the case of the bias current variation, this can be partly compensated by modifying the trim target voltage if these parameters are reproducible. The other errors mentioned above are negligible if transistor performance is reasonably good. Another error source results from the temperature coefficient of the ratio of the diffused resistors $R_{1}$ and $R_{2}$. Data presented later show that for resistors used in this experimental work a differential ratio TC of 1 to 2 percent is achieved. Fortunately, this error is negligible compared to those already discussed.

## III. Curvature in Bandgap References

For a bandgap reference which is ideal in the sense that the operational amplifier is ideal, the bipolar transistors have infinite current gain, zero intrinsic base resistance, and have perfect exponential junction relationships, and the bandgap of silicon varies linearly with temperature, the output voltage is typically given by [10]

$$
\begin{equation*}
V_{\mathrm{ref}}=V_{g o}+V_{T}(4-n-\alpha)\left(1+\ln \frac{T}{T_{o}}\right) \tag{8}
\end{equation*}
$$

where $V_{g o}$ is the extrapolated silicon bandgap at $0 \mathrm{~K}, n$ is the exponent of the mobility variation in the base of the bipolar transistor (typically about 0.8 ), $\alpha$ is the exponent of the temperature variation of the bias current ( 1 for PTAT bias current, for example), and $T_{o}$ is the temperature at which the reference output temperature coefficient is zero,
usually chosen to be near room temperature. Equation (21) derived in the Appendix is the more general form of (8). This relation illustrates the well-known fact that even for an ideal bandgap with an optimally chosen $T_{o}$, the output voltage as a function of temperature displays a curvature which causes it to decrease both for temperatures higher or lower than $T_{o}$. Usually, the practical performance aspect of interest is the maximum total variation of the output voltage over the range of temperatures. A further complication is the fact that the bandgap of silicon in fact does vary with $T^{2}$, as well as linearly with temperature [11], [12]. This higher order temperature variation adds a curvature term, increasing the effective TC even for optimally adjusted references. These effects together combine to give a best achievable TC of about $25 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$ for a temperature range of $-55^{\circ} \mathrm{C}$ to $125^{\circ} \mathrm{C}$.
Several approaches have been suggested for curvature correction. If the quantity ( $4-n-\alpha$ ) in (8) could be made zero, then there would be no curvature other than the curvature of the silicon bandgap. This could be achieved for example by using a very strongly temperature-dependent bias current or by linearizing $V_{B E}$ directly [5]. Several authors have proposed simply adding in higher order tem-perature-dependent terms in the output to cancel the PTAT $^{2}$ term of the output voltage variation [4]. This is the approach used in this paper to be described in the next section.

## IV. Precision Switched-Capacitor CMOS BGR Technique

In order to implement voltage references in CMOS technology which have performance approaching that achievable in bipolar technology, special steps must be taken to counteract the relatively poor performance of CMOS op amps and CMOS compatible bipolar transistors. In addition, curvature compensation, already widely applied in bipolar references, must be incorporated. In this section, the implementation of the techniques in CMOS technology is described.

## A. Curvature Compensation

The overall concept of BGR temperature compensation is illustrated in Fig. 3 and general BGR temperature compensation techniques are described in the Appendix. The first step is to add a PTAT correction voltage $K V_{T}$ to $V_{B E}$ to cancel out the linear temperature variation of $V_{B E}$. After the PTAT correction voltage is added, the reference output $V_{\text {ref }}$ will exhibit mostly the quadratic temperature variation as shown in Fig. 3. If a PTAT ${ }^{2}$ correction voltage $F V_{T}^{2}$ is added to that to cancel out the quadratic temperature variation of $V_{B E}$, the final reference output $V_{\text {ref }}$ should drift only due to higher order temperature variations and a zero temperature coefficient is achieved at $T_{0}$. One implementation of a switched-capacitor bandgap reference which embodies curvature compensation as well as offset-cancelled amplification is illustrated in Fig. 4. The gain $G$ of the gain


Fig. 3. Curvature-compensation concept (not scaled).


Fig. 4. Overall schematic of the curvature-compensated switched-capacitor CMOS bandgap reference.
block is determined by the capacitor ratio $C_{2} / C_{1}$. The current $I_{o}$ is temperature-independent (TI) while $I_{T}$ is PTAT. The bias current $I_{D}$ is also TI.

If the effects of the base current and the base spreading resistance are neglected, the reference output $V_{\text {ref }}$ is given by

$$
\begin{equation*}
V_{\mathrm{ref}}=V_{B E}+\frac{C_{2}}{C_{1}} \Delta V_{B E} \tag{9}
\end{equation*}
$$

where

$$
\begin{align*}
\Delta V_{B E} & =V_{T} \ln A \frac{I_{o}+I_{T}}{I_{o}-I_{T}} \\
& =V_{T} \ln A+2 V_{T}\left(\frac{I_{T}}{I_{o}}\right)+\frac{2}{3} V_{T}\left(\frac{I_{T}}{I_{o}}\right)^{3}+\cdots \tag{10}
\end{align*}
$$

The inclusion of the PTAT ${ }^{2}$ voltage means that the trim procedure for the reference consists of two steps, one to give the correct output voltage for the uncompensated reference, and one to trim the value of the PTAT $^{2}$ voltage that is added in. A key advantage of the circuit configuration chosen is that it allows the PTAT ${ }^{2}$ component to be adjusted independently from the basic reference. The first part of the trim procedure is to disconnect the PTAT ${ }^{2}$ component (set $I_{T}$ to zero), and trim the absolute output voltage. In the particular experimental device described


Fig. 5. PTAT and TI current generators for the bias currents $I_{T}$ and $I_{0}$.
here, it is most convenient to do this with a combination of a capacitor array to adjust the $C_{2} / C_{1}$ ratio, and a resistor string to provide fine adjustment through adjustment of the bias current $I_{d}$. Even though two different physical trim arrays are involved, in effect one trim operation is performed and a total resolution of approximately 12 bits is achieved in the absolute value of the final output voltage. Next the PTAT current $I_{T}$ is turned on and its ratio to $I_{o}$ is adjusted with another resistor string to give a change in the output equal to the desired PTAT ${ }^{2}$ compensation value. Both trimming operations are done at room temperature.

The currents $I_{T}$ and $I_{o}$ are generated using the circuit shown in Fig. 5. The bias current $I_{D}$ is generated in the same manner as the TI current $I_{o}$. The stacked-cascode connection formed by transistors $M_{1}$ to $M_{8}$ causes the emitter currents of transistors $Q_{6}$ and $Q_{7}$ to be equal. The same scheme is also employed for the matching of the emitter currents of transistors $Q_{9}$ and $Q_{10}$. Transistors $M_{9}$ and $M_{10}$ form a start-up circuit for this self-biased circuit. As indicated, transistors $Q_{4}$ and $Q_{6}$ have emitter areas larger by a factor of $A$ than the remaining transistors. Therefore, the voltage developed across the resistor $R_{1}$ is PTAT and the current $I_{T}$ through $R_{1}$ is also PTAT. The voltage $V_{o}$ formed by the transistor $Q_{8}$ and the resistor $R_{2}$ is approximately temperature independent. The temperature stability of $V_{o}$ is not critical because it affects only the PTAT ${ }^{2}$ component of the output voltage (not PTAT). The TI voltage $V_{o}$ is developed across $R_{3}$ and the current $I_{o}$ through $R_{3}$ is also TI. Therefore, the current ratio $I_{T} / I_{o}$ is easily trimmed by $R_{3}$.

In the presence of the mismatches of $M_{1}-M_{2}$ and $M_{11}-M_{12}$ transistor pairs, the voltages across $R_{1}$ and $R_{3}$ deviate from the ideal values. If the gate-source voltage mismatches of MOS transistor pairs inclusive in the bias circuit of Fig. 5 are assumed to be $V_{m 1}, V_{m 2}$, and $V_{m 3}$, respectively, and current mirrors and $\mathrm{p}-\mathrm{n}-\mathrm{p}$ transistors are assumed to be ideal, the three bias currents $I_{T}, I_{o}$, and $I_{D}$ are given by

$$
\begin{equation*}
I_{T}=\frac{1}{R_{1}}\left(2 V_{T} \ln A+V_{m 1}\right), \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
I_{o}=\frac{1}{R_{3}}\left(V_{o}+V_{m 2}\right) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{D}=\frac{1}{R_{4}}\left(V_{o}+V_{m 3}\right) . \tag{13}
\end{equation*}
$$

The factor 2 in (11) results from cascading transistors $Q_{4}-Q_{6}$ and $Q_{5}-Q_{7}$ to reduce the error contribution of the mismatch voltage $V_{m 1}$. For this application, cascading of two devices is enough for the PTAT current generation. Depending on applications, several transistors can be cascaded to reduce the offset error contribution in such a BGR implementation, discussed in Section II. Substituting (11), (12), and (13) into (9) and (10), and neglecting higher orders, we obtain

$$
\begin{align*}
V_{\text {ref }} & =\left.V_{B E}\right|_{\text {ideal }}+\frac{C_{2}}{C_{1}} V_{T} \ln A+4 \frac{C_{2}}{C_{1}} \frac{R_{3}}{R_{1}} \frac{\ln A}{V_{o}} V_{T}^{2}+V_{c} \\
& =\left.V_{B E}\right|_{\text {ideal }}+K V_{T}+F V_{T}^{2}+V_{t} \tag{14}
\end{align*}
$$

where

$$
\begin{align*}
& V_{\epsilon}=\left.\frac{\sigma}{100} \frac{1}{R} \frac{d R}{d T}\right|_{T_{o}}\left(V_{T_{o}}-V_{T}\right) T+2 \frac{C_{2} R_{3} V_{T} V_{B E}}{C_{1} R_{1} V_{o}^{2}} V_{m 1} \\
&-4 \frac{C_{2} R_{3} V_{T}^{2} \ln A}{C_{1} R_{1} V_{o}^{2}} V_{m 2}+\frac{V_{T}}{V_{o}} V_{m 3} \tag{15}
\end{align*}
$$

The constant $\sigma$ represents the standard deviation (\%) of the temperature coefficient of $R_{4}$. The error voltage $V_{\mathrm{c}}$ is less than 1 mV at room temperature. Therefore, the temperature coefficient uncertainty resulting from the mismatch voltages is 50 times smaller than the uncertainty caused by the op amp offset of existing designs given by (4).

## B. Offset-Cancelled Amplification

In order to remove dc offsets from the amplifier, it is divided into two stages as shown in Fig. 6. In the first offset-storage mode, all the MOS switches are closed to


Fig. 6. Gain block which embodies offset-cancelled amplification. (a) First offset-storage mode. (b) Second offset-storage mode. (c) Amplification mode.
sample the offset voltages of the individual op amps. In the process of opening the MOS switches $S_{1}$ and $S_{2}$, the channel charges are injected into the op amp summing nodes to load the capacitors $C_{1}$ and $C_{2}$. The charge injection differential voltage $V_{f 1}$ due to the mismatch of switches $S_{1}$ and $S_{2}$ is sampled across $C_{1}$ and $C_{2}$ along with the offset voltage $V_{o s 1}$. In the second offset-storage mode, the first gain stage charges the coupling capacitor to compensate for the input differential voltage $V_{f 1}$. After the switches $S_{3}$ and $S_{4}$ are opened, two stages are connected in a feedback amplification mode, and the amplification of $\Delta V_{B E}$ takes place by the capacitor ratio $C_{2} / C_{1}$. When referred to input, the feedthrough difference of the switches $S_{3}$ and $S_{4}$ is reduced by the open-loop gain of the first stage. Note the bottom plate of one capacitor $C_{1}$ should be connected to the diode voltage in the actual reference as shown in Fig. 4.

A single-pole folded-cascode CMOS op amp configuration for $A_{1}$ and $A_{2}$ is shown in Fig. 7. Two amplifiers are identical and designed to meet the following requirements:

1) moderate gain for each stage ( 100 to 300 );
2) single dominant pole per stage;
3) inherent zero systematic offset voltage; and
4) capacitor driving capability ( 15 pF for one stage and 100 pF for two stages).

Transistors $M_{19}-M_{21}$ form a bias string for the amplifier. The replica bias circuit formed by transistors $M_{14}-M_{17}$ performs a level shift and a differential to single-ended conversion, and reduces the inherent systematic offset. In order to limit the gain of each stage, the lower part composed of transistors $M_{4}-M_{5}$ is not cascoded while the upper part $M_{6}-M_{9}$ is. The class- $A$ source follower stages formed by transistors $M_{10}-M_{13}$ are added to meet the capacitor driving capability. In the offset-storage modes, each op amp is stabilized by connecting a frequency com-


Fig. 7. Amplifier configuration for $A_{1}$ and $A_{2}$.
pensation capacitor between the high impedance node and the ac ground $V_{s s}$. When the two op amps are cascaded and the feedback loop closed around the composite amplifier, a Miller capacitance is switched in from the high impedance node of the second stage to the same node of the first stage to achieve a pole-splitting compensation.

## C. Base Current Cancellation

In the CMOS process used, the current gain of substrate $\mathrm{p}-\mathrm{n}-\mathrm{p}$ transistors is often limited and highly variable. Therefore, to compensate for the difference between the collector current and the emitter current, the base current has to be returned to the emitter as shown in Fig. 8(a). However, a simpler approach is to replicate the base current and allow it to flow into the emitter as shown in Fig. 8(b). The base current is cancelled with an accuracy of about 90 percent because the base currents typically match each other within 10 percent for the adjacent transistors on a single chip.

## D. Base Resistance Cancellation

The effective series base resistance of the bipolar transistors consists of that produced by lateral flow in the base region under the emitter, and the extrinsic base resistance between the base contact and the active base. The former is bias dependent and difficult to predict, while the latter is more straightforward to predict given device geometry. The approach taken here is to include a lumped resistor $R_{\text {comp }}$ made of the same $\mathrm{n}^{-}$-well diffusion material so as to achieve approximate tracking with temperature and process variations. The value of $R_{\text {comp }}$ in Fig. 9 should be

$$
\begin{equation*}
R_{\mathrm{comp}}=\left(\frac{1+\beta_{1}}{1+\beta_{2}}-\frac{1}{A}\right) r_{b 1} . \tag{16}
\end{equation*}
$$

For the process used here, the magnitude of the extrinsic compensation resistance is about one quarter of the measured intrinsic base resistance of p-n-p transistors with the same geometry.


Fig. 8. Base current cancellation schemes. (a) $I_{B}$ returning. (b) $I_{B}$ replication.


Fig. 9. Base resistance cancellation. (a) Extrinsic compensation resistance $R_{\text {comp }}$. (b) Difference between intrinsic base resistance and extrinsic compensation resistance.

## V. Experiment and Discussions

The experimental prototype circuit implementing the proposed reference was fabricated employing a self-aligned single-poly Si-gate CMOS process on a $20-30 \Omega \cdot \mathrm{~cm}$ boron-doped p-type $\langle 100\rangle$ substrate. The gate oxide is 0.07 $\mu \mathrm{m}$ thick and the drawn minimum feature is $6 \mu \mathrm{~m}$. Fig. 10 shows the microphotograph of the prototype chip and Fig. 11 shows its output waveform as well as output sync pulse.

Experimental data were gathered from seven representative samples from one wafer. Every experimental chip contains three types of reference voltages. The Type I reference has no curvature compensation, no base current cancellation, no base resistance cancellation, and no offset cancellation, and amplification is performed by a resistor ratio. The Type II reference which uses a capacitor-ratio amplification has the cancellations of offset, base current and base resistance, but no curvature compensation. However, the Type III reference which also uses a capacitor ratio amplification has all components of the Type II reference plus curvature compensation.
Following the procedure described in Section IV and the Appendix, one sample was adjusted to give a minimum temperature drift and the other six samples were trimmed


Fig. 10. Chip photo of the experimental prototype.


Fig. 11. Waveforms. (a) Output sync clock. (b) $V_{\text {ref }}$.
at room temperature to an output voltage predetermined from the first sample. Statistical data from seven samples are summarized in Table I for three types of reference voltages. The optimum values of the PTAT ${ }^{2}$ correction voltage, the first-order corrected and second-order corrected $V_{\text {ref }}$ 's at $25^{\circ} \mathrm{C}$ were found to be $61 \mathrm{mV}, 1.256$ and 1.192 V , respectively. Estimating from the measured data, the parameters $V_{g o 1}, V_{g o 2}$, and 4-n- $\alpha$ necessary for specifying the prototype bandgap reference were 1.181, 1.158 , and 2.623 V , respectively.

Note that the offset-cancelled amplification and compensation of $r_{b}$ and $\beta$ effects give a factor of 5 improvement in temperature stability and its deviation over the approach without any compensation. By curvature com-

TABLE I
Statistics of Measured Temperature Coefficients of 7 Samples ( $\mathrm{ppm}^{\circ} \mathrm{C}$ )

|  |  |  | Standard |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: |
| 0 to $70^{\circ} \mathrm{C}:$ |  | Mean | Deviation | Minimum | Maximum |
|  | Type I | 105 | 43 | 42 | 167 |
|  | Type II | 22.3 | 10.8 | 11.1 | 42 |
|  | Type III | 13.1 | 7.1 | 5.6 | 25.7 |
| -55 to $125^{\circ} \mathrm{C}:$ |  |  |  |  |  |
|  | Type I | 185 | 56.5 | 107 | 273 |
|  | Type II | 35.1 | 18.8 | 17.6 | 66.7 |
|  | Type III | 25.6 | 10.5 | 12.1 | 39.9 |



Fig. 12. Typical measured temperature variations of three types of references when they are optimally compensated.

TABLE II
Performance Summary

| $V_{\text {ref }}$ | $1.192 \mathrm{~V} \pm 1 \mathrm{mV}$ at $25^{\circ} \mathrm{C}$ |
| :--- | :--- |
| TC | See Table I |
| Power | 12 mW with $\pm 5 \mathrm{~V}$ supply |
| Load | 100 pF capacitor |
| Cycle time | $5 \mu \mathrm{~S}$ |
| + PSRR | $50 \mathrm{~dB}(\mathrm{dc})$ |
| -PSRR | $60 \mathrm{~dB}(\mathrm{dc})$ |
| Clock RR | 75 dB |
| Output noise | $400 \mu \mathrm{~V}(500 \mathrm{kHz})$ |

pensation, a factor of 2 further improvement was obtained. Fig. 12 compares graphically those three types of optim-ally-compensated bandgap references. The experimental results are summarized in Table II. To improve the power supply rejection ratio (PSRR), the base of all p-n-p transistors should be biased at a constant voltage relative to the negative supply line. Otherwise, the base width modulation (Early effect) will limit the PSRR of the reference.
The critical aspect of the design is the substrate p-n-p transistor because the $\mathrm{n}^{-}$-well in CMOS processes usually has a relatively high resistivity. In order to minimize the intrinsic base spreading resistance, the base contact surrounds the emitter junction as shown in Fig. 13. The emitter junction and the base contact plug are separated by $9 \mu \mathrm{~m}$. By the surrounding base, the intrinsic base resistance is reduced by a factor of 6 when compared to the parallel contact of emitter and base. For the process used here, the estimated $r_{b}$ of this geometry is about $1.5 \mathrm{k} \Omega$. With this geometry, the observed emitter area reduction due to the base crowding is insignificant over the 1 to $100 \mu \mathrm{~A}$ emitter


Fig. 13. Substrate p-n-p transistor. (a) A unit cell. (b) Drawn dimensions of a unit cell ( $\mu \mathrm{m}$ ).
current range. The current gain $\beta$ is also relatively constant within this range. However, in the emitter current range over $100 \mu \mathrm{~A}$, the base crowding effect is severe. Also, in the emitter current range below $1 \mu \mathrm{~A}$, the current gain $\beta$ decreases due to space charge recombination in the emitter-base junction. The unit cells of Fig. 13 were connected in parallel to obtain a multiple-emitter device. The current gain $\beta$ is minimum at $-55^{\circ} \mathrm{C}$ and the average value at room temperature is 175 . Temperature data for the $\mathrm{p}-\mathrm{n}-\mathrm{p}$ transistors and $\mathrm{p}^{+}$diffused resistors in the $\mathrm{n}^{-}$-well in the particular technology used here are listed in Table III. The temperature coefficients of diffused resistors match each other within 1.2 percent.

One potential problem in the use of the substrate p-n-p transistor is the fact that the dc collector current flows into the substrate. If this current gives rise to a large enough ohmic drop in the substrate, it could initiate latchup. To minimize the likelihood of this, each $\mathrm{n}^{-}$-well (base) was surrounded by the $\mathrm{p}^{+}$diffusion (collector) as shown in Fig. 13. No latchup was observed during experimental measurements even under transient conditions.

## Vi. Conclusion

A precision curvature-compensated switched-capacitor CMOS bandgap reference is reported whose monolithic prototype exhibits average temperature drifts of 13.1 and $25.6 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$ over the commercial and military tempera-

TABLE III
Temperature Data of Diffused Resistors and p-n-p Transistors
( -55 to $125^{\circ} \mathrm{C}$ )

| Diffused Resistors: | Mean | Standard <br> Deviation | Minimum | Maximum |
| :--- | :---: | :---: | :---: | :---: |
| Sheet resistance ( $\Omega /$ square $)$ | 68.9 | 3.1 | 64.6 | 72.1 |
| TC or $R^{*}$ | 886 | 27.9 | 849 | 917 |
| Ratio of $6 R / R^{* *}$ | 5.952 | 0.02 | 5.9304 | 5.9794 |
| TC of $6 R / R^{*}$ | 10.6 | 2.2 | 8.9 | 13.6 |
| p-n-p Transistors: |  |  |  |  |
| Current gain $\beta$ at $I_{E}=30 \mu \mathrm{~A}$ | 175 | 83 | 91 | 273 |
| TC of $\beta^{*}$ | 6503 | 872 | 5471 | 7792 |

${ }^{*} \mathrm{TC}$ unit is ppm/ ${ }^{\circ} \mathrm{C}$.
** $R$ and $6 R$ are composed of 40 and 240 squares of $6 \mu \mathrm{~m}$-wide $\mathrm{p}^{+}$diffusion.
ture ranges, respectively, employing a straightforward room temperature trim procedure without thin-film resistor and laser trim. The design features second-order temperature compensation, simple room temperature trim up to 12 -bit accuracy and complete cancellation of the offset and longterm offset drift of CMOS op amps. A reference voltage is obtained by systematically adding first-order and secondorder correction voltages to the emitter-base potential of the substrate p-n-p transistor. Each correction voltage is individually trimmable to minimize temperature drift. The proposed reference is compatible with a standard digital CMOS process and is applicable to high-resolution monolithic CMOS data acquisition systems.

## Appendix

## BGR Temperature Compensation Techniques

Employing (6) and neglecting higher orders, the for-ward-biased diode voltage is given by [10]

$$
\begin{equation*}
V_{B E}=V_{g}-V_{T}[(4-n-\alpha) \ln T-\ln E G]+H V_{T}-L V_{T}^{2} \tag{17}
\end{equation*}
$$

where $V_{g}$ is the bandgap of silicon which is a function of base doping [13] and temperature [11], [12], $n$ and $\alpha$ are parameters illustrated in (8), $E$ and $G$ are the parameters whose magnitude are insignificant in the temperature analysis [10], and $H$ and $L$ are defined from (6)

$$
\begin{align*}
H & =\left.T_{o} \frac{1}{R} \frac{d R}{d T}\right|_{T_{o}} \quad \text { and }  \tag{18}\\
L & =\left.\frac{T_{o}}{V_{T_{o}}} \frac{1}{R} \frac{d R}{d T}\right|_{T_{o}} \tag{19}
\end{align*}
$$

That is, if the bias current variation and the silicon bandgap curvature discussed in Sections II and III are included, the $V_{B E}$ in (17) is the actual diode voltage whose temperature variation is to be compensated to give a temperature stable reference voltage. In the next two subsections, firstand second-order temperature compensation techniques are discussed in more detail.

## A. First-Order Temperature Compensation

If only the linear temperature variation of $V_{B E}$ in (17) is compensated by adding the first-order correction voltage $K V_{T}$ to $V_{B E}$, the reference output $V_{\text {ref }}$ is

$$
\begin{align*}
V_{\mathrm{ref}}= & V_{B E}+K V_{T} \\
= & V_{g}-V_{T}(4-n-\alpha) \ln T \\
& +(K+H+\ln E G) V_{T}-L V_{T}^{2} \tag{20}
\end{align*}
$$

By equating the derivative of $V_{\text {ref }}$ at $T_{o}$ to zero and eliminating the unknown constants, we obtain

$$
\begin{align*}
V_{\mathrm{ref}}=V_{g}-\left.\frac{d V_{g}}{d T}\right|_{T_{o}} T+V_{T}(4-n-\alpha) & \left(1+\ln \frac{T_{o}}{T}\right) \\
& -L V_{T}^{2}\left(1-2 \frac{T_{o}}{T}\right) \tag{21}
\end{align*}
$$

The first two terms and the last term of (21) result from the nonlinearity of the Si bandgap over temperature and the bias current variation, respectively, and will not disappear until higher order temperature variations are compensated. Without these, (21) is identical to (8). Tsividis [12] recently explained the Si bandgap temperature dependence employing equations from Bludau et al.'s [11]. From (21), the nominal voltage at $T_{o}$ is therefore

$$
\begin{equation*}
\left.V_{\mathrm{ref}}\right|_{T_{o}}=V_{g o l}+V_{T_{o}}(4-n-\alpha)+L V_{T_{o}}^{2} \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{g o l}=V_{g}\left(T_{o}\right)-\left.\frac{d V_{g}}{d T}\right|_{T_{o}} T_{o} \approx 1.205 \mathrm{~V} \tag{23}
\end{equation*}
$$

As commonly called, $V_{g o l}$ is the linearly-extrapolated Si bandgap voltage at $T=0 \mathrm{~K}$. Equation (22) indicates that the bias variation resulting from the temperature coefficient of diffused resistors causes the nominal voltage different from a theoretical value.

## B. Second-Order Temperature Compensation

If the linear and the quadratic temperature variations of
$V_{B E}$ in (17) are compensated as illustrated in Fig. 3 by adding both the first-order correction voltage $K V_{T}$ and the second-order correction voltage $F V_{T}^{2}$ to $V_{B E}$, the reference output $V_{\text {ref }}$ is

$$
\begin{align*}
V_{\mathrm{ref}}= & V_{B E}+K V_{T}+F V_{T}^{2} \\
= & V_{g}-V_{T}(4-n-\alpha) \ln T \\
& +(K+H+\ln E G) V_{T}+(F-L) V_{T}^{2} \tag{24}
\end{align*}
$$

By equating the first-order and the second-order derivatives of $V_{\text {ref }}$ at $T_{o}$ to zero and eliminating the unknown constants, we obtain

$$
\begin{align*}
V_{\mathrm{ref}}=V_{g}-\left.\frac{d V_{g}}{d T}\right|_{T_{o}} & T-\left.\frac{1}{2} \frac{d^{2} V_{g}}{d T^{2}}\right|_{T_{o}} T^{2}\left(1-2 \frac{T_{o}}{T}\right) \\
& +V_{T}(4-n-\alpha)\left(\ln \frac{T_{o}}{T}+\frac{1}{2} \frac{T}{T_{o}}\right) \tag{25}
\end{align*}
$$

Therefore, the nominal voltage at $T_{o}$ is

$$
\begin{equation*}
\left.V_{\text {ref }}\right|_{T_{o}}=V_{g o 2}+\frac{1}{2} V_{T_{o}}(4-n-\alpha) \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{g o 2}=V_{g}\left(T_{o}\right)-\left.\frac{d V_{g}}{d T}\right|_{T_{o}} T_{o}+\left.\frac{1}{2} \frac{d^{2} V_{g}}{d T^{2}}\right|_{T_{o}} T_{o}^{2} \approx 1.179 \mathrm{~V} . \tag{27}
\end{equation*}
$$

Now $V_{g o 2}$ is the quadratically-extrapolated Si bandgap voltage at $T=0 \mathrm{~K}$. The voltage $V_{g o 2}$ is closer to the Si bandgap at $T=0 \mathrm{~K}$ than $V_{\text {gol }}$ of (23). The theoretical value of $V_{g}(0 \mathrm{~K})$ is approximately 1.179 V [12]. The bias current variation no longer affects (26) because it is compensated by the PTAT ${ }^{2}$ correction voltage.

Only after the PTAT voltage is added, the intermediate voltage at $T_{o}$ is

$$
\begin{equation*}
\left.\left(V_{B E}+K V_{T}\right)\right|_{T_{o}}=V_{g o 2}+\left.\frac{1}{2} \frac{d^{2} V_{g}}{d T^{2}}\right|_{T_{o}} T_{o}^{2}-L V_{T_{o}}^{2} . \tag{28}
\end{equation*}
$$

Correspondingly, the magnitude of the PTAT $^{2}$ voltage $F V_{T}^{2}$ at $T_{o}$ is obtained by subtracting (28) from (26):

$$
\begin{equation*}
\left.F V_{T}^{2}\right|_{T_{o}}=\frac{1}{2} V_{T_{o}}(4-n-\alpha)-\left.\frac{1}{2} \frac{d^{2} V_{g}}{d T^{2}}\right|_{T_{o}} T_{o}^{2}+L V_{T_{o}}^{2} \tag{29}
\end{equation*}
$$

This PTAT ${ }^{2}$ correction voltage includes the inherent Si bandgap curvature as well as the bias current variation. Other error sources neglected can be included in (29) easily in the same manner as the bias current variation. No matter how many error sources are included, the final $V_{\text {ref }}$ given by (25) is independent of these instabilities as far as their temperature variations are compensated properly.
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#### Abstract

Two bandgap references are presented which make use of CMOS compatible lateral bipolar transistors. The circuits are designed to be insensitive to the low beta and alfa current gains of these devices. Their accuracy is not degraded by any amplifier offset.

The first reference has an intrinsic low output impedance. Experimental results yield an output voltage which is constant within 2 mV , over the commercial temperature range $\left(0-70^{\circ} \mathrm{C}\right)$, when all the circuits of the same batch are trimmed at a single temperature. The load regulation is $\mathbf{3 . 5}$ $\mu \mathrm{V} / \mu \mathrm{A}$ and the Power Supply Rejection Ratio (PSRR) at 100 Hz is $\mathbf{6 0 ~ d B}$.

Measurements on a second reference yield a PSRR of minimum 77 dB at 100 Hz . Temperature behavior is identical to the first circuit presented. This circuit requires a supply voltage of only 1.7 V .


## I. Introduction

DURING THE LAST FEW YEARS, there has been an increasing trend to realize analog and digital circuits on the same chip. Bipolar technologies are more adequate to implement analog functions but CMOS technologies are more interesting if large digital parts have to be realized.

Voltage references are a key element of analog-to-digital converters. In the past, several CMOS compatible voltage references [1]-[5] have already been proposed but none of them achieves the precision of purely bipolar bandgap references. The circuits suffer from the weaknesses of CMOS technologies (large amplifier offset, poor matching of transistors, etc.) or are quite complex and do not deliver a continuous reference voltage [4].

In this paper, a family of more accurate voltage references is presented. The circuits which make use of lateral bipolar transistors eliminate the problems of the previously published CMOS voltage references.

CMOS compatible lateral bipolar transistors [6] are first briefly discussed and an alternative way for their realization is presented. In the next section, the basic principle of the references is studied in detail. Limitations of tempera-

[^5]ture stability due to technology variations are explained. A low output impedance reference is then presented with exhaustive experimental results. Finally a voltage reference with a very high Power Supply Rejection Ratio (PSRR) is discussed.

## II. Lateral Bipolar Transistors

It has been shown that a bipolar transistor, with a collector which is not tied to the substrate, is available in any CMOS technology [6]. This device is obtained by operating a MOS transistor in the lateral bipolar mode.

A cross section of a concentric n-channel transistor realized in a p-well CMOS process is shown in Fig. 1. By biasing the gate of the MOS transistor far below its threshold voltage, an accumulation layer is created below the gate. This prevents MOS transistor operation between the two concentric $\mathrm{n}^{+}$diffusions. By properly biasing the p-well ( $B$ ) and the drains ( $E, C$ ), a bipolar operating mode is obtained. In addition a second, unwanted, vertical bipolar transistor is also activated. In order to favor the lateral bipolar transistor, the gate length should be as small as possible and the perimeter-to-surface ratio of the emitter should be maximized. A symbolic representation of this five-terminal device is shown in Fig. 2.
An alternative way to realize this device is shown in Fig. 3. The normal thin oxide MOS transistor has been replaced by a parasitic field oxide transistor with an aluminum gate. If the threshold voltage of this transistor is high enough, this device operates already in the bipolar mode when gate and emitter are tied together. This structure thus has the advantage that one terminal can be eliminated and that no negative gate voltage need be created on chip.

## III. Basic Principle and Theory

A classical approach to realize CMOS bandgap references is shown in Fig. 4 [9], [10]. Assuming an ideal amplifier, the output voltage of the circuit is given by

$$
\begin{equation*}
V_{\text {out }}=V_{B E_{1}}+\frac{R_{2}}{R_{1}}\left(V_{B E_{1}}-V_{B E_{2}}\right) . \tag{1}
\end{equation*}
$$

Since $V_{B E_{1}}$ decreases approximately linearly with absolute temperature $T$ and ( $V_{B E_{1}}-V_{B E_{2}}$ ) increases with $T$, the


Fig. 1. Cross section of a lateral bipolar transistor.


Fig. 2. Symbol for a lateral bipolar transistor.


7ig. 3. Cross section of a lateral bipolar transistor formed with a parasitic MOS transistor.


Fig. 4. Classical bandgap reference.
ircuit can be made almost independent of temperature by shoosing an appropriate ratio of $R_{2} / R_{1}$. The resulting sutput voltage at the reference temperature will be called he ideal reference voltage ( $V_{\text {ref }}\left(T_{r}\right)$ ).
However the MOS amplifier is not ideal. It has a typical offset of a few millivolts. The output voltage will be given jy (1) plus the additional term

$$
\begin{equation*}
\left(1+\frac{R_{2}}{R_{1}}\right) \cdot V_{o s} \tag{2}
\end{equation*}
$$

Since the ratio $R_{2} / R_{1}$ is about 10 , the output voltage will have an unwanted component of about $20-50 \mathrm{mV}$. Since the offset voltage is not proportional to absolute temperature (PTAT), it cannot be fully compensated. Furthermore, it decorrelates the relationship which exists be-


Fig. 5. Principle of voltage reference $A$-current comparator $-V_{C C}$-voltage controlled current source which draws a current proportional to $I_{1}$ and much larger than the base current of $T_{1}$.
tween output voltage and temperature behavior. Obtaining a very accurate voltage reference by trimming the output voltage at a single temperature becomes impossible.

To improve the accuracy of the voltage reference, the influence of the amplifier offset must be decreased. This can be achieved by using a chopper stabilized amplifier [4] or a stack of bipolar transistors [5]. These techniques lead, however, to circuits quite complex that are and/or require relatively large supply voltages.

A better solution is to use lateral bipolar transistors as shown in Fig. 5. The circuit consists of two bipolar transistors operated at different current densities, two resistances $R_{1}$ and $R_{2}$, a current comparator, and a voltage controlled current source. This current source draws a current much larger than the maximum base current of $T_{1}$ to achieve (1) independently of the current gain $T_{1}$. By realizing the current comparator by MOS transistors operating deep in strong inversion, the effect of the current offset can be neglected. Furthermore, any mismatch of bipolar pair $T_{1}, T_{2}$ from their nominal area ratio results in an output voltage component which is PTAT and can thus be compensated for.

The temperature behavior of the circuit will thus be as described by Tsividis [7] and is shortly repeated hereafter.

If the effective mobility for the minority carriers in the base can be represented with sufficient accuracy by

$$
\begin{equation*}
\mu(T)=C \cdot T^{-p} \tag{3}
\end{equation*}
$$

with $C$ and $p$ appropriate constants, if the current through the bipolar transistors is given by

$$
\begin{equation*}
I_{C}=I_{C}\left(T_{r}\right)\left(\frac{T}{T_{r}}\right)^{m} \tag{4}
\end{equation*}
$$

where

$$
T_{r}=\text { reference temperature }
$$

and if

$$
\begin{equation*}
\left.\frac{R_{2}}{R_{1}}\left(V_{B E_{1}}-V_{B E_{2}}\right)\right|_{T_{r}}=V_{G 0_{r}}+(n-m) k T_{r} / q-V_{B E_{1}}\left(T_{r}\right) \tag{5}
\end{equation*}
$$

where

$$
\begin{aligned}
V_{G 0} & =\text { extrapolated bandgap voltage from } T_{r} \text { to } 0 \mathrm{~K} \\
n & =4-p
\end{aligned}
$$



Fig. 6. Theoretical variation of the reference voltage.
then the output voltage of the circuit will be equal to

$$
\begin{equation*}
V_{\text {ref }}(T)=V_{\text {ref }}\left(T_{r}\right)+f_{r}(T) \tag{6}
\end{equation*}
$$

where

$$
\begin{align*}
V_{\text {ref }}\left(T_{r}\right)= & V_{G 0}+(n-m) \cdot \frac{k \cdot T_{r}}{q}  \tag{7}\\
f_{r}(T)= & V_{G}(T)-V_{G_{0 r}} \\
& +\frac{T}{T_{r}}\left(V_{G 0_{r}}-V_{G}\left(T_{r}\right)\right) \\
& +(n-m) \cdot \frac{k}{q} \cdot\left(T-T_{r}-T \ln \left(T / T_{r}\right)\right) \tag{8}
\end{align*}
$$

" $f_{r}(T)$ " in (7) expresses the nonideal behavior of the voltage reference. The only way to decrease this nonideality is to choose an appropriate $m$.

Since the current in the bipolar transistors is fixed by PTAT voltage and a resistance, the coefficient $m$ is determined by the temperature coefficient of this resistance.

If the temperature behavior of the resistance is modeled by

$$
\begin{equation*}
R(T)=R\left(T_{r}\right) \cdot\left(\frac{T}{T_{r}}\right)^{a} \tag{9}
\end{equation*}
$$

then

$$
\begin{equation*}
m=1-a . \tag{10}
\end{equation*}
$$

In Fig. 6 the formula (8) is evaluated for standard poly resistances ( $a=0.1$ ) and p -well resistances ( $a=2$ ). For the bandgap, the model given in [7] was used and from measurements the coefficient $n$ was found to be 2.1. A bandgap reference realized with poly resistances will thus be more accurate than one realized with p-well resistors. For the commercial temperature range, the reference with poly resistance is stable within about 0.4 mV and with p-well resistances within 0.8 mV .

In practice all the circuits of a same batch will be trimmed at a reference temperature $T_{r}$ to the same reference voltage given by (7). However, due to technology variations the ideal reference voltages of the circuits differ from each other. Measurements have shown that the temperature coefficient $a$ of the poly resistances has a stan-


Fig. 7. (a) Circuit of low output impedance bandgap reference. (b) High-voltage supply variant.
dard deviation of 0.05 . From (6), (7), and (10) it is seen that the standard deviation of the ideal reference voltage $V_{\text {ref }}\left(T_{r}\right)$ will thus be about 1.25 mV at $T_{r}$. This means that at worst (3 $\sigma$ ) a circuit will be trimmed 3.75 mV above or below its ideal reference voltage. This results, with respect to (8), in an additional PTAT temperature variation of about 0.9 mV (plus or minus) for the commercial temperature range.

## IV. Low Output Impedance Voltage Reference

A straightforward implementation of the principle described above is shown in Fig. 7(a). The current comparator is realized as a cascode current mirror ( $M_{1}-M_{4}$ ) followed by two source followers ( $M_{5}, T_{4}$ ). Transistors $M_{1}$, $M_{2}$, and $M_{6}$ operate deep in strong inversion in order to minimize the sensitivity to threshold mismatch [11]. MOS follower $M_{5}$ and cascode transistors $M_{7}, M_{8}$ (biased at $V_{\text {ref }}$ ) avoid any variation of the current density ratio of $T_{1}$


Fig. 8. Chip photograph of low output impedance bandgap reference (area $=0.42 \mathrm{~mm}^{2}$ ).
and $T_{2}$. The bipolar source follower provides a Iow output impedance. Output conductance is the product of the transconductance of $T_{4}$ and the loop gain.
The circuit has been integrated (Fig. 8) in a low threshold $4-\mu \mathrm{m}$-Si gate p -well technology with standard polysilicon resistors of $50 \Omega / \square$. In order to satisfy the condition given by (5), several taps are placed on the resistor. These taps can be short-circuited outside the chip. In the final version, fixed resistors will be used and the adjustment of the reference voltage will be done by adjusting the current mirror ratio of $M_{1}-M_{2}$ [8]. The lateral bipolar transistors are realized with active transistors (polygate). Their gate voltage is biased at about -2 V .
The most important measurement results are shown in Fig. 9 and summarized in Table I.
The standard deviation of the reference voltage is 5.3 mV before trimming and $150 \mu \mathrm{~V}$ after trimming. The output voltage is constant within 2 mV , over the commercial temperature range $\left(0-70^{\circ} \mathrm{C}\right)$, when all the circuits of the same batch are trimmed at the same voltage at a single temperature. It can be noted that, at room temperature, some circuits have a positive temperature coefficient while others have a negative one. This means that their ideal reference voltage is, respectively, lower or higher than the voltage on which they are trimmed.
The load regulation is $3.6 \mu \mathrm{~V} / \mu \mathrm{A}$. The circuit can thus be loaded with approximatively 4 K without loss of temperature accuracy (reference voltage changes only 1 mV ).
The PSRR (Fig. 9(b), (c)) of the positive rail is 60 dB at 100 Hz and the PSRR of the bipolar gate voltage is 75 dB at 100 Hz . Long but straightforward calculations show that the PSRR of the positive rail can be further improved by increasing the gain of the folded amplifier formed by $T_{1}$, $T_{2}, M_{1}-M_{4}, M_{7}$, and $M_{8}$. In the actual design, this gain is about 4000 . A gain of 8000 would increase the PSRR by 6 dB .

The $1 / f$ noise is essentially due to transistors $M_{1}$ and $M_{2}$. In this design they are only $20 \mu \mathrm{~m}$ by $10 \mu \mathrm{~m}$ and can eventually be made larger to reduce the $1 / f$ noise.

The dynamic behavior of the voltage reference is shown in Fig. 9(d). The settling time is smaller than $15 \mu \mathrm{~s}$ with a load of 250 pF . Further reductions can be obtained by


Fig. 9. (a) Temperature behavior of samples of different wafers. Output voltage is trimmed at a single temperature by short circuiting ( 8 bits) parts of a resistive divider; 90 percent of the measured circuits (30) were as precise as the samples shown. (b) Reference voltage as a function of supply voltage. (c) PSRR of voltage reference. (d) Dynamic behavior of voltage reference (pulsed load capacitance).
increasing the current (use smaller resistances), which is now only $70 \mu \mathrm{~A}$ for the whole reference circuit.

For high supply voltages, the threshold of transistor $M_{5}$ becomes large and can eventually push transistor $M_{7}$ out of saturation, this degrades circuit performances drastically. The variant scheme shown in Fig. 7(b) is less sensitive to this effect. This circuit has also been integrated and has the same characteristics as the circuit of Fig. 7(a). Only the minimal supply voltage has increased to 2.8 V .

TABLE I
Measurement Results of Low Output Impedance Voltage
Reference

| Output voltage $\bar{x}$ | 1.2285 V |
| :---: | :---: |
| $\sigma$ | $150 \mu \mathrm{~V}$ |
| Minimal supply voltage | 2.2 V |
| Supply current | $79 \mu \mathrm{~A}$ |
| Noise spectra |  |
| white | $316 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |
| 1/f (at 1 kHz ) | $560 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |
| RMS noise voltage (0.01-250 kHz) | $162 \mu \mathrm{~V}$ |
| PSRR at 100 Hz | 60 dB |
| Load regulation ( $\Delta \mathrm{V}_{\text {out }} / \mathrm{I}_{\text {out }}$ ) | $3.6 \mu \mathrm{~V} / \mu \mathrm{A}$ |
| Chip area | $0.42 \mathrm{~mm}^{2}$ |



Fig. 10. High PSRR bandgap reference.


Fig. 11. Chip photograph of high PSRR bandgap reference.

## V. High PSRR Voltage Reference

The drawback of the above described voltage references is that polyresistances have to be used to obtain the mentioned PSRR. Indeed since resistors are fixed with respect to $V_{S S}$, the ratio of well resistors will be affected by bulk modulation of $V_{D D}$ which will result in a degraded PSRR. Despite their poor temperature behavior, p-well resistances remain interesting to realize, on a small die area, micropower voltage references.

Fig. 10 presents a voltage reference which accepts p-well resistors without degrading PSRR. This circuit, which dif-


Fig. 12. (a) Temperature behavior of samples of different wafers. Output voltage is trimmed at a single temperature by short-circuiting ( 5 bits) parts of a resistive divider. (b) Reference voltage as a function of supply voltage. (c) PSRR of voltage reference. (d) Dynamic behavior of voltage reference (pulsed load capacitance).
fers slightly from the principle shown in Fig. 4, is also insensitive to low alfa and beta of the bipolar transistors.
The circuit consists of a two-stage amplifier, with lateral bipolar input transistors, and two feedback resistors. The current through $R_{1}$ is designed to be much larger than the maximal base current of $T_{1}$. The current density of the transistors $T_{1}$ and $T_{2}$ is different which causes a PTAT offset of about 54 mV at room temperature. Due to the feedback mechanism, this voltage is multiplied with $R_{2} / R_{1}$.

TABLE II
Measurement Results of High PSRR Voltage Reference

| Output voltage $\bar{x}$ | 1.2281 V |
| :---: | :---: |
| $\sigma$ | $350 \mu \mathrm{~V}$ |
| Minimal supply voltage | 1.7 V |
| Supply current | $20 \mu \mathrm{~A}$ |
| Noise spectra |  |
| white | $500 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |
| 1/f (at 1 kHz ) | $1 \mu \mathrm{~V} / \sqrt{\mathrm{Hz}}$ |
| PSRR at 100 Hz | 77 dB |
| Load regulation ( $\Delta \mathrm{v}_{\text {out }} / \mathrm{I}_{\text {out }}$ ) | $4.1 \mathrm{mV} / \mu \mathrm{A}$ |
| Chip area | $0.18 \mathrm{~mm}^{2}$ |

The reference voltage appears between the positive rail and the emitter of $T_{1}$. Better PSRR is achieved since the potentials of all critical nodes are constant with respect to the substrate. Changes of the supply voltage do not affect the value of resistances $R_{1}$ and $R_{2}$ and thus do not degrade the PSRR. They only affect the current mirror ratios $B$ and $C$ (see Fig. 10). Straightforward calculations show that the PSRR is inversely proportional to the length of transistors $M_{4}-M_{6}$.
The circuit has been integrated in two different technologies. The most important measurement results of the integration (Fig. 11) in the aforementioned technology are shown in Fig. 12 and summarized in Table II.
The standard deviation of the reference voltage is 7.2 mV before trimming and $350 \mu \mathrm{~V}$ after trimming. The temperature behavior is identical to that of the first circuit presented. In Fig. 12(a) the reference voltage is shown as a function of temperature. The temperature behavior of an untrimmed circuit is also given.

Fig. 12(b) shows the reference voltage as a function of the supply voltage. The full line is for an externally applied gate voltage ( $V_{G}$ ) of -2 V and the dotted line is in case the gate of the bipolar transistors is connected to the negative rail.

The PSRR of the negative rail and that of the bipolar gate voltage are almost identical. Measurement yields a PSRR of 77 dB at 100 Hz .

The load regulation ( $\Delta V_{\text {ref }} / I_{\text {out }}$ ) is $4.1 \mathrm{mV} / \mu \mathrm{A}$, which is the inverse of the sum of the transconductances of transistors $T_{1}$ and $T_{2}$.

The dynamic behavior of the voltage reference is shown in Fig. 12(d). The settling time is smaller than $40 \mu \mathrm{~s}$ with a load of 250 pF .

The current consumption of the circuit is $20 \mu \mathrm{~A}$ and is independent of the $\alpha$ of the bipolar transistors. Since the current through $T_{1}$ depends on $\alpha$, transconductance of $T_{1}$ as well as the settling time depend on $\alpha$. In case this is not acceptable, one can insert a lateral bipolar transistor, with base and collector tied together, between resistor $R_{1}$ and


Fig. 13. Chip photograph of high PSRR bandgap reference which makes use of p-well resistors.
the drain of $M_{4}$; however, power consumption will then depend on $\alpha$.

The circuit has also been integrated in a $4-\mu \mathrm{m}$ p-well technology with threshold values of $\pm 1 \mathrm{~V}$. In order to be able to bias the transistors $M_{1}$ and $M_{2}$ deep in strong inversion, a lateral bipolar transistor was inserted between resistor $R_{2}$ and the positive supply voltage (base and collector connected to $V_{D D}$ ). Reference voltage appears between $V_{D D}$ and the base of $T_{1}$.

The circuit (Fig. 13) was realized with p-well resistors and lateral bipolar transistors formed with parasitic transistors. The PSRR of this circuit is 87 dB (dc). Current consumption is $4.2 \mu \mathrm{~A}$ and the minimal required supply voltage is 2.2 V .

## VI. Conclusions

In this paper, two new bandgap references are presented which make use of CMOS compatible lateral bipolar transistors. The circuits are designed to be insensitive to the possible low beta and alfa current gains of these devices. Their accuracy is not degraded by any amplifier offset.

The circuits have been integrated in three consecutive batches. The experimental results yield a reference voltage which is stable within 2 mV after trimming at a single temperature. The temperature accuracy is limited mainly by technology fluctuations, especially those of the temperature coefficient of resistors.

The first circuit can be used as a voltage regulator since it has a low output impedance. The second circuit permits the use of $p$-well resistances without any degradation of the PSRR. Both circuits use only a few components, which results in a moderate die area, and deliver a continuous reference voltage.
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# A Low Drift Fully Integrated MOSFET Operational Amplifier 
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#### Abstract

A fully integrated MOSFET amplifier with very low drift has been built using standard technology. Input offset voltages as low as $5 \mu \mathrm{~V}$ and drift values of this offset voltage less than $0.05 \mu \mathrm{~V} /{ }^{\circ} \mathrm{C}$ are measured.


## Introduction

ANALOG amplifiers using standard MOS technology could be thought to have dc performances very different from the bipolar ones mainly as far as drift and offset voltages are concerned. Specific advantages of MOS devices can be used to avoid these limitations [1], [2], and results similar to those obtained in chopper amplifiers can be measured [3], [4]. The basic principle is to use memory capacitances to store the existing defects (either drift, noise in a given bandwidth, or offset voltages) before amplification and refresh these analog data as soon as possible.
The main MOSFET's limitations when these are used in analog amplifiers are the following.

1) Offset voltages as high as 50 mV are observed and drift voltages in the range of $50 \mu \mathrm{~V} /{ }^{\circ} \mathrm{C}$ are measured.
2) Noise voltage levels of $250 \mu \mathrm{~V}$ peak are typical.

These values are related to the $\mathrm{Si}-\mathrm{SiO}_{2}$ interface properties and can be decreased slightly by improved $\mathrm{SiO}_{2}$ technology.
Other limitations are in the electrical properties of analog amplifiers built in standard MOS technologies.

1) High values of voltage gain per stage are difficult to obtain and a value of 3 is typical. It follows that a large number of stages (five or six) must be used, giving additional phase shift.
2) Maximum gain-bandwidth products of 10 MHz can be achieved, and increased values can only be obtained with new
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Fig. 1. Offset memorization principle.
technologies (self-registered gates, depletion enhancement technology, SOS technology, etc.).

On the other hand, MOSFET devices have specific advantages that can be used in analog amplifiers.

1) On chip compatibility with LSI logic circuits leads to complex arrays where digital and analog signals are processed.
2) Refresh memory capabilities allow one to store analog values of defects like offset voltages.
3) No offset current is seen due to the very high input impedance of the $\mathrm{SiO}_{2}$ gate layer.
4) Fully integrated amplifiers without external components can be built.
5) Low cost of the MOS technology is a very attractive argument for standard products.
We present some results obtained on analog MOSFET amplifiers (chopper amplifiers) using the general considerations given above.

## Amplifiers with Offset Voltage Memorization

The basic principle is to store the analog offset voltage in an MOS capacitance and to use this offset voltage to compensate for the amplifier input offset voltage. The circuit configuration is given Fig. 1 where we have represented the offset mem-


Fig. 2. Residual voltage successive memorization (RSM) amplifier.
orization principle. An actual amplifier has an offset voltage $V_{\text {off }}$ due to the mismatch of the electrical parameters of the input devices.
For one elementary amplification stage, we use four switches and a storage capacitance as seen in the bottom part of Fig. 1.
During memorization time, input node and output node through the storage capacitance are grounded. In this capacitance a value ( $G \cdot V_{\text {off }}$ ) is memorized. We must avoid saturation of the amplifier by the ( $G \cdot V_{\text {off }}$ ) value at the output. So a limited value of the voltage gain per elementary stage is allowed $(G \cdot \max \leqslant 100)$. Several elementary stages in series are needed for a high voltage gain amplifier.
During the next sequence, the amplifier configuration is changed and the input and output nodes are connected in the signal path for amplification with a low residual input offset voltage. The sequence is repeated at the clock rate ( 16 kHz in our case), allowing us to use dc amplifiers (no large area connecting capacitances).
Storage capacitances must have high values compared to switch capacitances to avoid parasitic offset signals due to switching. A MOSFET switch presents a mean parasitic capacitance $C_{p}$ of 0.1 pF between gate and channel and a memory capacitance $C_{m}$ of 10 nF will be necessary if offset voltages $\epsilon$ as low as $100 \mu \mathrm{~V}$ are wanted. For a $V=10 \mathrm{~V}$ clock voltage on the gate of the switch transistor, we have

$$
\epsilon=V \cdot \frac{C_{p}}{C_{m}} \simeq 10 \mathrm{~V} \times \frac{0.1}{10^{4}}=100 \mu \mathrm{~V} .
$$

A differential configuration allows us to compensate for the switching parasitics and leakage currents of the switches and of memory capacitances. Only the mismatch between these elements is to be considered, allowing the use of smaller values for the memory capacitances (compatible with integration).

## Residual Voltage Successive Memorization (RSM) Amplifier

This technique uses integrated storage capacitances as low as 4 pF and memorizes parasitic pulses as well as circuit defects. The elementary stages are sequentially compensated


Fig. 3. Block diagram of the RSM amplifier.
starting from the input of the amplifier. Fig. 2 is a schematic view of the circuit with clock voltage waveforms: if switches 2,3 , and 4 are closed and switch 1 is opened, $C_{1}$ and $C_{2}$ are, respectively, charged with $G_{1} \cdot e_{1}$ and $G_{2} \cdot e_{2}$. These values must not saturate the amplifiers (relatively low values of $G_{1}$ and $G_{2}$ ).
If switch 3 is then opened, giving an extra contribution $\epsilon_{2}$ to the offset voltage $e_{2}$, this can be compensated for in capacitance $C_{2}$. So the net input offset voltage comes only from the input offset voltage (and the parastic input clock pulse) of the last amplifier stage. The input offset voltage is then given by

$$
V_{\text {off }}=\left(e_{n}+\epsilon_{n}\right) /\left(G_{1} \times G_{2} \cdots \times G_{n-1}\right)
$$

and can be decreased by increasing the overall voltage gain. $e_{n}$ and $\epsilon_{n}$ are, respectively, the input offset voltages of the $n$th amplifier stage and parasitic clock pulse at the input of this amplifier stage. $G_{1}-G_{n-1}$ are the voltage gains of the various stages. Using such considerations, an MOS integrated amplifier has been built with integrated clock generator and modulationdemodulation stages to compensate for the parasitic signals coming from switches 1 and 2 at the input. Standard $p$ channel aluminum gate technology is used.
Fig. 3 is a block diagram of the RSM amplifier. It has five basic blocks.


Fig. 4. Basic differential amplifier with compensated bias.


Fig. 5. Output amplifier stage diagram.

1) The amplifier $A$ : it is a three-stage differential RSM amplifier. All signals are amplified differentially to compensate for the parasitics coming from the memory switches.
2) The modulation-demodulation system: it is built to eliminate very low frequency drift input signals (mainly from thermal origin) and parasitic pulses from $\phi_{1}, \overline{\phi_{1}}$, and $\phi_{2}$.
3) The clock generator working at a clock frequency of 16 kHz .
4) The integration circuit working with two external capacitances $C$.
5) The output stage $A_{2}$ with a voltage gain of 200.

The crossed modulation-demodulation system is able to amplify very low frequency signals without any drift (input signals are sequentially switched toward the two inputs of $A$ ). Moreover, amplifier $A$ is working at the clock frequency and the $1 / F$ noise spectrum is lowered. The chopper amplifier behaves like a high-pass filter for the noise (see Fig. 8, for example).

Fig. 4 is a diagram of one elementary stage of the amplifier ( $A_{1}, A_{1}^{\prime}$, or $A_{1}^{\prime \prime}$ ). The main features are

1) common mode rejection through $T 4$,
2) output level stabilization ( $S 1$ and $S 2$ ) versus supply


Fig. 6. Amplifier chip with clock generation.


Fig. 7. Amplifier open loop frequency response.
voltage variations (T7), threshold shifts (T6), and geometrical spreads of devices (T5).

Fig. 5 shows a block diagram and a complete configuration of amplifier $\boldsymbol{A}_{2}$. A feedback loop is used to obtain a virtual ground in $A$, resulting in symmetrical dc output voltages.

Fig. 6 is a view of the RSM amplifier including clock generation and amplifier stages-chip size is $3.1 \mathrm{~mm} \times 2.2 \mathrm{~mm}$.

The next figures give the measured performances of the amplifier.

1) Fig. 7 is a plot of open loop voltage gain versus frequency. Gain-bandwidth products of 4 MHz are achieved.


Fig. 8. Input offset voltage and input noise voltage versus frequency.


Fig. 9. Input offset voltage versus temperature.

Values of integration capacitances $C$ are given as a parameter. Cutoff frequencies are limited below $F$ clock/2 (Nyquist limit).
2) Fig. 8 is a plot of input offset voltage $V_{\text {off }}$ and input noise voltage versus clock frequency. An offset voltage of $5 \mu \mathrm{~V}$ is reached and is independent of clock frequency in a wide range. Narrow-band noise voltage ( $\Delta F=10 \mathrm{~Hz}$ bandwidth) at central frequency $F_{0}=100 \mathrm{~Hz}$ is a function of clock frequency showing evidence of $1 / f$ noise contribution from the input devices.
3) Fig. 9 gives an example of the behavior of offset voltage versus temperature for a 16 kHz clock frequency. It is clearly seen that at higher temperatures leakage current compensation is not good, and higher clock frequencies should be necessary.
4) Fig. 10 is a typical spread of input offset voltages measured on the amplifier of Fig. 6. This corresponds to input offset voltages spread either for chips on the same wafer or from different wafers. Most of the input offset voltages are within $5 \mu \mathrm{~V}$.


Fig. 10. Typical spread of input offset voltages on various chips coming from different wafers.

TABLE I
RSM Amplifier Characteristics (Ambient Temperature)

| voltage gain | 2000000 |
| :--- | :---: |
| input offset voltage | $<5 \mu \mathrm{~V}$ |
| drift voltage | $<0.05 \mu \mathrm{~V} /{ }^{\circ} \mathrm{C}$ |
| input noise voltage | $2.5 \mu \mathrm{~V} / \sqrt{\mathrm{Hz}^{\prime}}$ |
| supply voltage | $\pm 10 \mathrm{~V}$ to $\pm 18 \mathrm{~V}$ |
| power consumption | 240 mW |
|  | $\left(V_{a}= \pm 15 \mathrm{~V}\right)$ |
|  | 120 dB |
| common mode rejection ratio | $>120 \mathrm{~dB}$ |
| supply voltage rejection ratio | 2 capacitors |
| external components |  |

## Conclusion

We have presented a new technique to compensate for offset voltages and drift voltages in analog amplifiers using standard MOSFET technology. Amplifiers with improved performances are obtained, and their association with digital MOSFET circuits is a powerful tool in custom integrated circuit design. These amplifiers can be used as elementary blocks in more complex analog or digital arrays or as standard products.
Some performance still needs to be improved for specific applications such as input noise level and maximum operating frequency.
In summary, we present in Table I measured results that have been obtained with the integrated amplifier of Fig. 6.
Let us only point out the very high value of supply voltage rejection ratio observed in the case of RSM amplifiers. This is due to the internal memorization of supply voltage shifts.
Best frequency responses are expected with depletion enhancement self-registered technologies or with SOS technology, and lower noise levels can be obtained when optimizing input stages.
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# Large Swing CMOS Power Amplifier 

KEVIN E. BREHMER, MEMBER, IeEe, and JAMES B. WIESER


#### Abstract

A CMOS class $A B$ power amplifier is presented wherein supply-to-supply voltage swings across low impedance loads are efficiently and readily handled. The amplifier consists of a high gain input stage and a push-pull unity gain amplifier output stage. The amplifier dissipates only 7 $\mathbf{m W}$ of dc power and delivers 36 mW of ac power to a $300 \Omega$ load, using standard power supplies of $\pm 5.0 \mathrm{~V}$. Lower impedance loads can be driven to higher power levels, providing the internal current limiting level is not exceeded.


## I. Introduction

DURING the past few years, CMOS has emerged as an industry standard because of its low power dissipation. However, the implementation of analog functions in MOS has presented a challenge to many circuit designers. One area of MOS analog design where considerable work is taking place is the design of an efficient, large dynamic range power amplifier [1], [2].

Prior art MOS power amplifiers used output stage configurations that were subject to various limitations. Such limitations included the size of the output driver devices and the control of the dc bias current in these output drivers. In order to control the dc bias current in the output driver devices, previous designs used a source follower device and a controlled current sink as an output stage [1]. [2]. This type of design has dynamic range limitations and requires large output driver device sizes. By replacing the source follower output driver with a bipolar emitter follower, transistor die area and dynamic range limitations can be reduced considerably. However, instabilities arise when using a bipolar emitter follower to drive high capacitive loads, thus limiting its application. Also, bipolar transistors are parasitic devices in a standard CMOS process which are not necessarily well controlled.

In order to obtain an efficient power amplifier with a large dynamic range capable of driving a low impedance load, a push-pull class $A B$, fully CMOS power amplifier is presented. This amplifier is designed to operate at voiceband frequencies for telecommunication and audio applications, and to be used in an inverting configuration so that users can design gain or attentuation into their systems.
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## II. Description of the Power Amplifier

The complete power amplifier consists of a high gain input stage driving a unity gain push-pull output stage. The input stage is comprised of a differential amplifier and a common source amplifier. Compensation of this stage is achieved by a Miller multiplied feedback capacitor.

The output stage includes two unity gain amplifiers in push-pull configuration. Each amplifier contains a differential input stage whose output controls the gate of the output driver device. The drain of the output driver device is directly fed back to the noninverting input of the differential stage to form a noninverting unity gain amplifier, and one half of the push-pull configuration.

In the event of an offset between the two push-pull amplifiers, a feedback circuit controls the dc bias current in the output drivers. Fig. 1 shows a pseudo block diagram form of the power amplifier and the associated feedback circuitry required to stabilize the dc bias current in the output driver devices.

## A. Output Stage Analysis

From Fig. 1 we can see that amplifier $A 1$ and transistor M6 form the unity gain amplifier for the positive half of the output voltage swing, and conversely amplifier $A 2$ and transistor M6A form the negative half cycle circuit. For the sake of simplicity, only the circuit referring to the positive half output swing of the output stage will be discussed. The operation of the negative half circuit is an inverted mirror image of that of the positive half swing circuit. Components performing similar functions in each circuit are designated with an additional letter " $A$ " for the negative half circuit.

Shown in Fig. 2 is a detailed schematic of the positive unity gain amplifier. The differential amplifier input stage of the unity gain amplifier has a large positive common mode range (CMR), which allows transistor M6 to source large amounts of current to the load, while still being of a reasonable physical size for incorporation into a monolithic circuit. Large current sourcing is provided by producing the highest possible gate drive on M6. The maximum gate-to-source voltage $M 6$ can have while still keeping M1 and $M 2$ in the saturation region is given by

$$
\begin{equation*}
V_{G S \sigma_{\max }}=-\left(V_{C C}-\left(V_{\mathrm{IN}}-V_{G S 1}+V_{D S A T 1}\right)\right) \tag{1}
\end{equation*}
$$



Fig. 1. Block diagram of power amplifier.


Fig. 2. Positive output stage unity gain amplifier.

It first appears that increasing $V_{G S 1}$ by increasing the overdrive voltage of $M 1$ and $M 2$ will increase the gate drive of M6. However, after substitution of the saturation equation (2) into the expression for $V_{G S G \text { max }}$, we see that this is not the case:

$$
\begin{gather*}
V_{D S A T}=V_{G S}-V_{T}  \tag{2}\\
V_{G S \sigma_{\max }}=-\left(V_{C C}-V_{I N}+V_{T 1}\right) . \tag{3}
\end{gather*}
$$

From (3), maximum gate drive on $M 6$ is provided by increasing the threshold voltage (4) of $M 1$ and $M 2$. One method of increasing the threshold voltage of $M 1$ and $M 2$ is to modify $V_{T 0}$ by a threshold implant. Implanting devices $M 1$ and $M 2$ to produce a higher $V_{T 0}$ pushes the common source voltage lower, allowing the gate of $M 6$ to drop more while still keeping $M 1$ and $M 2$ in saturation.

$$
\begin{equation*}
V_{T}=V_{T 0}+\gamma \sqrt{V_{B S}-2 \varphi_{F}} . \tag{4}
\end{equation*}
$$

Further enhancement of the positive CMR is obtained by connecting the substrate of transistors $M 1$ and $M 2$ to
$V_{S S}$, thereby modulating the source-substrate voltage of these transistors. The effect of this substrate modulation on the threshold voltage of $M 1$ and $M 2$ can be seen in (4). As the output swing increases, the common source voltage also increases, however, not by the same amount, since the threshold voltage of $M 1$ and $M 2$ has increased due to substrate modulation. The increased threshold voltage of $M 1$ and $M 2$ tends to reduce the common source mode voltage of the differential pair thus driving the gate of M6 more negative while still keeping $M 1$ and $M 2$ in saturation.

The current in the output driver device M6 is typically controlled by the current mirror developed in the differential amplifier of the positive unity gain amplifier and matches the current set in the negative output driver device $M 6 A$ by the negative unity gain amplifier. If an offset occurs between amplifiers $A 1$ and $A 2$, the current balance between output drivers $M 6$ and $M 6 A$ no longer exists and either massive amounts of current or no current at all will flow through these devices. The feedback loop, shown in Fig. 1, consisting of transistors M8A-M13, stabilizes the current through output drivers $M 6$ and $M 6 A$ in the event of an offset between amplifiers $A 1$ and $A 2$. The feedback loop operates as follows. Assume that amplifier $A 1$ has an offset such that transistor M6 begins to source excessive amounts of current. The excessive current is sensed by transistor M9 and is fed back to the source follower $M 8 A-M 13$. The increase of current provided to transistor M8A produces a greater voltage drop across the source follower M8A-M13 and more differential signal on the input of amplifier $A 2$. The larger differential signal on amplifier $A 2$ results in lower gate drive on output driver $M 6 A$, thereby reducing the current in the output drivers M6-M6A. The output voltage now has increased due to the fact that the positive swing amplifier $A 1$ attempts to keep both of its inputs at the same potential. The complete power amplifier is in a feedback loop, wherein amplifier feedback drops the voltage of the negative input of amplifier $A 1$ in attempting to keep the output of the complete power amplifier at 0 V in the dc bias condition. Transistor M8 transfers this voltage drop to the negative input of amplifier $A 2$, thus balancing offset of amplifier $A 2$. The offset that was initially introduced by amplifier $A 1$ is absorbed by the source follower transistor M8A.

Because the output stage current feedback is not unity gain, some current variation in transistors M6 and M6A occurs. Offsets between amplifiers $A 1$ and $A 2$ can produce a 2:1 variation in dc current over temperature and process variations. Equation (5) predicts the change in the output driver current assuming that $V_{\text {out }}$ is at ground, and any offset between amplifiers $A 1$ and $A 2$ can be reflected as a difference between the inputs of amplifier $A 1$. From this equation, $V_{\text {ofr }}$ must be zero for $\Delta I_{0}$ to be zero.

$$
\begin{equation*}
\Delta I_{0}=-g m_{6 A} A_{2}\left[V_{\text {off }}-\sqrt{\frac{2 \beta_{9} \beta_{12}}{\beta_{8 A} \beta_{6} \beta_{11}}}\left[\sqrt{I_{B 1}\left(\frac{\beta_{6} \beta_{11}}{\beta_{9} \beta_{12}}+\frac{1}{2} \frac{\beta_{5} \beta_{6}}{\beta_{7} \beta_{3}}\right)+\Delta I_{0}}-\sqrt{I_{B 1}\left(\frac{\beta_{6} \beta_{11}}{\beta_{9} \beta_{12}}+\frac{1}{2} \frac{\beta_{5} \beta_{6}}{\beta_{7} \beta_{3}}\right)}\right]\right] \tag{5}
\end{equation*}
$$



Fig. 3. Complete power amplifier schematic.
where

$$
\beta=\frac{\mu_{\mathrm{eff}} C_{\mathrm{ox}}}{2}\left(\frac{W}{L}\right)_{\mathrm{eff}} \text { and } I_{B 1}=I_{M I 7}
$$

Since transistor M6 can supply large amounts of current, care must be taken to ensure that this transistor is off during the negative half cycle of the output voltage swing. For large negative swings, the drain of transistor $M 5$ pulls to $V_{S S}$, turning off the current source that biases the differential amplifier $A 1$. As the bias is turned off, the gate of transistor $M 6$ floats and tends to pull towards $V_{S S}$, turning on transistor M6.

Shown in Fig. 3 is circuitry which ensures that transistor M6 remains off for large negative voltage swings. As transistor M5 turns off, transistors $M 3 H$ and $M 4 H$ pull up the drains of transistors $M 3$ and $M 4$, respectively. As a result, transistor $M 6$ is turned off and any floating nodes in the differential amplifier are eliminated. Positive swing protection is provided for the negative half cycle circuit by transistors M3HA and M4HA, which operate in a manner similar to that described above for the negative swing protection circuit. The swing protection circuit does, however, degrade the step response of the power amplifier since the unity gain amplifier not in operation is completely turned off.

Short circuit protection is also included in the design of the amplifier. From Fig. 3, we can see that transistor MP3 senses the output current through transistor $M 6$, and in the event of excessively large output currents, the biased inverter formed by transistors MP3 and MN3 trips, thus enabling transistor MP5. Once transistor MP5 is enabled, the gate of transistor $M 6$ is pulled up towards the positive


Fig. 4. $R C$ compensation for the output stage unity gain amplifier.
supply $V_{C C}$, thus limiting the current transistor $M 6$ source to approximately 60 mA .

## B. AC Compensation of the Power Amplifier

AC stability of the complete power amplifier is achieved by providing a wide-band output stage and by using compensation at the input stage to produce the dominant pole. The dominant pole in the input stage is produced by the Miller multiplied capacitor $C_{D}$. The compensation of each unity gain amplifier in the output stage is achieved by a Miller multiplied capacitor and feedforward resistor. From Figs. 2 and 3, we can see that transistor $M R C$ and capacitor $C_{C}$ comprise the $R C$ network for the positive unity gain amplifier and transistor $M R F$ and $C_{F}$ comprise the $R C$ network for the negative unity gain amplifier. To simplify the calculation of the open loop transfer function of Fig. 2, a model as shown in Fig. 4 has been developed [1]. In this figure, the effective output impedance of the first stage is represented by resistor $R_{1}$ and capacitor $C_{1}$, while the effective output impedance of the second stage is represented by resistor $R_{L}$ and capacitor $C_{L}$. From this model, it can be shown that the poles and zero of each unity gain amplifier before closing the feedback loop are

$$
\begin{aligned}
P_{1} & \simeq \frac{-1}{g m_{2} R_{L} R_{1} C_{C}} ; \text { for high } R_{L} \\
& \simeq \frac{-1}{g m_{2} R_{L} R_{1} C_{C}+R_{1}\left(C_{1}+C_{C}\right)} ; \text { for low } R_{L} \\
P_{2} & \simeq \frac{-g m_{2} C_{C}}{C_{L}\left(C_{1}+C_{C}\right)+C_{1} C_{C}} ; \text { for high impedance load } \\
& \simeq \frac{-\left(g m_{2}+g_{2}\right) C_{C}}{C_{C}\left(C_{1}+C_{C}\right)+C_{1} C_{C}} ; \text { for low impedance load } \\
P_{3} & \simeq \frac{-1}{R_{C} C_{1}} \\
Z & \simeq \frac{-1}{R_{C} C_{C}-\frac{C_{C}}{g m_{2}}} .
\end{aligned}
$$

Note that the pole splitting between $P 1$ and $P 2$ is a function of the load resistance and load capacitance. For low resistive loads the open-loop gain of the positive swing amplifier drops, and $P 1$ and $P 2$ both move out in frequency. Since both $P 1$ and $P 2$ move out in frequency, phase degradation could occur depending on the location of $P 3$; however, by bringing the zero shown above, into the left half plane, some phase shift that occurs can be cancelled. The zero placement also helps to cancel phase shift that will occur as a result of capacitive loading on the output. As the output capacitance increases, P2 decreases and phase margin degradation occurs; however, by careful placement of the zero, the reduction in the phase margin can be minimized.

The ac stability of the total output stage can be modeled, to a first order, as two independent amplifiers in parallel. Since the negative unity gain amplifier is an inverted mirror image of the positive unity gain amplifier with equal drive requirements, the dominant poles and zeros of each amplifier are approximately the same, and the complete output amplifier transfer function simplifies to that of a half cycle stage. The number and location of the poles and zeros of the complete output stage are identical to those in each of unity gain amplifiers; therefore, no additional compensation is required to stabilize the complete output stage.

The total amplifier circuit is capable of driving $300 \Omega$ and 1000 pF to ground. The gain-bandwidth product is approximately 500 kHz and is limited by the output stage 1000 pF load requirement. The output stage bandwidth is approximately 1.0 MHz .

## III. Experimental Results

The power amplifier presented was fabricated using National Semiconductor's proprietary $P^{2}$ CMOS process. A die photo of the power amplifier is shown in Fig. 5. The total die area of the power amplifier is $1500 \mathrm{mils}^{2}$.
Table I shows a comparison between the simulated and measured results of the power amplifier and Table II shows the device sizes that correspond to Fig. 3. Since the ampli-


Fig. 5. Die photo of power amplifier.

TABLE I
Power Amplifier Performance

| Parameter | Simulation | Measured Results |
| :---: | :---: | :---: |
| Power dissipation | 7.0 mW | 5.0 mW |
| $A_{\text {vol }}$ | 82 dB | 83 dB |
| $F_{u}$ | 500 kHz | 420 kHz |
| $V_{\text {offset }}$ | 0.4 mV | 1 mV |
| PSRR + (dc) | 85 dB | 86 dB |
| $(1 \mathrm{kHz})$ | 81 dB | 80 dB |
| PSRR - (dc) | 104 dB | 106 dB |
| ( 1 kHz ) | 98 dB | 98 dB |
| THD $V_{\mathrm{IN}}=3.3 V_{p} R_{L}=300 \Omega$ | 0.03\% | $0.13 \%(1 \mathrm{kHz})$ |
| $C_{L}=1000 \mathrm{pF}$ | 0.08\% | 0.32\% ( 4 kHz ) |
| $V_{\text {IN }}=4.0 V_{p} R_{L}=15 \mathrm{~K} \Omega$ | 0.05\% | 0.13\%(1 kHz) |
| $C_{L}=200 \mathrm{pF}$ | 0.16\% | 0.20\% ( 4 kHz ) |
| $T$ settling (0.1\%) | $3.0 \mu \mathrm{~s}$ | $<5.0 \mu \mathrm{~s}$ |
| Slew rate | $0.8 \mathrm{~V} / \mu \mathrm{s}$ | $0.6 \mathrm{~V} / \mu \mathrm{s}$ |
| $1 / f$ noise at 1 kHz | N/A | $130 \mathrm{nV} / \mathrm{Hz}$ |
| Broad-band noise | N/A | $49 \mathrm{nV} / \mathrm{Hz}$ |
| Die area |  | 1500 mils ${ }^{2}$ |

TABLE II
Component Sizes
( $\mu \mathrm{m}, \mathrm{pF}$ )

| $M I 6$ | $184 / 9$ | $M 8 A$ | $481 / 6$ |
| :--- | :---: | :--- | :---: |
| $M I 7$ | $66 / 12$ | $M 13$ | $66 / 12$ |
| $M 8$ | $184 / 6$ | $M 9$ | $27 / 6$ |
| $M 1, M 2$ | $36 / 10$ | $M 10$ | $6 / 22$ |
| $M 3, M 4$ | $194 / 6$ | $M 11$ | $14 / 6$ |
| $M 3 H, M 4 H$ | $16 / 12$ | $M 12$ | $140 / 6$ |
| $M 5$ | $145 / 12$ | $M P 3$ | $8 / 6$ |
| $M 6$ | $2647 / 6$ | $M N 3$ | $244 / 6$ |
| $M R C$ | $48 / 10$ | $M P 4$ | $43 / 12$ |
| CC | 11.0 | $M N 4$ | $12 / 6$ |
| $M 1 A, M 2 A$ | $88 / 12$ | $M P 5$ | $6 / 6$ |
| $M 3 A, M 4 A$ | $196 / 6$ | $M N 3 A$ | $6 / 6$ |
| $M 3 H A, M 4 H A$ | $10 / 12$ | $M P 3 A$ | $337 / 6$ |
| $M 5 A$ | $229 / 12$ | $M N 4 A$ | $24 / 12$ |
| $M 6 A$ | $2420 / 6$ | $M P 4 A$ | $20 / 12$ |
| $M R F$ | $25 / 12$ | $M N 5 A$ | $6 / 6$ |
| $C F$ | 10.0 |  |  |



Fig. 6. Output time response for a $\pm 3.3 V_{P}$ input pulse.


Fig. 7. Output time response for a $\pm 4.0 V_{P}$ input pulse.


Fig. 8. Power supply current versus output voltage level for $R_{I L}=300 \Omega$.
fier was designed to be used in an inverting configuration, the common-mode range and CMRR are not applicable op amp parameters.

Shown in Figs. 6 and 7 are step responses of $\pm 3.3 V_{P}$ and $\pm 4.0 V_{p}$ for loads of $300 \Omega / 1000 \mathrm{pF}$ and $15 \mathrm{~K} \Omega / 200$ pF , respectively, using $\pm 4.75 \mathrm{~V}$ supplies. The slight cross-over distortion, as seen in Fig. 6, while slewing negatively, is a result of the delay caused by the offset feedback circuit when amplifier $A 2$ is required to drive large amounts of current to the load. This distortion is negligible in THD measurements for telecommunication and audio applications.

Fig. 8 shows the efficiency of the power amplifier as the output voltage swings from rail-to-rail. For this case the power supplies used were $\pm 5.0 \mathrm{~V}$. The slight discontinuity in the supply current curves at approximately $\pm 3.0 \mathrm{~V}$ is a result of the opposite unity gain amplifier turning off in the output stage. This discontinuity in supply current has no effect on the distortion seen in the amplifier. The dc operating current at 0 V is the operating current for two power amplifiers since the application in which the power
amplifiers is to be used requires a differential signal. The dc operating current per amplifier is $500 \mu \mathrm{~A}$. The ICCPA current in the positive supply is greater due to the fact that the high current $M 6$ source is mirrored around to the source follower $M 8 A$ by the output driver current offset feedback circuit.

Amplifier offset voltages of typically 1 mV were measured. These low offsets were a result of a good process and careful layout. From these data and the fact that amplifier feedback will reduce any offset between the output unity gain amplifiers, the dc current variation in the output driver devices should be very small.

## IV. Conclusion

Presented was a fully CMOS class $A B$ power amplifier wherein supply-to-supply voltage swings across low impedance loads are efficiently and readily handled. The amplifier dissipates only 7 mW of dc power and can deliver 36 mW of ac power to a $300 \Omega$ load using $\pm 5.0 \mathrm{~V}$ power
supplies. Other features of the design include typical offset voltages of 1 mV and THD of less than 0.4 percent.
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# A High-Performance CMOS Power Amplifier 

JOHN A. FISHER, MEMBER, IEEE


#### Abstract

A high-performance CMOS power amplifier consisting of a new input stage especially suited to power amplifier applications and a variation on a class $\boldsymbol{A} B$ output stage is presented which has been fabricated using a conventional silicon gate $\mathbf{p}$-well process. The configuration results in several performance improvements over previously reported high-output current amplifiers without requiring process enhancements. Design details and experimental results are described.


## I. Introduction

THE CONTINUING SEARCH for a better CMOS power amplifier seems to be leading to configurations which take advantage of a common source type output stage in order to achieve higher load current capability along with a higher output swing [6], [7]. By introducing a local feedback network around the common source transistor in the form of a simplified operational amplifier, a pseudo source follower is formed which offers substantially better voltage swing than that available from a conventional enhancement source follower. Unfortunately, the bandwidth of the amplifier must often be substantially reduced to maintain a stable frequency response due to an excessive amount of phase shift through this pseudo source-follower circuit.

Other recent developments include variations in amplifier compensation techniques which improve the amplifier's ability to reject noise on the power supplies. Usually this improvement comes at the expense of other performance parameters such as common-mode range, offset voltage, or output swing.

This paper presents a new input stage which exhibits excellent supply rejection properties without the previously mentioned disadvantages and allows a potentially large increase in gain over the classic two stage design. Also, an output stage variation is presented which exhibits an improved frequency response over previously reported large swing stages. Although the output swing of this stage is comparatively limited, it still provides up to $\pm 3 \mathrm{~V}$ into $200 \Omega$ without requiring process enhancements.
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## II. Circuit Description

## A. Core Amplifier

In modern CMOS system design, many analog and digital circuits are often included on the same die. This situation can result in system degradation in the form of power supply noise contamination of the analog signals unless there is sufficient rejection of this noise within the amplifiers in the circuit.

Unfortunately, the classic $R C$ compensation technique exhibits very poor supply rejection at high frequencies.

One solution to this problem is to return the compensation capacitor (Cc) to a virtual ground, such as the source of a cascode transistor in the input stage [1], [2]. This type of connection works well for inverting gain configurations but the cascode transistors limit the common-mode range for voltage follower or positive gain applications. A separate bias string connected to the output of the first stage can also be used to generate a virtual ground [3], [4]; however, inexact current cancellation in this type of connection can degrade the offset voltage of the amplifier.
Another solution is to use a single gain stage arrangement where the load capacitance is used to compensate the amplifier [4]. This approach leads to a degraded output swing due to the necessity of using cascode transistors to increase the gain of the amplifier to a reasonable level.

The core amplifier used in this design is shown in Fig. $1 .{ }^{1}$ It was felt that a three-stage configuration, consisting of a wide bandwidth input stage and two high gain stages, offered much more flexibility in optimizing the performance requirements. As such, the principle of returning Cc to a virtual ground can be used for improving the supply rejection of the amplifier without introducing the previously mentioned disadvantages. Also, the three-stage architecture allows for a significant increase in gain without sacrificing the stability of the amplifier.
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Fig. 1. Schematic diagram of the input stage.
The pole-zero structure of this type of compensation is different than that of the normal $R C$ type. The transfer function of Fig. 1 is given in (1), where it should be understood that $g m 1=g m 2, g m 3=g m 4$, etc.:

$$
\begin{align*}
A_{V} & \approx \frac{a(1+S b)}{1+S c+S^{2} d+S^{3} e} \\
a & \approx \frac{g m 2 g m 6 g m 13}{g m 4 g_{d s} 10 g 0} \\
b & \approx \frac{C c g m 6 g m 13+C 1 g m 8 g m 12}{2 g m 6 g m 8 g m 13} \\
c & \approx \frac{g m 13 C c}{g d s 10 g 0} \\
d & \approx \frac{C_{1}\left(C c+C_{0}\right)}{g_{d s} 10 g 0} \\
e & \approx \frac{C_{1} C c C_{0}}{g m 8 g_{d s} 10 g 0} \tag{1}
\end{align*}
$$

where

$$
\begin{align*}
& g 0=g_{d s} 12+g_{d s} 13 \\
& C_{0}=C_{L}+C_{d b} 12+C_{d b} 13 \\
& C_{1}=C_{g s} 13+C_{d b} 11+C_{d b} 9+C_{g d} 9 . \tag{2}
\end{align*}
$$

The zero of this transfer function occurs at

$$
\begin{equation*}
Z \approx \frac{-2 g m 6 \mathrm{gm} 8 \mathrm{gm} 13}{C c g m 6 \mathrm{gm} 13+C_{1} g m 8 \mathrm{gm} 12} . \tag{3}
\end{equation*}
$$

While reducing $M 12$ to a simple current source changes
the zero of the amplifier slightly, the configuration shown generally results in less phase shift at high frequencies.

The poles in (1) are not all widely spaced and, although $P 1$ is easily extracted at

$$
\begin{equation*}
P 1 \approx \frac{-g_{d s} 10 g 0}{g m 13 C c} \tag{4}
\end{equation*}
$$

$P 2$ and $P 3$ normally form complex conjugates at

$$
\begin{align*}
P 2, P 3 \approx & \frac{-g m 8\left(C c+C_{0}\right)}{2 C_{0} C c} \\
& \pm j\left[\frac{g m 8 g m 13}{C_{0} C_{1}}-\left(\frac{g m 8\left(C_{0}+C c\right)}{2 C_{0} C c}\right)^{2}\right]^{1 / 2} \tag{5}
\end{align*}
$$

Generally, this type of structure does not lend itself to hand calculation of the appropriate values for stability. Suggested guidelines are to make gm 8 large and gm 13 $\gg g m 6$. The unity gain bandwidth occurs at

$$
\begin{equation*}
B W \approx \frac{g m 2 g m 6}{g m 4 C c} \tag{6}
\end{equation*}
$$

## B. Output Stage

Fig. 2 shows two previously reported output stages [4], [5] which have been merged to form the output stage in this design. The configuration shown in Fig. 2(a) exhibits very desirable frequency characteristics in the form of one pole and one zero at very high frequencies for normal loads. The voltage swing for the stage is limited to slightly more than a $V_{g s}$ from either supply, which becomes quite significant for large output currents into low impedance loads.

The configuration shown in Fig. 2(b) has several problems associated with it. First, connecting the inputs of Amp1 and Amp2 together results in a voltage between the gates of $M 1$ and $M 2$ that is offset dependent. This means that unless some method is devised to control the quiescent current through $M 1$ and $M 2$, the current through these transistors will vary widely with variations in $V_{o s_{1}}$ and $V_{o s_{2}}$. Second, the common-mode range of Amp1 and Amp2 must be equal to the desired swing in $V_{0}$ if the stage is to work properly. Third, careful consideration must be given to the frequency characteristics of Amp1 and Amp2 if the overall amplifier is to be stable. This type of output stage exhibits a large amount of phase shift at high frequencies which typically has required limiting the bandwidth of the overall amplifier in order to insure stability.

Many of these problems are easily solved within the merged output stage shown in Fig. 3. By building a small offset voltage into Amp1 and Amp2 as shown, transistors $M 1$ and $M 2$ are turned off in the quiescent state. The quiescent output current is therefore controlled by transistors M3-M6. The quiescent output current will be proportional to the current through $M 3$ and $M 4$ and is a function of the size ratio of $M 5$ to $M 3$ and $M 6$ to $M 4$. Under full load conditions in the negative direction, M2


Fig. 2. Previous output stages. (a) Class $A B$ source follower. (b) Pseudo source follower.
sinks approximately 95 percent of the required load current and $M 6$ the remaining 5 percent. The actual current control mechanism through M6 takes place as Amp2 attempts to equalize the source voltages of $M 4$ and $M 6$, producing a similar $V_{g s}$ across both transistors, and thus, ratioing their currents. A similar action takes place during the positive swing. This configuration results in a output swing which is still limited to within a $V_{g s}$ of either supply. However, it is a relatively well controlled $V_{g s}$, dependent on the current through $M 3$ and $M 4$ rather than on a large output current through $M 5$ or $M 6$. The limiting factor on output swing in this design is the large threshold voltage of M4 and M6 due to back bias effects. Naturally, if a low threshold p-channel were available, the output swing could be improved considerably.

Although transistors M5 and M6 supply a fraction of the load current, their real usefulness lies in quiescent current control and in reducing the excess phase shift introduced by Amp1 and Amp2 by providing a feed-forward path to the output at high frequencies. Amp1 and Amp2 still require some minimal phase compensation in order to make them stable entities in the closed-loop mode, but the overall amplifier tends to adopt the frequency characteristics of $M 5$ and $M 6$ rather than that of the composite source followers. For example, during a fast input transient, it would be expected that the slow pseudo source-follower circuits would have a large amount of error associated with them. Observation, however, showed no
visually discernible crossover point nor the threshold point of the pseudo source followers. Apparently these errors are corrected by the much faster M3-M6 source-follower combination. This combination also insures stable operation into a pure capacitive load.
More specifically about Amp1, Fig. 4 shows the structure used in this design. The dc requirements for Ampl are to be able to operate with its inputs near the positive supply while driving the gate of $M 9$ to near the negative supply. Therefore, n-channel inputs are used which, with back bias effects, provide a common-mode range exceeding the positive supply. A second stage is used to maximize the gate drive to $M 9$. During negative excursions of the output voltage, the gate-source voltage of $M 1$ and $M 2$ will tend to decrease the current through $M 5$ as the negative com-mon-mode range is exceeded. The effect of this current reduction is decreased gate drive to $M 6$, which in turn drives $M 9$ on. $M 9$ corresponds to $M 1$ in Fig. 3. As can be seen in Fig. 3, M1 should be prevented from turning on during the negative swing to maximize the amplifier's efficiency. Therefore, transistors M13-M15 have been added in Fig. 4 to force $M 9$ off for output voltages more negative than the threshold of M13. As was also shown in Fig. 3, M1 and M2 are held off in the quiescent state by a small offset voltage built into Amp1 and Amp2. Note that when the output of the amplifier is at ground, the source of $M 3$ and $M 4$ are likewise near ground. Thus, connecting the inputs of Amp1 and Amp2 together as shown in Fig. 3 will


Fig. 3. Combined output stage.


Fig. 4. Schematic diagram of the error amplifier.
result in positive gate drive to $M 1$ and negative gate drive to $M 2$ when the offsets of the error amplifiers are positive as labeled. These offsets do not affect the operation of the circuit for output voltages other than ground. In Fig. 4, the offset has been introduced by making $M 2$ slightly wider than M1. A mirror image of this circuitry has been used within Amp2. Amp1 in conjunction with M9 can be viewed as a three-stage amplifier in unity gain with pole splitting compensation between the source of M7 and the output. This type of compensation has a large advantage over the
standard $R C$ type when used in the output stage because the zero in the transfer function is completely independent of $g m 9$, which varies widely with output swing into a resistive load. This independence generally simplifies stabilizing the amplifier for varying load conditions. The transfer function of Amp1 with M9 is given in (7):

$$
\begin{align*}
A v & \approx \frac{a(1+S b)}{1+S c+S^{2} d+S^{3} e} \\
a & \approx \frac{g m 2 g m 6 g m 9}{2 g m 4 g_{d s} 6 L} \\
b & \approx \frac{C c+C_{s s} 7}{g m 7+g m_{b s} 7} \\
c & \approx \frac{C L+C c \frac{g m 9}{g_{d s} 6}}{g 1} \\
d & \approx \frac{C_{1}(C L+C c)}{g_{d s} 6 g L} \\
e & \approx \frac{C_{1} C c C L}{g m 7 g_{d s} 6 L L} \tag{7}
\end{align*}
$$

where

$$
\begin{equation*}
C_{1}=C_{g s} 9+C_{d b} 6+C_{d b} 7+C_{g d} 7 \tag{8}
\end{equation*}
$$

As was the case for the input stage, P2 and P3 are not widely spaced and again normally form complex con-


Fig. 5. Schematic diagram of the complete power amplifier.
jugates. The open-loop poles and zero of Amp1 with M9 are given by

$$
\left.\begin{array}{rl}
Z \approx & -\frac{\left(g m 7+g m_{b s} 7\right)}{C c+C_{g s} 7} \\
P 1 \approx & \frac{-g L}{C L+C c \frac{g m 9}{g_{d s} 6}} \\
& \pm j, P 3 \approx \\
& \frac{-g m 7(C c+C L)}{2 C c C L} \\
& -\left(\frac{g m 7 g_{d s} 6\left(C L+C c \frac{g m 9}{g_{d s} 6}\right)}{C c C L C_{1}}\right.  \tag{9}\\
2 C c C L
\end{array}\right]^{1 / 2} .
$$

Fig. 5 shows a complete schematic of the power amplifier circuit and a device size listing is given in Table I.

## III. Experimental Results

A die photograph of this amplifier is shown in Fig. 6. The amplifier was fabricated using a polysilicon gate CMOS process with an $\mathrm{n}+$-implant to generate the capacitor bottom plate. The minimum geometry used in this circuit is $5 \mu \mathrm{~m}$ and the die area of the amplifier, excluding bonding pads, is $1000 \mathrm{mil}^{2}$. A summary of the amplifier characteristics is presented in Table II.

TABLE I
Component Sizes

| M1 $400 / 15$ | MH1 48/10 | ML1 48/6 |
| :---: | :---: | :---: |
| M2 400/15 | MH2 50/10 | ML2 50/6 |
| M3 150/10 | MH3 500/15 | ML3 300/15 |
| M4 150/10 | MH4 300/6 | ML4 150/5 |
| M5 100/15 | MH5 300/6 | ML5 100/5 |
| M6 150/10 | MH6 200/5 | ML6 300/6 |
| M7 150/10 | MH7 250/15 | ML7 100/15 |
| M8 300/5 | MH8 700/6 | ML8 400/5 |
| M9 300/5 | MH9 15/6 | ML9 5/5 |
| M10 300/10 | MH1O 10/15 | MLIO 5/15 |
| M11 300/10 | MH11 20/15 | MLI1 15/15 |
| M12 1200/10 | Cel 20 pr |  |
| M13 600/10 | Cc2 4 pf |  |
| M14 200/5 | Cc 3 4pf |  |
| M15 200/5 |  |  |
| M16 600/6 |  |  |
| M17 600/6 |  |  |

Fig. 7 shows the step response of the amplifier with a load of $200 \Omega, 1000 \mathrm{pf}$ using supplies of $\pm 5 \mathrm{~V}$. Fig. 7(a) shows a large signal response of $\pm 3.1 \mathrm{~V}$ and Fig. 7(b) shows a small signal response of $\pm 20 \mathrm{mV}$.

A power amplifier has been described which provides a high degree of performance from a standard polysilicon gate CMOS process. Several new circuit configurations have been incorporated.
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Fig. 6. Die photograph of the power amplifier.

TABLE II
Power Amplifier Performance Summary (First Revision)

| Parameter | Measured Results |
| :---: | :---: |
| Supplies | $\pm 5 \mathrm{~V}$ |
| Open-Loop Gain | 93 dB |
| Bandwidth | 1.2 MHz |
| Power Dissipation $\bar{x}$ | 12.7 mW |
| - | 1.76 mW |
| Output Swing ( $R_{L}=200 \Omega$ ) | $\pm 3.1 \mathrm{~V}$ |
| PSRR + at DC | 93 dB |
| 1 kHz | 91 dB |
| 10 kHz | 76 dB |
| 100 kHz | 60 dB |
| PSRR- at DC | 102 dB |
| 1 kHz | 89 dP |
| 10 kHz | 75 dB |
| 100 kHz | 53 dB |
| Slew Rate | $1.5 \mathrm{~V} / \mu \mathrm{s}$ |
| Input Common Mode Range | +3.3 v |
|  | -5.5 V |
| Die Area | $1000 \mathrm{mils}^{2}$ |
| Harmonic Distortion ( 3 kHz ) |  |
| $v_{\text {in }}=3 \mathrm{v}_{\mathrm{p}} \mathrm{R}_{\mathrm{L}}=2000$ |  |
| HL2 | $-73 \mathrm{~dB}$ |
| HD 3 | -78 dB |



Fig. 7. Step response. (a) Large signal. (b) Small signal.
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# An Improved Frequency Compensation Technique for CMOS Operational Amplifiers 

BHUPENDRA K. AHUJA


#### Abstract

The commonly used two-stage CMOS operational amplifier suffers from two basic performance limitations due to the $\boldsymbol{R C}$ compensation network around the second gain stage. First, this frequency compensation technique provides stable operation for limited range of capacitive loads, and second, the power supply rejection shows severe degradation above the open-loop pole frequency. The technique described here provides stable operation for a much larger range of capacitive loads, as well as much improved $V_{B B}$ power supply rejection over very wide bandwidths for the same basic op amp circuit. This paper presents mathematical analysis of this new technique in terms of its frequency and noise characteristics followed by its implementation in all n-well CMOS process. Experimental results show 70 dB negative power supply rejection at 100 kHz and an input noise density of $58 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ at $1 \mathbf{k H z}$.


## I. Introduction

LINEAR CMOS techniques have achieved significant progress over the last five years to provide high-performance low-power analog building blocks like opera-

[^10]The author is with the Intel Corporation, Chandler, AZ 85224.
tional amplifiers (op amp), comparators, buffers, etc. These circuits have demonstrated comparable performance to their bipolar counterparts at much less silicon area and power dissipation, thus enabling single chip implementations of complex filtering functions, A/D and D/A conversions with quite stringent specification. Due to relatively simple circuit configurations and flexibility of design, CMOS technology has an edge over NMOS technology and is gaining rapid acceptance as the future technology for linear analog integrated circuits, especially in the telecommunication field [1], [2]. The most important building block in any analog IC is the op amp of which numerous implementations have been reported in both the technologies [3], [6].

The most commonly used op amp configuration in CMOS has two gain stages, the first one being the differential input stage with single-ended output, and the second one being either class $A$ or class $A B$ inverting output stage. Each stage typically is designed to have gain in the range of 40 to 100 . Fig. 1(a) shows the circuit configuration while


Fig. 1. (a) Commonly used two-stage operational amplifier. (b) Small signal equivalent model for the two-stage amplifier. (c) Pole-zero diagram of Fig. 1(b). (d) $V_{B B}$ PSRR in unity gain configuration.
its first-order ac equivalent model is shown in Fig. 1(b). This configuration is most suitable for internal usage in the IC for driving capacitive loads only. Briefly, transistors M1 to $M 5$ form the input differential stage and M6 and M7 form the output inverting gain stage. The series $R C$ network across the second gain stage provides the frequency compensation for the op amp. This circuit, previously analyzed by many authors [5], [7], displays a dominant pole, two complex high frequency poles, and a zero which can be moved from the right half plane to the left half plane by increasing the compensating resistor value $R_{Z}$. This is pictorially shown in Fig. 1(c). Due to feedforward path with no inversion from the first stage output to the op amp output provided by the compensation capacitor at high frequencies, the op amp performance shows the following degradations:

1) The op amp stability is severely degraded for capacitive loads of the same order as compensation capacitor ( $C_{L}$ must be less than $g_{m 2} C_{c} / g_{m 1}$ to avoid second pole crossover of the unity gain frequency).
2) In case of p-channel MOS transistors for the input differential stage, the negative power supply displays a zero at the dominant pole frequency of the op amp in unity gain configuration. This results in serious performance degradation for sampled data systems which use high-frequency switching regulators to generate their power supplies. (In the case of n-channel MOS transistors for the input differential pair, it is the positive supply which shows similar
degradation.) This is illustrated in Fig. 1(d).
The circuit technique described in this paper overcomes both of these limitations. This technique has been referenced earlier [7] as a private communication by Read and Weiser [8]. This paper provides analysis, implementation, and experimental results on the realization in an $n$-well CMOS process.

## II. Improved Frequency Compensation Technique

The technique is based on removing the feed forwardpath from the first stage output to the op amp output. The circuit shown in Fig. 1 has a current $C_{c} d\left(V_{0}-V_{1}\right) / d t$ flowing into the first-stage output. If one can devise a circuit where only $C_{c} d V_{0} / d t$ current flows into the firststage output, one would have eliminated the feedforward path while still producing a dominant pole due to the Miller effect. The only difference is that Miller capacitance is now $A_{2} C_{c}$ rather than $\left(1+A_{2}\right) C_{c}$ where $A_{2}$ is the secondstage voltage gain. Thus, the conceptual ac equivalent of such a circuit is shown in Fig. 2(a). Here the compensation capacitor is shown to be connected between the output node and a virtual ground (or ac ground), while the controlled current source having the same value as $C_{c} d V_{0} / d t$ charges the first-stage output. It can be shown that for such an arrangement, the open-loop gain of the op amp is given by

$$
A=\frac{-A_{1} A_{2}}{1+s\left(R_{1} C_{1}+R_{2} C_{L}+R_{2} C_{c}+A_{2} R_{1} C_{c}\right)+s^{2} R_{1} R_{2} C_{1}\left(C_{c}+C_{L}\right)}
$$

where $A_{1}=g_{m 1} R_{1}=\mathrm{dc}$ gain of the first stage and


Fig. 2. (a) The new frequency compensation concept. (b) Resultant pole locations in $s$-plane. (c) Small signal model for $V_{B B}$ PSRR analysis. (d) Expected $V_{B B}$ PSRR frequency response of Fig. 1 (a).

$$
\begin{equation*}
A_{2}=g_{m 2} R_{2}=\text { dc gain of the second stage. } \tag{1}
\end{equation*}
$$

Fig. 2(b) shows its pole-zero location. Notice that there is no finite zero in this circuit and that both the poles are real and are widely spaced.

$$
\begin{align*}
& P_{1} \cong \frac{1}{\left(g_{m 2} R_{2}\right) C_{c} R_{1}}  \tag{2}\\
& P_{2} \cong \frac{g_{m 2} C_{c}}{C_{1}\left(C_{c}+C_{L}\right)} \tag{3}
\end{align*}
$$

Assuming the internal node capacitance $C_{1}$ being much smaller than the compensation capacitor $C_{c}$ or the load capacitance $C_{L}$, the unity gain frequency $W_{1}$ is still given by $g_{m 1} / C_{c}$. This results in

$$
\begin{equation*}
\frac{P_{2}}{W_{1}}=\frac{g_{m 2}}{g_{m 1}} \cdot \frac{C_{c}}{C_{1}} \cdot \frac{C_{c}}{\left(C_{c}+C_{L}\right)} . \tag{4}
\end{equation*}
$$

Taking some typical design values of a two-stage amplifier as given by

$$
g_{m 2} / g_{m 1}=10, C_{c}=5 \mathrm{pF}, C_{1}=0.5 \mathrm{pF}, \text { and } P 2 / W_{1} \geqslant 5
$$

the new compensation technique can drive up to 100 pF capacitive load as compared to 10 pF capability of the commonly used $R C$ technique as shown in Fig. 1. Thus, the new technique offers an order of magnitude improvement in capacitive load capability for the same performance. The improvement factor is given by $C_{c} / C_{1}$, where $C_{1}$ can be reduced by careful layout and design of the first stage.

Another major performance improvement is found in the negative power supply rejection characteristics. Fig. 2(c) shows the model for computing the open-loop negative power supply rejection with grounded inputs. It can be shown that open-loop $V_{B B}$ PSRR is given by
$\frac{V_{0}}{V_{B B}}=$
$\frac{1+s C_{1} R_{1}}{1+s\left[R_{1} C_{1}+R_{2}\left(C_{c}+C_{L}\right)+A_{2} R_{1} C_{c}\right]+s^{2} R_{1} R_{2} C_{1}\left(C_{c}+C_{L}\right)}$

$$
\begin{equation*}
\cong \frac{1+s C_{1} R_{1}}{\left(1+s / P_{1}\right)\left(1+s / P_{2}\right)} \tag{5}
\end{equation*}
$$

which indicates that is has the same poles as the open-loop gain and a zero which is created by the parasitic capacitance at the first-stage output. Thus, in a unity gain configuration, the $V_{B B}$ PSRR is given by

$$
\begin{align*}
& \frac{V_{0}}{V_{B B}}= \\
& \frac{1+s C_{1} R_{1}}{\left(1+s / P_{1}\right)\left(1+s / P_{2}\right)} \cdot \frac{1}{1+A_{1} A_{2} /\left(1+s / P_{1}\right)\left(1+s / P_{2}\right)} \\
& \quad \cong \frac{\left(1+s C_{1} R_{1}\right)}{A_{1} A_{2}\left(1+s / W_{1}\right)} . \tag{6}
\end{align*}
$$

This implies a flat response at $-20 \log A_{1} A_{2}$, until the parasitic zero frequency of the first stage where it starts to degrade at 6 dB /octave rate and becomes flat again at unity gain frequency $W_{1}$. This is illustrated in Fig. 2(d).

## III. A Circuit Implementation and Experimental Results

Although the above described scheme can be applied to any MOS amplifier design, it lends a relatively simple


Fig. 3. (a) Implementation of the current transformer providing virtual ground. (b) Circuit schematic of the implemented amplifier. (c) Photomicrograph of the amplifier.
implementation in CMOS technology. Fig. 3(a) shows an implementation of the current transformer providing a virtual or ac ground to the compensation capacitor, while still able to dump $C_{c} d V_{0} / d t$ current into the second-stage input. The current source CS1 biases the source of M8 at a fixed dc potential above ground, thus providing the ac ground for the compensation capacitor. By matching the $C S 2$ value to $C S 1$, all displacement current $C_{c} d V_{0} / d t$ flows into or out of the first stage output.
Under large differential input conditions, the output can slew at a rate determined by the total input differential bias current $2 I_{0}$, i.e.,

$$
\begin{equation*}
C_{c} \cdot \frac{d V_{0}}{d t}= \pm 2 I_{0} . \tag{7}
\end{equation*}
$$

In order to keep the current transformer biased during the slewing intervals, one must make $I_{1}$ greater than $2 I_{0}$. Also, the size of $M_{8}$ and the value of $I_{1}$ should be large enough to keep $V_{G S}$ of $M_{8}$ relatively constant under worst-case slewing conditions.

Fig. 3(b) shows a circuit schematic of the implemented amplifier. The input differential stage, formed by $M 1$ to $M 5$ transistors, uses cascode devices $M C 1$ and $M C 2$ to reduce supply capacitance from the negative power supply for switched-capacitor applications [5]. The current transformer is being realized by $M 8, M 9$, and $M 10$. Due to its

TABLE I

| $V_{C C}=+5 \mathrm{~V}, V_{B B}=-5 \mathrm{~V}$, and $T=27^{\circ} \mathrm{C}$ |  |
| :--- | :---: |
| Parameter | Measured Value |
| Open-Loop Gain | 80 dB |
| Unity Gain Frequency | 3.8 MHz |
| Phase Margin with $C_{L}=15 \mathrm{pF}$ | $70^{\circ}$ |
| Input Common Mode Range | +4 to -2.5 V |
| CMRR at 1 kHz | -74 dB |
| Input noise density at |  |
| 1 kHz | $58 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |
| 100 kHz | $8 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |
| $C$-msg Input Noise | -21 dBrnc |
| $V_{C C}$ PSRR at | -84.5 dB |
| 1 kHz | -84.5 dB |
| 10 kHZ | -73 dB |
| 100 kHz | -84 dB |
| $V_{B B}$ PSRR at | -84 dB |
| 1 kHz | -70 dB |
| 10 kHz |  |
| 100 kHz |  |

cascode configuration, this technique has been referred to as the "grounded gate cascode compensation" in [7]. The output stage is formed by M6 and M7. The transistor MB and the gate capacitance of the $M 7$ transistor provide $R C$ low-pass filtering of the high-frequency noise on the bias line CPBAS1. The associated bias circuit shown in the dotted box is shared among several such amplifiers, thus reducing power and area overhead cost due to this compensation technique. Fig. 3(c) shows the die photo of the amplifier. The amplifier has been designed in a $4 \mu \mathrm{~m}$ n-well CMOS process and occupies about a $165 \mathrm{mil}^{2}$ die area.

The input referred noise of this amplifier is slightly worse than the one shown in Fig. 1(a) due to the noise contributions from transistors M9, M10, M12, and M14. However, these contributions can be reduced significantly by choosing large values of channel lengths of these devices with respect to the channel lengths of input transistors M1 and $M 2$ [3], [7].

Some of the measured performance parameters are listed in Table I. The op amp exhibits open-loop gain of 80 dB , unity gain frequency of 3.8 MHz , and a phase margin of $70^{\circ}$ with 15 pF load capacitance. The $V_{C C}$ and $V_{B B}$ PSRR at low frequencies are better than -80 dB due to the bias circuit design and the cascode transistors $M C 1$ and $M C 2$, respectively. The $V_{B B}$ PSRR shows zero at about 60 kHz , which closely matches the simulated value of the parasitic zero frequency. The op amp displays an input referred noise density of 58 and $8 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ at 1 and 100 kHz frequencies, respectively.

## Conclusions

An improved frequency compensation technique has been described with a brief review of the existing techniques. A CMOS implementation of the technique has also been presented with experimental results which show considerable high-frequency power supply rejection improvement over the existing techniques which would result in approximately -30 to $-35 \mathrm{~dB} V_{B B}$ PSRR at 100 kHz .

Furthermore, the technique provides extended capacitive drive capability for the same size of the compensation capacitor.
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#### Abstract

Several design aspects of a high-performance analog cell library implemented in $3-\mu \mathrm{m}$ CMOS are described, including an improved central biasing scheme, a new circuit for high-swing cascode biasing, an impact ionization shielding technique, and a family of operational transconductance amplifiers (OTA's) including a precision low offset-voltage amplifier utilizing lateral bipolar transistors.


## I. Introduction

THE application of standard-cell methodology to the design of digital integrated circuits has greatly reduced their design time and associated engineering costs. While the same potential advantages are available in the mixed analog-digital domain, the application of stan-dard-cell-based design methodology in the analog domain is more difficult because of the much wider range of applications encountered, the wider variety of types of cell functions required, and the tendency of analog blocks to interact with one another in a variety of ways, some difficult to predict a priori. This variety of different performance levels and types of functions required makes the systematic application of a standard-cell-based methodology to high-performance mixed analog and digital designs a challenging task.
This paper will describe several circuit design approaches intended to alleviate some of the problems mentioned above, and to improve circuit robustness in the presence of wide process parameter variations found in different silicon foundries. The techniques have been applied to a general-purpose CMOS analog cell library, described in general terms at the end of the paper. This library consists of a variety of analog and digital standard cells intended for application in IC's for high-performance telecommunications systems, precision data-acquisition and instrumentation systems, and general analog processing. In Section II, the overall characteristics of the cell

[^11]library are discussed. In Section III, an impact ionization shielding concept which allows the realization of $10-\mathrm{V}$ circuitry using technologies which display significant impact ionization in the $10-\mathrm{V}$ range of $V_{d s}$ without encountering the degrading effects of impact ionization will be described. In Section IV, the approach taken to the optimum biasing of the active circuitry under the control of a central bias source is discussed, including an optimized central biasing scheme that incorporates circuitry to allow the accurate control of the bias points of the active circuitry in the presence of wide excursions in process parameters such as resistor sheet resistance. Also, an approach for optimum biasing high-swing cascode current sources so as to allow maximum possible signal swing in the active circuitry will be discussed.

In Section V, several basic analog cells are described including a low-input offset-voltage operational transconductance amplifier which utilizes lateral n-p-n bipolar transistors. Finally, a summary of the standard-cell library is given, as well as examples of actual integrated circuit implementations which make use of this library.

## II. Library Objectives

The circuit design techniques described in this paper were dictated largely by the specific objectives the library was intended to address. A key objective of the cell library was to allow integration of telecommunication and dataacquisition subsystems with performance compatible with 12 -bit linearity and 14 -bit resolution in A/D interfaces and $90-\mathrm{dB}$ dynamic range in analog signal paths, including switched-capacitor filters. This consideration dictated relatively high levels of performance in areas such as oper-ational-amplifier input noise and input offset voltage, power supply rejection, and voltage reference drift. The requirement for high-linearity A/D interfaces was realized through the use of self-calibration techniques. The library also makes extensive use of differential circuitry in filters and amplifiers, so as to optimize power supply rejection and dynamic range. Single-ended structures are also utilized for less demanding applications.

A second objective was that the functions to be implemented include operating voltages from 4.5 to 11 V , split or single supplies, and temperature ranges of from - 55 to
+125 C . They must be sufficiently insensitive to process variations such that the same circuit can be fabricated on different foundry fabrication lines with similar but not equal process parameters utilized. As discussed later, an important aspect in achieving this goal is the provision for accurate control of the active-circuitry bias currents in the presence of variations in supplies, temperature, and process. Good control of the bias points is also important in order to achieve an optimum speed, power, and swing trade-off for a given application, particularly when extensive use is made of folded cascode amplifiers as is the case here.

Finally, due to the wide spectrum of requirements on speed, power dissipation, dynamic range, complexity, and cost which are encountered in practice, a set of cells is required for each function which encompasses a spectrum of area/performance and power/performance trade-offs so as to economically address a wide range of applications. This dictates a design approach in which cells can be scaled through bias current modification and other means to easily achieve different levels of speed and dynamic range with near-optimum power dissipation and area.

## III. Impact Ionization Shielding

Impact ionization is a severe problem in scaled MOS technologies operating at supplies voltages above 5 V . In a typical n-channel transistor, illustrated for reference in Fig. 1, as the drain-source voltage is increased the electric field strength at the drain end of the channel eventually becomes high enough to induce significant impact ionization currents originating in the drain depletion region. The magnitude of the peak field for a given bias point is a function of gate oxide thickness, drain junction depth, doping concentration in the substrate, the voltage between the drain terminal and the drain end of the channel region, and the gate-drain voltage. It is not a strong function of channel length and the magnitude of the impact ionization current is not dramatically reduced by simply making the channel length longer. For technologies with feature sizes in the $2-3-\mu \mathrm{m}$ range which use a nongraded implanted arsenic source-drain region for the n-channel device, the condition at which the substrate current equals 1 percent of the drain current typically occurs at voltages between the drain and the drain end of the channel of between 4 and 9 V , assuming the device is biased in saturation with a $V_{g s}-V_{t}$ of a few hundred millivolts. In p-channel devices the effect occirs at substantially higher field strengths.

Operation in the impact ionization mode has several undesirable effects from a circuit standpoint. One potentially catastrophic consequence is the inducement of latchup due to the ohmic drops induced by the ionization current. Assuming this can be controlled by proper strapping, another negative consequence is the degradation of impedances at the output of cascode current sources, as used, for example, in folded cascode amplifiers which rely on high output impedances to function properly. Also, the presence of a significant amount of substrate current in-


Fig. 1. (a) N-channel device. (b) N-channel device cross section showing impact ionization current flow. (c) $I-V$ characteristic observed as a result of impact ionization.
creases the noise of the device. A third serious potential consequence of continuous operation in the impact ionization mode is threshold shift. If the electric field is high enough, high-energy carriers can be created which can be trapped in the gate oxide, and the resulting long-term threshold shift can have the effect of debiasing the active circuitry if the threshold shift occurs in a device whose threshold voltage is important in setting up bias currents [2].

A number of process modifications have been proposed and implemented to alleviate this problem by lowering the impurity gradient in the drain junction using lightly doped drain (LDD) structures. These structures are effective at raising the voltage at which impact ionization becomes a problem. However, major modifications are required for a typical $2-3-\mu \mathrm{m}$ digital CMOS technology to completely eliminate impact ionization from the n -channel transistor for values of $V_{d s}-V_{d \text { sat }}$ of 11 V , as required in $10-\mathrm{V} \pm 10-$ percent supply systems. Since in this case the objective was to realize $\mathrm{A} / \mathrm{D}$ mixed functions operating on 10 V with near-standard foundry digital CMOS technology, a circuit solution to the impact ionization problem was preferable to extensive technology modification. A design philosophy was adopted in which all $10-\mathrm{V}$ circuitry would be designed in such a way that no n-channel transistor would experience a drain-source voltage larger than one-half the power


Fig. 2. (a) Conventional CMOS gain stage. (b) Same as (a) but with impact ionization shielding device and associated bias circuit.
supply voltage, except for the case of transmission gates carrying only transient displacement currents. This was achieved by inserting shielding devices in series with each common-source n -channel transistor.
In a conventional CMOS gain stage, illustrated in Fig. 2, the n -channel active device experiences impact ionization for positive output swings, as the output gets closer to the positive rail. One way to deal with this problem is to place a shield $n$-channel device in series with the driver, as shown in Fig. 2(b). For positive swings, the shield transistor goes into saturation, preventing either $n$-channel device from having a $V_{d s}$ greater than approximately onehalf of the supply. For negative swings, the shield transistor enters the deep triode region, without significantly affecting the performance of the circuit.
The shield transistor must be biased in such a way that its source resides approximately at ground potential. Grounding the gate of this transistor would be simplest, but because of the large body effect in some CMOS technologies, this would result in large $V_{d s}$ drops across the shield transistor itself. Instead, a dedicated bias circuit is used to more precisely set the source of the shield transistor at ground. This is accomplished by the circuit on the right of Fig. 2(b), which contains a shield mirror transistor, whose source is forced by the feedback loop to a voltage which is approximately ground (or the midpoint potential for single supply systems). This bias scheme is independent of the body effect of the technology, because of the feedback action around the mirror device.

The shield device was incorporated in all 10-V circuitry in the library at an area cost of about 10 percent. The


Fig. 3. Central biasing configuration with master bias supplying bias reference to a number of slave bias circuits placed around the chip.
shield bias voltage is contained in the standard bias bus and is routed to all analog cells. In a total of ten products designed for $10-\mathrm{V}$ operation and fabricated with the library, no performance or reliability problems attributable to impact ionization have been encountered.

## IV. Cell Bias Technique

One critical element in achieving high-performance CMOS analog circuits is the accurate control of the bias currents of the different transistors employed in a given circuit topology. Excessive variation of bias currents with temperature and process tends to sacrifice speed at the low extreme of bias current, and power dissipation and output voltage swing at the high end. Furthermore, the variation of bias currents with supply voltage results in poor power supply rejection (PSR). Achieving the goal of minimizing the dependence of bias points on supply voltage, temperature, and process variations requires a bias circuit of some complexity, and one which is therefore uneconomical to implement on a per-cell basis. Therefore a central biasing scheme, as illustrated in Fig. 3, was adopted for this cell library. A central master bias circuit, described below, produces a voltage which is distributed around the chip. This voltage is used by slave bias cells, which generate the locally required bias voltages, in order to power the nearby circuitry.
The main advantage of this approach is the flexibility of the architecture, which allows different slave bias cells to work at different current levels, as required in certain applications. This scheme also helps in preventing crosstalk between critical circuits through the bias lines, as can occur when a bias line sharing approach is employed. The device which generates the output control master bias voltage is designed with a large $V_{d \text { sat }}$, so that small voltage gradients across the chip in the supply lines do not significantly affect the resulting current.


Fig. 4. Simplified schematic of the master bias circuit.

In critical circuits where tight limits on power dissipation or speed require a tighter control on bias current, the master bias cell allows the use of polysilicon fuse trimming, giving the desired result at the cost of trim pad area. Another advantage of central biasing is that full-chip power down can be accommodated, assuming that the slave bias cells and active circuits are properly designed to avoid floating-gate-induced parasitic paths in the powerdown state.

## A. Master Bias Implementation

A simplified schematic of the master bias cell is shown in Fig. 4. This is a self-biased circuit whose output current has been optimized for best temperature coefficient, absolute tolerance, and power supply rejection. The core of the circuit is the vertical bipolar transistors Q1-Q4. Since they are forced to conduct the same amount of current, by the bottom n-channel current mirrors M5-M8, a voltage difference is developed between the emitters of $Q 2$ and $Q 4$, which is approximately equal to $2(k T / q) \ln (10)$, or about 120 mV at room temperature. When this voltage is applied across p-channel devices $M 1$ and $M 2$, which are biased by the same gate voltage, it is easy to show that a current is generated whose value is given to a first order by

$$
I=\frac{2 \mu C_{o x}\left(\frac{W}{L}\right)_{2}\left[\left(\frac{k T}{q}\right) \ln 10\right]^{2}}{\left[1-\sqrt{\frac{(W / L)_{2}}{(W / L)_{1}}}\right]^{2}}
$$

Taking into account the effects of tolerance on oxide thickness and mobility, as well as the effects of offset voltages in the MOS and bipolar transistors, this results in an absolute room-temperature tolerance on bias current which is somewhat better than for the more typical $(k T / q) / R$ based current reference for most technologies,
where $R$ is a poly, source-drain diffusion, or well resistor. More importantly, the process dependence of the derived bias current results in a very well-defined value of the $V_{d \text { sat }}$ of the MOS transistors in the active circuitry, making it possible to maintain high-voltage swings over wide variations in process parameters. Further, since the channel mobility of the MOS device has an approximate $T^{-3 / 2}$ temperature dependence, where $T$ is the absolute temperature, the result is a bias current with a net residual $T^{+1 / 2}$ temperature coefficient (TC). This is a very desirable feature, since in amplifiers biased by this current the transconductance of saturated MOS device is to a first order, inversely proportional to the square root of absolute temperature. The net consequence is that the duration of the slewing portion of the transient response of those active analog circuits exhibits a small positive TC, whereas the duration of the small-signal settling transient portion has a small negative TC. As a result the overall settling time behavior of the active circuitry does not display severe degradation at temperature extremes.
The right-hand part of the circuit shown in Fig. 4 is responsible for the high-swing cascode biasing of transistors $M 1-M 4$, and also the negative feedback which insures proper setting of the voltage at the drain of $M 7$, which is the only high-impedance node in the circuit. The output current is finally forced to flow through diode-connected p-channel transistor M17, which produces the output master bias voltage $V_{b}$. As mentioned above, M17 has a large $V_{d \text { sat }}$ to absorb any difference in the threshold voltage between M17 and the slave bias mirror device, as well as $V_{D D}$ drops across the chip. The high-swing cascode biasing scheme illustrated in Fig. 4 is the same as the one used in the slave bias cell, and is discussed below. Not shown in Fig. 4 are the start-up circuit which prevents the zero-current state at power up, the impact ionization shield devices and shield bias generator for $10-\mathrm{V}$ operation, and cascode transistors on the n-channel current sources. Table I summarizes the main performance parameters of the master bias cell.

TABLE I
Typical Master Bias Circuit Performance (Room Temperature)

| Parameter | value |
| :---: | :---: |
| Output bias current | 13.1 uA |
| Output current standard deviation | 1.3UA |
| Output current temperature coefficient | +1700ppm/deg C |
| PSRR | 1500ppm/volt |
| Supply range | 4.5-11 volus |
| Power dissipation | 2mW@10V |



Fig. 5. Simplified schematic of the slave bias circuit. The bias lines $V_{n 1}$ and $V_{n 2}$ are used to supply the high-swing cascode current sources in the local active circuitry. A similar circuit is used to supply the p-channel current courses.

## B. Slave Bias Implementation

As mentioned earlier, local slave bias cells are used in conjunction with each local group of circuits to produce the much smaller $V_{d \text { sat }}$ 's required to bias the gates of transistor current sources within each active cell. The slave bias cell produces bias voltages for p - and n -channel current sources, and the proper voltages to optimally bias the cascode devices in series with these current sources as used in, for example, folded cascode operational amplifiers.

Within the various cells of the library, cascode current sources are used extensively to generate high-impedance current source loads. Because of the requirement that the cells operate on a single $5-\mathrm{V}$ supply, it is important that these cascodes be biased for optimum voltage swing [3]. The generation of high-swing bias voltages can be accomplished in many ways. However, previous reported techniques [4] have suffered from a strong body-effect sensitivity and poor control of the absolute tolerance on the current-source current value.
A simplified schematic of the slave bias cell is shown in Fig. 5. The basic concept utilized in this circuit is to force device $M 2$ into the triode region by making its aspect ratio greater than that of transistor $M 1$, since both $M 1$ and $M 2$ conduct the same amount of current. The $V_{d s}$ of $M 2$ then
takes a value, neglecting second-order effects, of

$$
V_{d s 2}=\left\{\sqrt{\frac{2 I}{\mu C_{o x}(W / L)_{1}}}\right\}\left[1-\sqrt{1-\frac{(W / L)_{1}}{(W / L)_{2}}}\right]
$$

or, in terms of the $V_{d \text { sat }}$ of $M 1$

$$
V_{d s 2}=V_{d \text { sat } 1}\left[1-\sqrt{1-\frac{(W / L)_{1}}{(W / L)_{2}}}\right]
$$

Assuming that devices $M 3$ and $M 5$ are sized so that they have equal gate-source voltages, the drain-source voltage of $M 4$ will be equal to the drain-source voltage of $M 2$, given above. Thus by choosing device ratios, the $V_{d s}$ of $M 4$ can be chosen to be an arbitrary multiple, usually on the order of 1.5 , of its $V_{d \text { sat }}$, independent of process parameters, by means of transistors $M 1$ and $M 2$. The margin of drain-source voltage over $V_{d \text { sat }}$ required to insure operation fully in the saturation region with accompanying output conductance is in the $200-\mathrm{mV}$ range. Another feature of this circuit is that when the master bias described earlier is used to generate the input current $I$ in Fig. 5, then $V_{d \text { sat }}$ and thus the $V_{d s}$ of $M 2$ become approximately independent of process variations, and only proportional to absolute temperature. The body-effect sensitivity is avoided because, to a first order, the body effect of M3 cancels that of $M 5$, resulting in a voltage across $M 4$ which is approximately independent of gamma.

## V. Basic Analog Active Cells

Most low- and mid-frequency active circuitry is implemented using a family of folded cascode operational transconductance amplifiers (OTA's) which can drive internal capacitive loads and a family of class $A B$ unity-gain buffers for driving on-chip resistive loads and for driving signals off-chip. The OTA's include an $n$-channel input single-ended amplifier, a p-channel input single-ended amplifier, a bipolar input single-ended cell, and a differential output amplifier. Simplified circuits for the NMOS and PMOS input amplifiers are shown in Fig. 6. The NMOS input OTA includes cascode devices in the input stage and has the input devices in a well so as to optimize power supply rejection in single-ended switched-capacitor filter applications. The bipolar input amplifier is discussed below.

The OTA configuration was chosen as the basic active element because of the flexibility of these circuits and the ease with which they can be combined into more complex blocks. For example, in applications requiring very high voltage gain, two OTA's can be cascaded and compensated with a single pole-splitting capacitor and nulling resistor between the two high-impedance nodes. For applications requiring higher transconductance or lower $1 / f$ noise and thermal noise, OTA's can be connected directly in parallel, unlike two-stage operational amplifiers. This capability


Fig. 6. Schematic diagram of the (a) PMOS and (b) NMOS input OTA's. The auxiliary differential pairs in the differential-to-single-ended converter balance the output stage voltages so as to achieve a small value of systematic offset voltage.
also permits the realization of a rail-to-rail common-mode capability by paralleling an NMOS input OTA with a PMOS input OTA. The large phase margin of the structure allows it to be used as the front-end gain stage in composite off-chip driver operational amplifiers in which a unity feedback path is closed from output to input. Another important advantage for the wide spectrum of requirements encountered in the custom environment is the fact that the compensation capacitor can be connected to whatever potential is being used as the signal reference, giving good high-frequency power supply rejection. Depending on the application, this can be either supply or a separate ground.

These elements also have great flexibility for use in conjunction with nonlinear feedback elements to perform such functions as peak detectors and comparators. In such applications the compensation capacitor can often be removed completely to maximize the speed of operation. In all applications, the bandwidth and transient response of the block can be improved at the cost of power dissipation and voltage swing by scaling up the bias current using the slave bias approach described earlier.

The MOS amplifiers described above display the broad input offset-voltage distribution typical of MOS differential amplifiers. While switched-capacitor offset cancellation techniques can be used to remove system offsets in many cases, the need often arises for continuous amplifiers with input dc offset voltages which are smaller than those achievable in MOS amplifiers, and also which display the PTAT drift characteristic found in bipolar amplifiers. The latter characteristic is important in bandgap references, for example. This is best satisfied with a bipolar input stage,
and to satisfy this need a precision transconductance amplifier using a combination of lateral and vertical transistors was designed. This cell is then used as an element of more complex blocks such as references and instrumentation amplifiers that require low offset or PTAT drift.

This circuit, which is illustrated in simplified form in Fig. 7, uses the lateral transistor structure previously described by Degrauwe et al. [5]. In a p-well CMOS technology, this device is the lateral n-p-n transistor formed by the source and drain diffusions of an NMOS transistor in a $\mathrm{p}^{-}$well. The well terminal becomes the base and the source and drain diffusions the emitter and the collector.

The drawback of this device is the inevitable presence of the parasitic n-p-n vertical transistor, which has a saturation current from 4 to 20 times larger than the lateral device. To eliminate the effects of this excess current, a biasing scheme was utilized as shown in Fig. 7, which insures that the lateral transistor maintains a well-controlled collector current, and hence transconductance, even in the presence of large variations in lateral-to-vertical current ratio. This is achieved by placing a dummy transistor $Q_{1}$ in a feedback loop, which forces an emitter current $I_{e}$, such that the lateral collector current of $Q_{1}$ is equal to the desired value $I$. The current $I_{e}$ becomes the tail current of the input stage which biases devices $Q_{3}-Q_{5}$. Because of this and assuming that $Q_{1}$ and $Q_{3}-Q_{5}$ are matched, the lateral current of transistors $Q_{3}-Q_{5}$ is approximately given by $I$. Notice that this is independent of the lateral-to-vertical current ratio, and also that this causes the actual tail current of the input stage to vary over a 4or 5 -to-1 ratio while keeping the collector currents constant.


Fig. 7. Simplified schematic of the lateral bipolar input stage. The lateral transistor is shown in cross section at the bottom of the drawing. The gate overlying the lateral base region is tied to the negative power supply.

TABLE II
ota Typical Performance (Room Temperature, $\pm 5$-V SUPPLIES)


Another important factor in the design is that the verti-cal-to-lateral current ratio is a strong function of the collector-emitter voltage $V_{c e}$ of the vertical and lateral devices because of the high Early effect of these transistors. For this reason, the dummy device $Q_{1}$ is biased off the common-mode point of the input stage, so as to keep the $V_{c e}$ 's approximately the same as that of $Q_{3}-Q_{5}$. This is particularly important, for example, in voltage followers where the input common-mode voltage can be quite high. Transistor $Q_{4}$ is used to derive the bias voltages for the cascode n-channel devices, which are used to avoid the degradation in common-mode rejection ratio (CMRR) caused by the poor Early voltage of these bipolar devices. Transistors $Q_{2}$ and $Q_{6}$ are used to decrease the input bias current due to the low beta of the laterals (typically 50 ). The remainder of the amplifier is a folded-cascode second stage in which the p - and n -channel current source devices
have been made large in geometry, interdigitated, and operated at relatively large $V_{d \text { sat }}$ in order to reduce their contribution to input offset voltage. This is also true of the NMOS current sources which bias the input transistors $Q_{2}$ and $Q_{6}$.

Over a large sample of units, the input offset voltage of this amplifier displays a mean value of 0.25 mV , and a standard deviation of 1 mV in a sample taken from many wafers. The typical input bias current is 2 nA . The performance parameters of all three OTA's are summarized in Table II.

For driving off-chip loads and resistive on-chip loads, four class $A B$ unity-gain output stages are provided which are capable of driving from $10 \mathrm{k} \Omega$ down to $300 \Omega$ with full-swing signals, and lower resistive loads with corresponding lower output swing. A complete power operational amplifier can be assembled by combining one of these output stages with one of the amplifiers mentioned above. The configuration used is the conventional com-posite-device common-source class $B$ [4].

Additional building blocks include a one-pin crystal oscillator, a voltage control oscillator (VCO) capable of operating with a center frequency of up to 5 MHz , and two bandgap references with different area-performance trade-offs. The precision reference is oriented toward high-performance applications and is polysilicon fuse trimmable to 0.1 percent with a typical tempco of $20 \mathrm{ppm} / \mathrm{C}$ at room temperature. This cell is described in more detail elsewhere [7]. In addition, the library contains a large number of utility functions such as $5-10-\mathrm{V}$ logic level shifters, analog switches, analog multiplexers, clock generators for switched capacitor filters, and so forth. Finally, these analog cells are supplemented with a conventional family of 75 digital cells which implement most common logic functions.


Fig. 8. Tone signaling chip example. The chip contains 20 operational amplifiers and 5000 gates of digital logic. The die size is $25200 \mathrm{mils}^{2}\left(16.3 \mathrm{~mm}^{2}\right)$.

From a geometric viewpoint, internal cells containing active circuitry are laid out at constant height of $500 \mu \mathrm{~m}$ with standard placement of power supply, ground, and bias lines running along the top and bottom interior of the cells so that these lines are automatically routed when the cells are placed abutting each other. I/O cells such as analog output buffers are configured so that they can lie directly on the chip periphery and incorporate pads. Passive components and random transistor level circuitry are hand placed and interconnected in the areas above and below the assemblages of active cells, although the cell layouts are compatible with the ultimate use of analog place and route packages and block compilers. In a typical application the cells are combined into blocks as just described, and these blocks together with automatically placed and routed digital blocks are assembled and interconnected to compose the complete chip.

## Vi. Higher Level Analog Functional Blocks

More complex functions such as filters and A/D converters are made up from these basic cells together with additional passive and active circuitry. In order to address a wide spectrum of applications, a very large number of the higher level cells is required in order to adequately cover the spectrum of performance at economical die area and cost. Thus the number of cells in a practical library will continually expand over time as the spectrum of applications expand. Initially, the D/A conversion function is provided in this library by a conventional untrimmed current switched segmented $300-\mathrm{ns}$ DAC cell at the 8 -bit level. At the 12 -bit level a self-calibrated cyclic D/A cell is utilized. The details of operation of this cell have been described elsewhere [7]. For the A/D function,
the same algorithmic self-calibrating cell is used at the 12 -bit level, giving a conversion time of $25 \mu \mathrm{~s}$. This cell incorporates both the sample/hold function as well as a programmable gain function. For the 8 -bit level, a two-step flash $1.5-\mu \mathrm{s}$ cell is used with no trimming. These are not fixed-height internal cells but are placed as large blocks in the chip layout and manually interconnected.
Switched-capacitor filters are implemented using internal fixed-height operational amplifier, bias, and clock generator cells together with manual placement and interconnect of capacitor elements. Both single-ended and fully differential filter architectures can be accommodated with this approach.

## A. Example

The application of the cell library described here is illustrated by the chip shown in Fig. 8. This integrated circuit is used for tone signaling on trunk circuits and contains switched-capacitor filters, peak detectors, timers, and so forth for performing precision voice-band tone detection. In addition it provides an audio speech-path filtering function. Various of the cells mentioned above are used on this chip and are indicated in the photograph. Most of the digital cells are concentrated on one side of the die and were manually placed and routed in this case, although automatic place and route has been subsequently used. The analog blocks implemented in the rest of this chip include continuous active $R C$ filters, differential switched-capacitor filters, discrete-time gain blocks, tone detectors, and so forth. Cells included in this die are the master bias, slave bias, differential OTA, single-ended operational amplifiers with resistive drive capability, com-
parators, one-pin crystal oscillator, and a number of smaller cells.

A second example of the application of the cell library is the telephone trunk equalizer, discussed elsewhere in this issue [6], which illustrates the dynamic range capability of the library.
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# A MOS Switched-Capacitor Instrumentation Amplifier 
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#### Abstract

This paper describes a precision switched-capacitor sampleddata instrumentation amplifier using NMOS polysilicon gate technology. It is intended for use as a sample-and-hold amplifier for low level signals in data acquisition systems. The use of double correlated sampling technique achieves high power supply rejection, low dc offset, and low $1 / f$ noise voltage. Matched circuit components in a differential configuration minimize errors from switch channel charge injection. Very high common mode rejection ( 120 dB ) is obtained by a new sampling technique which prevents the common mode signal from entering the amplifier. This amplifier achieves 1 mV typical input cffset voltage, greater than 95 dB PSRR, 0.15 percent gain accuracy, 0.01 percent gain linearity, and an rms input referred noise voltage of $30 \mu \mathrm{~V} /$ input sample.
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## I. Introduction

ANALOG data acquisition systems often need to perform analog-to-digital conversion on signals of very small amplitude or signals superimposed on large common mode components. This problem is traditionally solved by using fixed gain differential amplifier implemented as a stand-alone component in bipolar technology [1], [2]. However, MOS technology is increasingly being utilized to implement monolithic data acquisition systems, either as a stand-alone component or as part of a control-oriented microcomputer or signal processor [3].
A typical data acquisition system generally consists of an input amplifier, sample-and-hold stage, and an A-to-D converter. The amplifier serves to increase the signal level prior to analog-to-digital conversion. Input offset voltage is a key aspect of amplifier performance since it can limit dc system accuracy. In some systems, it is possible to measure and subtract the dc offset, but the equivalent input noise voltage represents a fundamental limit on the resolution of the system.

Reprinted from IEEE J. Solid-State Circuits, vol. SC-17, no. 6, pp. 1008-1013, Dec. 1982.

Also, gain accuracy and gain linearity are critical parameters for instrumentation applications. In some cases, a low-amplitude signal input is superimposed on large common mode components due to electrostatic or electromagnetic induction. This adds a requirement for high common mode rejection. The data acquisition circuit may reside on the same chip as the digital LSI processor; therefore, the ability to reject power supply noise is also very important.
Compared to bipolar devices, MOS transistors display smaller transconductance at a given drain current level. This makes it difficult to achieve large values of voltage gain in a single MOS amplifier stage, and also results in high dc offsets in source coupled pairs. Also, the MOS devices inherently displays much larger $1 / f$ noise than bipolar devices.
This paper describes a switched-capacitor circuit technique for the implementation of the instrumentation amplifier and sample/hold function in MOS technology. Double correlated sampling [4] is used to reduce the circuit dc offset and lowfrequency noise, and a balanced circuit configuration is used to achieve first-order cancellation of switch channel charge injection. A charge redistribution scheme is described in this paper which allows the circuit CMRR to be independent of the op amp CMRR, thus resulting in a very high overall common mode rejection ratio.
In Section II, a circuit approach to implement the sample-and-hold instrumentation amplifier is described. The prototype implementation of this circuit using NMOS technology is depicted in Section III. The switch channel charge injection problems are addressed in Section IV, and the fundamental noise limitation of $k T / C$ noise is also discussed in Section V. Finally, in Section VI, the experimental results of this circuit fabricated using local oxidation NMOS polysilicon gate technology are presented.

## II. Circuit Description

The MOS implementation of the differential double-correlated sampling amplifier is shown in Fig. 1. This circuit consists of a pair of sampling capacitors $C 1, C 2$; gain setting capacitors C3, C4; offset cancellation capacitors C5, C6; and two differential amplifiers $A 1$ and $A 2$ where amplifier $A 1$ is a broad-band low-gain differential preamplifier and $A 2$ is a highgain differential operational amplifier. The input signal is sampled on to the sampling capacitors $C 1, C 2$, and subsequently transferred to the gain setting capacitors $C 3, C 4$ through a sequence of switching operations. The output voltage will be a replica of the input differential signal with a voltage gain defined by the capacitor ratio $C 1 / C 3$ if capacitor $C 1$ matches $C 2$ and $C 3$ matches $C 4$. The circuit is fully differential so that all the switch charge injection and power supply variations are cancelled to the first order.
Operation of the circuit takes place in two phases as illustrated in Fig. 2. In the sample mode, the switches are closed as shown in Fig. 2(a). In this mode, the differential and common mode input voltages appear across both $C 1$ and $C 2$. The difference between the offset voltages $A 1$ and $A 2$ is impressed across $C 5$ and C6. The instantaneous value of the $1 / f$ noise of both amplifiers is also stored. A requirement on this amplifier, $A 1$, is that its gain be low enough so that its output does not saturate on its own offset when the inputs are shorted.
The input signal is sampled and a transition to the hold


Fig. 1. Circuit schematic of differential double-correlated sampling instrumentation amplifier.


Fig. 2. Illustration of the switching sequence of the instrumentation amplifier.
mode is made when clock one goes negative, turning off the input sampling switches and feedback switches. Subsequently, the switches are closed as shown in Fig. 2(b), and the voltage difference between the two inputs is forced to zero. This causes a charge redistribution in capacitors $C 1, C 2, C 3$, and $C 4$, which results in an output voltage which is only proportional to the input difference voltage. Any common mode input voltage will not cause charge redistribution error, even if the capacitors do not match each other exactly. Another requirement of the amplifier $A 1$ is that it must have a high enough bandwidth such that the loop stability is assured in this mode. Differential amplifiers $A 1$ and $A 2$ together must provide enough loop gain to achieve the desired closed-loop gain accuracy.

This circuit has several advantages compared to other techniques. Because the amplifier does not experience any common mode shift, the overall common mode rejection of the circuit is independent of the common mode rejection of the operational amplifier. Because of the balanced nature of this circuit, switch charge injection and clock feedthrough are cancelled to the first order. Because of the equal and opposite voltage excursion on the capacitors, the capacitor nonlinearity is also cancelled to the first order. The sampling bandwidth of this circuit is determined by the $R C$ time constant of the input switch and capacitor, which is usually much faster than the settling time of an operational amplifier. The gain is set by capacitor ratios, which has good initial accuracy [5], very good temperature stability, and is trimmable. Both the $1 / f$ noise and the dc offsets are reduced by the use of double correlated sampling; and as a result of this fact and the balanced nature of the circuit, the power supply rejection is also very high.

The overall performance of the circuit is limited by the mismatch of charge injection from the input switches. In this switched-capacitor instrumentation amplifier circuit, cancellation of switch channel charge injection is guaranteed by the


Fig. 3. Experimental implementation of a programmable single-ended output instrumentation amplifier.


Fig. 4. Circuit schematic of single-ended NMOS operational amplifier.
symmetry of the circuit, and the offset becomes limited primarily by the mismatches of the switch charge injection. The mismatch in the switch channel charge is determined by mismatches in device parameters such as threshold voltage, channel geometry, and so forth. Experimental results to be presented later indicate that for the particular technology used here, the channel charge mismatch in an $8 \mu \mathrm{~m}$ MOS device is typically on the order of one percent.

## III. Experimental Implementation of SwitchedCapacitor Instrumentation Amplifier

Precision preamplifiers may be required to provide voltage gains from less than 10 to over 1000. The use of a single stage to obtain very large values of voltage gain requires operational amplifiers with very large open-loop gain, and also very large capacitor ratios. In NMOS technology, the voltage gain achievable in operational amplifiers is often limited, and as a result, it is more desirable to use a relatively small value of closed-loop gain. High values of overall closed-loop gain can be achieved by either cascading multiple stages, as shown in Fig. 3, or by using a single stage in a recirculating mode [6]. In the example described here, a fixed gain of ten is used. Another problem is the fact that many A-to-D converters require a single-ended input voltage. Thus, a single-ended output referenced to ground must be produced. This can be achieved as shown in Fig. 3 where the first stage of amplification is realized in a fully differential mode, and the last stage uses a single-ended output operational amplifier to generate a single-ended output voltage.

## Operational Amplifier Design

The broad-band low-gain differential preamplifier used in this system is a single differential pair with enhancement load devices. The single-ended output operational amplifier shown in Fig. 4 is a conventional NMOS operational amplifier design [7]. Transistors M1-M5, M20-M23, and M24-M29 are the


Fig. 5. Circuit schematic of differential NMOS operational amplifier.
input, gain, and output stages, respectively. $C 1$ and $C 2$ are feedthrough capacitors, and C3 is the Miller compensation capacitor. Transistor $M C$ is a depletion mode resistor for right half-plane zero compensation. The dc bias points of this op amp are set by the replica bias circuit composed of transistors M6-M17 [8]. The output stage has the ability to drive a large capacitive load without severely degrading the loop phase margin. This op amp realizes a voltage gain of about 1500 with output voltage swing of about $6.5 \mathrm{~V}( \pm 7.5 \mathrm{~V}$ supply $)$.
A schematic of the fully differential operational amplifier is shown in Fig. 5. Two differential stages are used to achieve a voltage gain of 1500 . Common mode feedback is used in these two stages to stabilize the dc bias condition. The output stages are simple source followers, and the capacitors and depletion device resistors are utilized for frequency compensation. Since this op amp is to be used only in the early stages of amplification where the signal swing is small, the output of this amplifier is required to develop a differential voltage of less than 1 V .

## IV. MOS Switch-Induced Errors

MOS switches introduce a significant amount of error due to clock voltage feedthrough through the gate-source, gatedrain overlap capacitance and the channel charge stored in the MOSFET device. As shown in Fig. 6, the MOS switch is connected to a sampling capacitor which is charged to the input voltage level. When the MOS switch is turned off, the amount of channel charge injected into the sampling capacitor represents an error source as a result of the sudden release of the charge under the MOS gate. The amount of channel charge that flows into the sampling capacitor as opposed to the amount that flows back to the input terminal is a complex function of the gate voltage fall time, input impedance level, and the size of the sampling capacitor [9]. For a typical switch size of $8 \times 8 \mu \mathrm{~m}$ and a sampling capacitor of 5 pF , for example, a 5 V gate overdrive will introduce an error on the order of 20 mV if half of the channel charge flows into the sampling capacitor.

One approach to the reduction of this type of error is the use of large external capacitors [10], [11]. However, the added complexity and the decreased circuit operating speed due to the large external capacitors would limit the usefulness of the circuit as a subsystem of a VLSI processor. A second approach is to use an on-chip capacitor with a dummy switch, as shown in Fig. 7(a), to cancel the charge from the main switch. Unfortunately, all of the channel charge in the dummy switch flows onto the sampling capacitor, while only a fraction of that from the main switch does. As mentioned above, this fraction is a function of gate waveform and source impedance. Another approach is to use dummy switches in combination


Fig. 6. Clock feedthrough and channel charge injection of an MOS switch.

(a)

Fig. 7. Illustration of several switch channel charge cancellation techniques.


Fig. 8. Differential switch charge cancellation with dummy capacitors.
with dummy capacitors [12] as shown in Fig. 7(b). This configuration assures by symmetry that exactly one half of the channel charge will flow into the sampling capacitor. Thus, the dummy switch with one half the size of the input switch can guarantee the exact cancellation of the channel charge injection and the clock feedthrough problems. This technique works well when the source impedance, clock frequency, and fall time are all well controlled. However, when the signal is driven from an external source whose impedance level is low, the effect of the dummy capacitor on the channel charge cancellation is reduced and becomes a function of the source impedance.

The differential sampling configuration shown in Fig. 7(c) uses two matched switches and capacitors to sample the differential signal. The channel charge injection will introduce the same error voltage on these two sampling capacitors, thus giving no differential error in the sampled values. Although the differential input voltage introduces a dif:erence of channel charge in the two matched switches, this error term is proportional to the input differential voltage, and can be considered as a gain error. One drawback in the configuration shown in Fig. 7(c) is that the channel charge cancellation relies on the matching of the two differential input impedances. However, the effects of source impedance mismatch can be reduced by the inclusion of additional dummy capacitors as shown in Fig. 8 [9].

## V. Noise Performance

A key aspect of the performance of the circuit is the noise introduced into the signal path by the circuit, which in this case results from two principal sources, the $1 / f$ noise in the operational amplifiers and the thermal noise in the channel resistance of the MOS switches making up the circuit.

An inherent aspect of the offset cancellation technique used is the fact that the noise contribution from the operational amplifier on any sample is the difference between the instantaneous input-referred noise voltage at the time when the input voltage is sampled and when the op amp output is sampled. For the case of the $1 / f$ noise, since the noise energy is concentrated at low frequency, the successive samples of the input-referred noise are highly correlated. The noise spectrum which results from this correlated sampling process has been treated analytically elsewhere [13]. Assuming that all of the $1 / f$ noise energy is concentrated below the sampling frequency, the spectrum of the noise added to the signal path has the form

$$
\begin{equation*}
=S(w) *\left\{1+|\operatorname{sinc}(w T / 2)|^{2}-2 * \operatorname{sinc}(w T / 2) * \cos (w T)\right\} \tag{eq}
\end{equation*}
$$

where $S(w)$ is the spectral density of the original input-referred $1 / f$ noise and $T$ is the sampling period. In the case of the amplifier described here where the sampling rate is in the 200 kHz range and the $1 / f$ noise corner frequency is in the 10 kHz range, this reduction in noise contribution at low frequencies is enough such that the other noise source, $k T / C$ noise, is dominant.

The fundamental limitation on the noise performance of the circuit results from thermal noise in the MOS switches. When the switches are on in the sampling mode, a low-pass filter is formed by the channel resistance of the switch and the sampling capacitor which band limits this noise. The resulting mean-square noise voltage appearing across the capacitor is $k T / C$. When the switch is opened, this noise is sampled, with the result that each sample of the incoming signal has a noise sample added to it. The amplitude distribution of these noise samples is Gaussian with a standard deviation of the square root of $k T / C \mathrm{~V}$. For example, for a 10 pF sampling capacitor, this standard deviation is $25 \mu \mathrm{~V}$ at room temperature.

A frequent application of an amplifier of this type would be in a signal processing system in which it samples an input signal periodically, after which the samples are processed to form an output sequence which is subsequently converted to analog form with a DAC and sample/hold and smoothed with a reconstruction filter which passes output spectral components up to one half the sampling rate. For this case, it can be shown that the contribution of the $k T / C$ noise is equivalent to that of a continuous time white noise source at the input with a spectral density of $2 k T / f C$ where $f$ is the sampling frequency. Again, assuming a 10 pF capacitor and a 200 kHz sampling rate, the equivalent input noise spectral density would be $65 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ or equivalent to the noise in a $250 \mathrm{k} \Omega$ resistor. The noise behavior of the amplifier is very similar to that of a switched-capacitor integrator with a 10 pF sampling capacitor. Increasing the sampling rate decreases the input noise density, but the total noise energy below the sampling frequency remains constant.

## VI. Experimental Results

Experimental circuits for the fully differential stage and single-ended output stage were designed and fabricated using


Fig. 9. Die photo of a fully differential instrumentation amplifier gain block.


Fig. 10. Measured circuit output waveform.
a local oxidation polysilicon gate NMOS process with depletion load. The minimum geometry used in these circuits was $7 \mu \mathrm{~m}$. The input sampling capacitors were 10 pF each, feedback capacitors were 1 pF , and the DCS capacitors were 3 pF .
A die photo of the switched-capacitor amplifier with differential output stage is shown in Fig. 9. The top part of the die photo contains the matched capacitor arrays; the bottom part contains the differential amplifier. The symmetrical layout of the circuit is crucial to the matching of circuit components. The die area of this circuit is 2500 mils $^{2}$.
In Fig. 10(a), the output waveform is shown with a 1 kHz sinusoidal input signal. The staircase-shaped waveform is the result of the sample-and-hold operation. Shown in Fig. 10(b) is the output waveform with a square-wave input signal. The output is reset to its own offset value during the sample mode when clock 1 is high, and generates an amplified input sample during the hold mode when clock 2 goes high.
The experimentally observed input offset voltage and common mode rejection ratio are shown in Fig. 11 for five typical samples of the circuit as a function of source resistance. For small values of source resistance, the average value of the input


Fig. 11. Experimentally measured $V_{o s}$ and CMRR as a function of source resistance value.


Fig. 12. Experimentally measured gain nonlinearity.

TABLE I
Summary of Experimental Results; $25^{\circ} \mathrm{C}$ (15 Samples)

| Gain accuracy $(G=10)$ <br> average value <br> standard deviation | 0.15 percent |
| :--- | :--- |
| Input offset voltage | 0.03 percent |
| average value | 1 mV |
| standard deviation | 0.5 mV |
| Input offset drift <br> Gain linearity | $2 \mu \mathrm{~V} / \mathrm{C}$ |
| Common mode rejection | 0.01 percent |
| dc | 120 dB |
| 10 kHz | 95 dB |
| Power supply rejection |  |
| dc | $>95 \mathrm{~dB}$ |
| 1 kHz | $>95 \mathrm{~dB}$ |
| Equivalent input noise | $65 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |
| $\quad$ (200 kHz sampling freq.) | $+4 \mathrm{~V},-6 \mathrm{~V}$ |
| Input voltage range <br> Power supply <br> Power dissipation | $+7.5 \mathrm{~V},-7.5 \mathrm{~V}$ |

offset voltage is 1 mV ; this actually results from a layoutinduced systematic offset in the amplifier offset cancellation circuit and not from charge injection in the input switches. The spread of this offset is about $500 \mu \mathrm{~V}$, which increases at high values of source resistance because the percentage of the channel charge injected into the sampling capacitors increases [9]. The CMRR at low values of source resistance is about 120 dB . This is also degraded at high values of source resistance for the same reason as the offset voltage. The CMRR and PSRR of this circuit were measured using a spectrum analyzer. A large single frequency sinusoidal signal was applied to the common mode input and connected in series with the power supply, respectively, and the magnitude of the output component was measured.
Fig. 12 illustrates the typical gain nonlinearity observed for the device. This nonlinearity results primarily from the nonlinear open-loop characteristic of the operational amplifier. The peak deviation from linear behavior is about 0.012 percent of full scale at plus and minus 3 V output swing. Table I
shows a summary of the data measured at room temperature for power supply voltages of plus and minus 7.5 V .

## VII. Conclusion

This paper has described one approach to the implementation of the instrumentation amplifier/sample-hold function in MOS technology. The performance levels achieved are generally somewhat inferior to recently reported bipolar instrumentation amplifiers. The significance of the results achieved is that the compatibility with MOS technology allows a higher level of integration in the analog data acquisition interface with the digital interfacing and/or processing circuitry without adding to the complexity of basic digital MOS technologies. The experimental amplifier described in this paper was implemented in NMOS technology, but it appears that a CMOS implementation could achieve significantly higher operating speed because of the higher available gain per stage and the resulting improvement in operational amplifier gain and bandwidth.
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## A Micropower CMOS-Instrumentation Amplifier

## M. DEGRAUWE, E. VITTOZ, MEMBER, IEEE, and I. VERBAUWHEDE


#### Abstract

A CMOS switched capacitor instrumentation amplifier is presented. Offset is reduced by an auto-zero technique and effects due to charge injection are attenuated by a special amplifier configuration. The circuit which is realized in a $4-\mu \mathrm{m}$ double poly process has an offset ( $\sigma$ ) of $370 \mu \mathrm{~V}$, an rms input referred integrated noise ( $0.5-f_{c} / 2$ ) of $79 \mu \mathrm{~V}$, and consumes only $21 \mu \mathrm{~W}\left(f_{c}=8 \mathrm{kHz}, V_{D D}=3 \mathrm{~V}\right)$.


## I. Introduction

For the realization of intelligent sensors an instrumentation amplifier is very often required in order to detect small differential signals in the presence of a large common mode signal. Such amplifiers should have very low offset and $1 / f$ noise, large CMRR, and especially for biomedical applications consume as less as possible current and be able to operate at a low supply voltage.
First an offset cancellation technique will be presented. Further the amplifier realization will be discussed and experimental results will be given.

## II. Auto-Zero Realizations

Offset cancellation by means of auto-zero techniques can be implemented in different ways [1]. Up to now basically two approaches are used.

The first method (see Fig. 1(a)) consists of storing the offset information at the input of the amplifier. Ideally the stored information will be equal to the offset value. However due to charge injection of the switch $S_{1}$, this value will be significantly changed resulting in a degraded offset cancellation.
A second method (see Fig. 1(b)) [2] consists of storing the offset information at the output of the first amplifier stage. In practice the stored offset information will be about 100 times the offset value. Therefore, the charge injection of the switches $S_{1}-S_{2}$ will not significantly degrade the offset cancellation. However the need of a two-stage amplifier gives rise to potential stability problems, degraded noise, and PSRR performances [3].
In this correspondence an alternative auto-zero topology is presented (Fig. 1(c)) [5], [8].

AMP is an ordinary amplifier with gain $A_{1}$ (between node 1 and output) and offset $V_{\text {off1 }}$. An auxiliary input (node 2 ) of reduced sensitivity (gain $A_{2}$ ) is added to the main amplifier. It is controlled by a compensation voltage $V_{2}$ stored in capacitor $C_{s}$. The buffer is added to speed up the compensation phase.
The compensation works as follows. During time slot " $a$ ", the input signal is sampled. In the same time the input terminals of the main amplifier are short-circuited. This amplifier will thus amplify its own offset. However, due to the feedback path through the auxiliary input, the output voltage will be stabilized and across the store capacitor $C_{s}$ there
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Fig. 1. Auto-zero techniques. (a) Information stored at the input. (b) Information stored after a first gain stage. (c) Information stored at a low sensitive auxiliary input.
will be a voltage equal to

$$
\begin{equation*}
V_{2}=\frac{-A_{1} V_{\text {ofr }}}{1+A_{2}} \tag{1}
\end{equation*}
$$

At the beginning of time slot " $b$ ", the switches " 3 " are opened and a charge is injected at node 1 . This causes an additional offset $\Delta V_{1}$. The feedback mechanism is however still active and the voltage across $C_{s}$ is now given by

$$
\begin{equation*}
V_{2}=\frac{-A_{1}\left(V_{\mathrm{off}}+\Delta V_{1}\right)}{1+A_{2}} . \tag{2}
\end{equation*}
$$

At the end of time slot " $b$ " the switch " 1 " opens and causes charge injection ( $\Delta V_{2}$ ) at the node 2 . The voltage at this node is now given by

$$
\begin{equation*}
V_{2}=\frac{-A_{1}\left(V_{\text {ofrl }}+\Delta V_{1}\right)}{1+A_{2}}+\Delta V_{2} \tag{3}
\end{equation*}
$$

At the output node appears then a voltage equal to

$$
\begin{equation*}
V_{\mathrm{out}}=-A_{1} \cdot\left(\frac{\left(V_{\mathrm{ofr} 1}+\Delta V_{1}\right)}{1+A_{2}}+\Delta V_{2} \cdot \frac{A_{2}}{A_{1}}\right) \tag{4}
\end{equation*}
$$

which corresponds to an equivalent input which is $A_{1}$ times smaller.
Finally during the time slot " $c$ " the charge stored on the capacitor $\alpha C$ (sample of the input signal) is transferred to the integration capacitor.

The equivalent offset of the whole amplifier contains thus two residual parts
the sum of the initial offset and the charge injection at node 1 which both are attenuated by a factor ( $1+A_{2}$ ); and
the charge injection at node 2 which is attenuated by a factor $A_{1} / A_{2}$.
The optimal value of the gain of the auxililary input is obtained by differentiation of (4)

$$
\begin{equation*}
A_{2}=\left(\frac{\left(V_{\mathrm{ofl}}+\Delta V_{1}\right) A_{1}}{\Delta V_{2}}\right)^{1 / 2}-1 \tag{5}
\end{equation*}
$$



Fig. 2. Amplifier with auxiliary input. (a) Two parallel input stages. (b) Degenerated current mirror.
and results in a residual offset of

$$
\begin{equation*}
V_{\text {off }}=2 \cdot\left(\frac{\left(V_{\text {offl }}+\Delta V_{1}\right) \cdot \Delta V_{2}}{A_{1}}\right)^{1 / 2} \tag{6}
\end{equation*}
$$

The choice of $A_{1}$ and $A_{2}$ has to be so that the amplifier never saturate. Therefore the method will result in a smaller achievable residual offset for larger supply voltages. Further, it can be shown that the offset of the auxiliary amplifier can be neglected, provided it is of the same order of magnitude as the input offset.
From (5) it is seen that the optimum value of the auxiliary input depends on the initial offset of the main amplifier and on the clock injection on nodes 1 and 2. For small values of ( $V_{\text {off }}+\Delta V_{1}$ ), the gain $A_{2}$ should be small and for large ( $V_{\text {off }}+\Delta V_{1}$ ), the gain $A_{2}$ should be larger. For optimum compensation, the gain $A_{2}$ should thus not be constant. Recently it has been shown that a quadratic auxiliary input results in a better offset reduction [4].
If a fixed gain $A_{2}$ is used, this gain should be optimized for the largest expected values of the initial offset and of the clock feedthrough.

## iII. Circuit Configuration and Experimental Results

There are several ways to add an auxiliary input at a conventional amplifier. A first method consists of using two parallel input stages (Fig. 2(a)). The ratio of the gain $A_{1} / A_{2}$ will be determined by the ratio of the transconductances of the two input stages. The bias current $I_{p 2}$ can however not be chosen arbitrary small. Due to the offset voltage $V_{\text {off1 }}$, the current $I_{1}$ and $I_{2}$ can deviate as much as 10 percent of their ideal value. Therefore, the current $I_{p 2}$ should be at least 10 percent of $I_{p 1}$. Large $A_{1} / A_{2}$ can thus only be achieved by operating transistors $M_{3}-M_{4}$ much deeper in strong inversion than transistors $M_{1}-M_{2}$. This will however result in a large voltage drop across $M_{3}-M_{4}$ which can be unacceptable for low-voltage battery operation.
An alternative method consists of degrading a current mirror ratio by inserting transistors operating in the linear region (Fig. 2(b)) [6], [7]. In this case the second input is realized with no additional current consumption. However, the gain $A_{1} / A_{2}$ will now depend on the supply voltage which will result in a reduced PSRR. For battery operation, the specifications for the PSRR can however be somewhat relaxed.

An SC instrumentation amplifier was developed according to the principles of Figs. 1(c) and 2(b). The circuit was realized in a differential way in order to further improve the performances [2].

The amplifier realization is shown in Fig. 3 (sampling and integrating capacitors are not shown). The main amplifier $M_{1}-M_{15}$ is a differential transconductance amplifier whose input stage has a low gain. The secondary inputs are realized by adding four transistors to the main amplifier


Fig. 3. Realized amplifier.


Fig. 4. Chip photograph.

TABLE I
Measurement Results

| Gain ( $\sim^{\sim} / \mathrm{C} / \mathrm{C}$ ) | 20 dB |
| :---: | :---: |
| Max. clock frequency | 8 kHz |
| $\left(C_{L}=22 \mathrm{pF}\right)$ |  |
| Offset (at 8 kHz ) $\left\{\begin{array}{l}\overline{\mathrm{x}} \\ \sigma\end{array}\right.$ | $\begin{array}{r} 90 \mu \mathrm{~V} \\ 370 \mu \mathrm{~V} \end{array}$ |
| Equivalent input noise ( $0.5 \mathrm{Hz-4} \mathrm{kHz}$ ) <br> No $1 / f$ noise was observed above 0.5 Hz <br> (= under limit of measurement equipment) |  |
|  |  |
| CMRR | $=95 \mathrm{~dB}$ |
| Current consumption | $7 \mu \mathrm{~A}$ |
| PSRR ${ }^{-}$(at DC). | 54 dB |
| PSRR ${ }^{+}$(at DC) | 66 dB |

( $M_{16}-M_{19}$ ). Those tratusistors who operate in the linear region can modulate the current ratio of two current mirrors. The buffer stages are simple source followers ( $M_{20}-M_{23}$ ).

The circuit has been realized in a $4-\mu \mathrm{m}$ double poly CMOS process. A chip photograph is shown in Fig. 4. The total chip area is $640 \mu \mathrm{~m} \times 700$ $\mu \mathrm{m}$ ( $=0.45 \mathrm{~mm}^{2}$ ).

The most important measurement results are given in Table I. The standard deviation of the of set is $370 \mu \mathrm{~V}$. Further reduction of the offset can be obtained by combining the offset cancellation technique of Fig. 1(a) and (c).

Recently the presented circuit has been redesigned in a $3-\mu \mathrm{m}$ technology [9]. Measurement results of this circuit will be reported very soon [10].

## IV. Conclusions

A micropower instrumentation amplifier has been presented which has a typical offset of $370 \mu \mathrm{~V}$ and consumes only $21 \mu \mathrm{~W}$. The performances
are achieved by the use of a new offset cancellation technique in which the effects of charge injection are attenuated. For larger supply voltages ( $\cong 10 \mathrm{~V}$ ) residual offsets of less than $50 \mu \mathrm{~V}$ are obtainable with the presented technique.
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# A Precision Variable-Supply CMOS Comparator 

DAVID J. ALLSTOT, MEMBER, IEEE


#### Abstract

Several new techniques are presented for the design of precision CMOS voltage comparator circuits which operate over a wide range of supply voltages. Since most monolithic A/D converter systems contain an on-chip voltage reference, techniques have been developed to replicate the reference voltage in order to provide stable supplyindependent dc bias voltages, and controlled internal voltage swings for the comparator. These techniques are necessary in order to eliminate harmful bootstrapping effects which can potentially occur in all accoupled MOS analog circuits. An actively controlled biasing scheme has been developed to allow for differentially autozeroing the comparator for applications in differential A/D converter systems. A general approach for selecting the gain in ac-coupled gain stages is also presented. The comparator circuit has been implemented in a standard metal-gate CMOS process. The measured comparator resolution is less than 1 mV , and the allowable supply voltages range from 3.5 to 10 V .


## I. Introduction

MOS switched capacitor analog circuits [1] have evolved rapidly during the past several years, with particular emphasis on industrial and telephony applications. As the power supplies in these applications are both fixed and relatively large (typically 10 V ), depletion-load NMOS and CMOS have emerged as viable technologies, although CMOS is gaining wider acceptance because of its superior analog performance capabilities. This technology trend will continue as these techniques are used in new applications such as consumer and medical electronics where operation with both small supply voltages and large supply voltage compliances are required for batterypowered systems. Additionally, more process- and supply-in-

[^13]dependent design techniques will be needed for the analogdigital interfaces in the lower voltage digital VLSI technologies.
In this paper, some of these issues are addressed with new design techniques for a precision, variable-supply CMOS comparator. This particular comparator is used in the switched capacitor A/D section [2]-[3] of a through-the-lens autofocusing system for SLR cameras [4]. It is designed to operate with total supply voltages ranging from 3.5 to 10 V , with a nominal quiescent current of $500 \mu \mathrm{~A}$. It is capable of resolving a 1 mV peak input signal in about $12 \mu \mathrm{~s}$, although for this application, it was only required to resolve a 4 mV peak signal with a typical switching time of about $3 \mu \mathrm{~s}$ with a 10 V power supply. Differential structures are used extensively to minimize the effects of power supply coupling and to reduce the inputreferred offset voltage due to switch feedthrough effects. Replication of the on-chip reference voltage as well as controlled biasing techniques are used to generate stable, supply-independent dc bias voltages for the comparator.

## II. Selection of Comparator Topology

The most basic issue in selecting a comparator topology is to determine the minimum required gain. In this design, in order to obtain a 10 V logic swing with a $500 \mu \mathrm{~V}$ peak input signal, a minimum gain of 20000 is necessary, which obviously requires multiple gain stages. There are several key issues involved in selecting both the number of gain stages, as well as the partitioning of the total gain relative to the placement of the interstage coupling capacitor(s). These considerations are illustrated in the following examples.

An obvious comparator topology is a conventional two-stage differential amplifier as shown in Fig. 1(a). It is initially configured in unity gain through a p-channel reset switch with the


Fig. 1. Possible comparator topologies with offset cancellation. (a) A conventional two-stage differential amplifier which is periodically connected in unity gain. (b) A cascade of $n$ self-biased inverters which are periodically reset using (c) $n$ overlapping clock phases.
intent of storing the input-referred offset voltage on the common top plate of the A/D capacitor array where it is effectively subtracted during the $\mathrm{A} / \mathrm{D}$ conversion process. This technique works well for removing the input offset voltage contribution of the amplifier itself. However, the clock-feedthrough [2]-[3] and channel charge-pumping [5] effects of the reset switch contribute a residual offset charge which is not completely eliminated, even with the use of a charge cancellation device as shown in the figure. Furthermore, the accuracy of the charge cancellation is strongly dependent on the supply voltage (clock swing) which is not constant in this application. Thus, in attempting to reduce the input offset voltage due to the residual feedthrough charge $V_{o s}=Q_{f t} / C_{\text {array }}$, the array capacitance may be increased. Unfortunately, to maintain an equivalent time constant for charging the larger capacitor array, the size ( $W / L$ ) of the reset and cancellation switches must also be increased, which results in a larger residual feedthrough offset charge, and hence, little or no effective decrease in the input-referred feedthrough offset voltage. Furthermore, the two-stage amplifier is usually pole-split frequency compensated for unity gain, which results in both limited switching speed because of slewing the compensation capacitance and poor high-frequency PSRR due to $V_{d d}$ variations coupling directly to the amplifier output through the compensation capacitor.
Another commonly used comparator configuration is a cascade of ac coupled self-biased inverters [6] as shown in Fig. 1(b) where, for $n$ gain stages, $n$ overlapping reset signals are required [Fig. 1(c)]. By staggering the reset signals in time, only the feedthrough offset associated with the last clock phase contributes directly to the input offset voltage of the comparator as

$$
\begin{equation*}
V_{o s}=\frac{V_{f t_{3}}}{A_{1} A_{2}} \tag{1}
\end{equation*}
$$

All other offset terms are stored on the coupling capacitors.


Fig. 2. Differential comparator topology. (a) A simplified block diagram of a three-stage design using only a single set of coupling capacitors as a result of the differentially reset second stage. (b) A more detailed block diagram of the actual implementation showing the partitioning of the five amplifiers relative to the coupling/reset network.

Obviously, the input-referred offset voltage can be made very small if the dc gain preceding the last stage, $A_{1} A_{2}$, is made large. Unfortunately, $V_{f t_{1}}$ and $V_{f t_{2}}$ are indirectly very important since the dc output voltages of the first two stages are $A_{1} V_{f t_{1}}$ and $A_{2} V_{f_{t_{2}}}$ ( $A_{i}$ is the dc gain of the $i$ th stage), respectively, which can result in saturated gain stages for even modest dc gains considering the relatively large changes in the $V_{f t}$ 's due to processing and power supply variations. Hence, the gain per stage must be kept small to avoid saturation, which results in a large number of gain stages for precision applications. Due to the use of single-ended amplifiers, another major disadvantage of the inverter cascade is its poor power-supply rejection which can limit the minimum resolvable signal to several millivolts in systems where a large amount of digital circuitry is contributing to power supply noise.
In order to circumvent these problems, as well as new problems which arise as a result of the variable-supply requirement (to be described later), a fully differential topology of the type shown in Fig. 2(a) is desirable. As in the single-ended case, the value of $A_{1}$ must be chosen sufficiently small to ensure that $V_{f t_{1}}$ does not saturate the first stage. However, because of the differential outputs, $A_{1}$ can be chosen twice as large as in the single-ended case for the same degree of output saturation. The input-referred offset voltage for this circuit is given by

$$
\begin{equation*}
V_{o s}=\frac{\Delta V_{f t_{2}}}{A_{1}}+\frac{V_{o s_{3}}}{A_{1} A_{2}} \tag{2}
\end{equation*}
$$

where $\Delta V_{\mathrm{ft}_{2}}$ is the difference in clock feedthrough voltages at the second stage inputs. In other words, the common-mode feedthrough charge terms are eliminated, with only the differential feedthrough referred to the input of the comparator. Although $V_{\mathrm{ft}_{2}}$ is large and varies widely with supply voltage and process changes, $\Delta V_{f_{2}}$ is much smaller due to the matching and tracking between the $V_{f t}$ 's for the two sides. Furthermore, the degree of saturation at the output of the second stage depends on $A_{2} \Delta V_{f_{2}}$, implying that for the same degree
of output saturation, the second-stage gain can be significantly increased relative to the single-ended design. Hence, by using the differential resetting and charge cancellation techniques, a precision design (small $V_{o s}$ ) is obtained with only a single stage of ac coupling. Because the common-mode feedthrough terms are eliminated, the coupling capacitance can be reduced, which is beneficial in higher speed designs. (It should be noted that although the common-mode feedthrough terms do not contribute to the input offset voltage of the comparator, charge cancellation devices should still be included to ensure that the changes in the common-mode dc bias voltages as a result of the switching transients are small.) A more detailed block diagram showing that the three stages actually consist of five amplifiers is shown in Fig. 2(b).
The next section focuses on dc-biasing ac-coupled comparator circuits which is, in general, a very critical issue with variable power supplies.

## III. DC Biasing Considerations

DC biasing of the second gain stage will first be considered in order to explain a rather subtle bootstrapping effect which can occur in any comparator with ac coupling, but which is much more likely to occur when the power supplies vary widely as in this application. Fig. 3 shows a simplified schematic of the second gain stage including the resetting and ac coupling networks. For reasons to be explained later, this stage is designed so that the dc bias voltage between $V_{d d}$ and the n-channel inputs during the reset time approximately equals the reference voltage $V_{\text {ref }}$. (Note that this could be achieved by simply shorting the gates of the n-channel inputs directly to $V_{\text {ref }}$. However, in order to remove the second-stage offset, this approach requires another set of coupling capacitors with yet another relatively low gain stage.) When the switches are open, $C_{\text {in }}$ represents the input capacitance of the second gain stage with $C_{s}$ as the ac coupling capacitance. Thus, for a voltage change of $\Delta V_{x}$ at node $\otimes$, the voltage change at node (Y) is

$$
\begin{equation*}
\Delta V_{y}=\Delta V_{x} C_{s} /\left(C_{s}+C_{\mathrm{in}}\right) \tag{3}
\end{equation*}
$$

Usually, by design, $C_{s} \gg C_{\mathrm{in}}$, and therefore, $\Delta V_{y} \cong \Delta V_{x}$. Assuming p-channel reset switches, there exists a parasitic diode (Fig. 3) from node (Y) to $V_{d d}$, namely, the drain-bulk diode of the p-channel switch. For a large positive voltage swing $\Delta V_{y}>V_{\text {ref }}$, node $Y$ is bootstrapped above $V_{d d}$, and the diode becomes forward biased, resulting in a parasitic substrate current $I_{\text {sub }}$ which has the deleterious effect of removing charge from $C_{s}$. Since this effect occurs for a range of intermediate to maximum input signals, it results in a gain change (nonlinearity) in the A/D converter transfer characteristic. Hence, another basic requirement in dc biasing the comparator is to ensure that the bias points and positive internal signal swings are well controlled to prevent this bootstrapping effect from occurring.
In biasing the comparator (as well as other analog circuitry), significant advantage can be taken of the on-chip voltage reference. For example, Fig. 4 shows a simplified schematic of the $\Delta V_{t}$ reference [7]-[8] with resistive trim circuitry as used in this design. By forming the reference voltage relative to $V_{d d}$,


Fig. 3. A simplified schematic of the capacitive network coupling into the second gain stage ( $a_{2 a}$ ) showing the critical parasitic diodes which can conduct current if node $\left(\mathcal{Y}\right.$ is bootstrapped above $V_{d d}$.


Fig. 4. A simplified schematic of the delta- $V_{t}$ voltage reference with resistor trim network. An additional p-channel source follower replicates $V_{\text {ref }}$ across $R_{\text {ref }}$ to generate the bias voltage for other analog circuitry including the comparator.
with careful layout, and by also referencing the input signal(s) to $V_{d d}$, the substrate noise appears as a common-mode signal and is substantially rejected. In this design, the reference voltage was trimmed to $V_{\text {ref }}=2.048 \mathrm{~V}$. The measured temperature coefficient of $V_{\text {ref }}$ was less than $100 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$, and the measured dc PSRR was better than 55 dB [9]. In order to exploit these characteristics, circuit techniques were developed which replicated $V_{\text {ref }}$ to produce stable supply-independent dc bias voltages for the comparator. Thus, a p-channel source follower was added to the basic reference to replicate $V_{\text {ref }}$ across the p-well resistor $R_{\text {ref }}$, resulting in a current $I_{\text {ref }}=V_{\text {ref }} / R_{\text {ref }}$, which subsequently flows into the n-channel current mirror to generate the basic bias voltage $V_{\text {bias }}$. (Note that for biasing analog circuitry which is remote from the reference, it is preferable to supply a current bias since it is less susceptible to the substrate noise coupled through the interconnect stray capacitance.) Although $V_{\text {ref }}$ is constant, $I_{\text {ref }}$ varies by $\pm 50$ percent due to changes in the p-well resistivity over processing and temperature ( $6400 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$ ).
A schematic of the two differential gain stages [labeled 1a and 1 b in Fig. 2(b)] preceding the coupling capacitors is shown in


Fig. 5. Comparator input stage consisting of a cascade of two differential amplifiers with the resistive loads used in the second gain stage to replicate the reference voltage. This technique produces supply-independent dc bias voltages and controlled supply-independent output swings for the critical stages of the comparator.

Fig. 5 with all bias currents indicated relative to $I_{\text {ref }}$. Rather than conventional active loads, p -well resistive loads are used in this design to achieve replication of $V_{\text {ref. }}{ }^{1}$ In particular,

$$
\begin{equation*}
V_{R_{5}}=V_{R_{6}}=2 I_{\text {ref }} R_{5}=2 V_{\text {ref }}\left(R_{5} / R_{\text {ref }}\right) \tag{4}
\end{equation*}
$$

which generates a very reproducible fraction of $V_{\text {ref }}$ since it is determined by a resistor ratio. In addition to providing a known bias voltage, the maximum positive output swing of the first stage is now well controlled at a value of

$$
\begin{equation*}
\Delta V_{x}(\max )=2 I_{\mathrm{ref}} R_{5}=2 V_{\mathrm{ref}}\left(R_{5} / R_{\mathrm{ref}}\right) \tag{5}
\end{equation*}
$$

where ( $R_{5} / R_{\text {ref }}$ ) is chosen to eliminate bootstrapping, i.e., $\Delta V_{x}(\max )=V_{\text {ref }}$ in this design. (Negative output swings are of no direct concern since bootstrapping can occur only on large positive output swings.)
Note that to a first order, the first-stage bias voltage and output swing are independent of $V_{d d}$. However, the voltage coefficient of the p-well resistors introduces a second-order $V_{d d}$ dependence since the voltage across $R_{\text {ref }}$ is constant ( $V_{\text {ref }}$ ) with respect to the substrate $V_{d d}$, while the voltage across $R_{5}$ relative to the substrate increases directly with $V_{d d}$. Experimentally, $V_{R_{s}}$ varied by about 100 mV as $V_{d d}$ was changed from 4 to 8 V .
The source follower $M 8-M 9$ produces a replicated dc bias voltage ( $V_{G S_{1}}=V_{G S_{2}}=V_{G S_{9}}$ ) for the p -well of the input pair which is independent of the common source voltage. This simple technique provides a speed improvement for single-ended comparator applications since the large p-well-to-substrate capacitance is not charged or discharged as a function of the common-mode input signal component.
Fig. 6 shows a schematic of the second gain stage with $V_{2}$ as the bias voltage for the current source device M16. p-channel reset switches are used to differentially store the offset voltages onto the coupling capacitors, with the load voltages assumed equal to $V_{y}$ during the reset time. Several important observations can be made regarding the ac-coupled differential stage.

[^14]

Fig. 6. Comparator second stage consisting of the ac coupling network and a cascade of two differential amplifiers. Positive feedback is used to provide increased gain. The bias voltage $V_{2} \neq V_{\text {bias }}$ is derived from the bias control amplifier.


Fig. 7. A model of the second stage $\left(a_{2 a}\right)$ of the comparator during the reset interval with $V_{2}=V_{\text {bias }}$.

Normally, in order to minimize the attenuation through the capacitive coupling network, n-channel cascode devices would be used in series with the input transistors $M 10-M 11$ to reduce the input capacitance due to the Miller-multiplied $C_{g d}$. Unfortunately, with small supply voltages, cascodes cannot be used. Next, assume that $V_{2}=V_{\text {bias }}$, and that the p-channel reset switches are turned on and modeled as short circuits, as shown in Fig. 7. $I_{\text {bias }}$ is nominally $150 \mu \mathrm{~A}$ with $\pm 50$ percent variations. Thus, over the worst case processing variations (Table I), the p -channel load bias voltage given by

$$
\begin{equation*}
V_{y}=\left|V_{t p}\right|+\left[\frac{2\left(0.3 I_{\mathrm{bias}}\right)}{\mu_{p} C_{\mathrm{ox}}(W / L)}\right]^{1 / 2} \tag{6}
\end{equation*}
$$

ranges from 1.3 to 2.9 V , as shown in the graph of Fig. 8. In the minimum case, $V_{y}(\min )=1.3 \mathrm{~V}$, substrate injection can occur since the first stage positive output swing is $\Delta V_{x}(\max )=$ $V_{\text {ref }}=2.048 \mathrm{~V}$. In the maximum case, $V_{y}(\max )=2.9 \mathrm{~V}$, the p -channel reset switches may not be sufficiently turned on due to the small amount of available gate drive $V_{G S}(\mathrm{~min})=V_{d d}$ (min) - $V_{y}$ (max). If necessary, full CMOS transmission gates can be used as reset switches to eliminate this problem at the expense of greater uncertainty in the clock feedthrough charge cancellation. The approach taken in this design overcomes

TABLE I
Worst Case Parameter Variations for Devices with Drawn Channel Lengths of $12 \mu \mathrm{~m} ; T=25^{\circ} \mathrm{C}$

|  | N -Channel |  | P-Channel |  |
| :---: | :---: | :---: | :---: | :---: |
|  | min. | max. | min. | max. |
| $\begin{aligned} & v_{t} \\ & \text { (volts) } \end{aligned}$ | 0.5 | 1.0 | -0.5 | -1.0 |
| $\underset{\left(u A / v o l t s{ }^{2}\right)}{\text { uCox }}$ | 14.4 | 24.0 | 5.9 | 9.7 |
| $\begin{gathered} \mathrm{T}_{\text {ox }} \\ \text { (Angstroms) } \end{gathered}$ | 800 | 1000 | 800 | 1000 |
| $\underset{\text { (volts) }}{\underset{\text { Gamma }}{\text { b }}}$ | 1.6 | 2.0 | 0.6 | 0.8 |
| $\begin{gathered} \text { Lambda } \\ \left(v^{-1}\right)^{L=12 \mu} \end{gathered}$ | 0.0031 | 0.0063 | 0.0104 | 0.0209 |



Fig. 8. Variations in the second-stage reset voltage as a function of processing and bias current variations for $V_{2}=V_{\text {bias }}$.
both problems by combining the $V_{\text {ref }}$ replica biasing techniques within an active feedback network to provide a solution whereby $V_{y} \approx V_{\text {ref }}$ independently of processing and operating variations. This so-called bias control amplifier shown in Fig. 9 consists of two major parts: 1) the replica bias string M21-M23 which nominally operates at the same current densities (same $V_{G S}$ 's) as M12-M10-M16 in the second stage (Fig. 6), with $I_{\text {rep }}=0.4 I_{\text {bias }}$ to conserve power; and 2 ) negative feedback around the differential amplifier forces $V_{z} \approx V_{\text {ref }}$ by varying the current $I_{\text {rep }}$, which results in a similar variation in $I_{\text {bias }}$, and hence, by replication, $V_{y} \approx V_{z} \approx V_{\text {ref }}$.

In simple terms, the controlled biasing of the gain stage(s) merely trades off the variation in the reset voltage $V_{y}$ that existed previously (Fig. 8) for an increased variation in the bias current as shown in Fig. 10. With $V_{2}=V_{\text {bias }}$, the bias current varied from 75 to $250 \mu \mathrm{~A}$, while with the new controlled biasing, the current varies from 60 to $300 \mu \mathrm{~A}$. This also results in a slight increase in the gain variance of the comparator (Table II).

Four nonideal effects contribute to a deviation of $V_{y}$ from $V_{\text {ref }}:$ 1) the common-mode reset/cancellation switch feed-


Fig. 9. Bias control amplifier. Negative feedback adjusts $I_{\text {rep }}$ so that $V_{z} \cong V_{\text {ref. }}$ By replication, the second-stage reset voltage $V_{y}$ is approximately equal to $V_{\text {ref }}$.


Fig. 10. Variations in the second-stage bias current as a function of processing variations. Controlled biasing is used so that the secondstage reset voltage $V_{\boldsymbol{y}} \cong V_{\text {ref }}$.

TABLE II
Calculated DC Gain Variations for Each of the Comparator Stages

|  | $a_{1 a}$ | $a_{1 b}$ | $a_{2 a}$ | $a_{2 b}$ | $a_{3}$ | $a_{\text {tot }}$ |
| :---: | ---: | ---: | ---: | ---: | ---: | :---: |
| $\min$ | 1.52 | 2.62 | 7.74 | 40.26 | 20.13 | $2.50 \times 10^{4}$ |
| $\max$ | 1.96 | 3.68 | 9.98 | 87.13 | 43.57 | $2.73 \times 10^{5}$ |
| $\max$ | 2.52 | 5.81 | 12.83 | 231.04 | 115.52 | $5.01 \times 10^{6}$ |

through (in metal-gate CMOS technology, alignment-insensitive switch layouts should be used to provide the best possible matching between the $V_{f t}$ 's [see Fig. 14 below stage 2]); 2) the input-referred offset voltage of the bias control amplifier (typically $20-50 \mathrm{mV}$ ); 3) the closed-loop gain error of the control amplifier (typically $0.05 V_{\text {ref }}$ ); and 4) the matching of the replicated transistor strings (typically 1 percent mismatch). The worst case deviation in $V_{y}$ from $V_{\text {ref }}$ is thus about 200 mV . The amount of bias offset that can be tolerated is dependent on the attenuation through the capacitive coupling network $\Delta V_{y} / \Delta V_{x}=C_{s} /\left(C_{s}+C_{\text {in }}\right)$ where, by design, $\Delta V_{x} \approx V_{\text {ref. }}$. Assuming a gain of 0.9 through the capacitive divider and $V_{\text {ref }}=$ 2.048 V , then $\Delta V_{y}$ is approximately 1.8 V , which partially compensates for the 200 mV maximum offset in the bias


Fig. 11. A complete schematic of the comparator.
voltage $V_{y}$ ensuring that no bootstrapping can occur. Fig. 11 shows a complete schematic of the comparator circuit.

## IV. Gain/Bandwidth Considerations

The low frequency differential gain of the first comparator stage (Fig. 5) is approximately given by

$$
\begin{equation*}
a_{1}=a_{1 a} a_{1 b} \approx \frac{g_{m 1}}{g_{m 3}} \cdot g_{m 5} R_{5} \tag{7}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
a_{1} \approx \sqrt{\frac{\mu_{n}}{\mu_{p}}} \sqrt{\frac{(W / L)_{1}}{(W / L)_{3}}} \cdot \frac{2 I_{5} R_{5}}{\left(V_{G S}-V_{t p}\right)_{5}} \tag{8}
\end{equation*}
$$

where $I_{5}$ ( $2 I_{\text {ref }}$ ) is the dc bias current through M5. The first two terms in (8) represent the gain of an n-channel commonsource amplifier with a p-channel diode load. It is similar in form to the gain of a single-channel enhancement inverter [10] with increased gain based on the square root of the $n$-channel to p -channel mobility ratio, but with more gain variance due to the independence of $\mu_{n}$ and $\mu_{p}$. The third term represents the gain of the resistively loaded common-source amplifier where $I_{5} R_{5}=V_{\text {ref }}$ is the dc bias voltage across the load resistor and $\left(V_{G S}-V_{t p}\right)_{5}$ is the effective turn-on voltage of $M 5$. (It is interesting to note that this gain term is similar to that of a resistively loaded common-emitter bipolar amplifier with $k T / q$ replaced by $\left(V_{G S}-V_{t p}\right)_{s} / 2$.) The bias current levels must be chosen to provide an adequate large signal slew rate (note that there is no slewing in resistively loaded stages) and small-signal bandwidth. These are standard calculations which will not be considered further with respect to the first comparator stage.
Having completed the design of the first stage, the next issue is to design the ac coupling network. The size of the coupling capacitor(s) is usually selected based on feedthrough matching


Fig. 12. A differential half circuit of the first-stage output and the series capacitor coupling into the input of the second gain stage.


Fig. 13. The effective gain $(A)$ of the second stage including the capacitive divider and the small-signal bandwidth ( $\omega_{x}$ ) of the first-stage output, both as a function of the gain ( $a_{2 a}$ ) of the second-stage input amplifier.
considerations. $C_{s}=5 \mathrm{pF}$ was used in this design. At this point, the designer is faced with a conflicting set of requirements. Fig. 12 shows a differential half circuit of the coupling network between the first-stage output and the second-stage input. On the one hand, it is desirable to make $C_{x}$ as small as possible to maximize the small signal bandwidth at node $(\varnothing)$ which is given by

$$
\begin{equation*}
\omega_{x}=1 /\left(R_{5} C_{x}\right)=\left(1+C_{s} / C_{\text {in }}\right) / R_{5} C_{s} \tag{9}
\end{equation*}
$$

where $C_{\text {in }}=C_{\text {stray }}+C_{g s_{10}}+C_{g b_{10}}+\left(1-a_{2 a}\right) C_{g d_{10}}$. Assuming that $C_{s} \gg C_{\text {in }}$, this implies that $a_{2 a}$ should be small to minimize the Miller-multiplied $C_{g d_{10}}$ term. On the other hand, the gain from node $(\otimes$ to node $(\boxed{O}$ is given by

$$
\begin{equation*}
A=a_{2 a} \cdot C_{s} /\left(C_{s}+C_{\mathrm{in}}\right) \tag{10}
\end{equation*}
$$

which implies that $a_{2 a}$ should be large. Fortunately, a nearoptimum solution to this problem can be obtained graphically as shown in Fig. 13 where (9) and (10) are plotted versus the low frequency gain of the stage being ac coupled into $a_{2 a}$. For low gain values, the bandwidth approaches $\left(R_{5} C_{\mathrm{in}}\right)^{-1}$, and for high gain values, it approaches $\left(R_{5} C_{s}\right)^{-1}$. For high $a_{2 a}$ values, $A$ approaches $-C_{s} / C_{g d_{10}}$ since the input becomes a virtual ground with $C_{g d_{10}}$ as the feedback capacitor. The crossover point where $a_{2 a}=10$ was chosen for this design.
One approach for obtaining the gain of 10 is to again use an
n-channel differential pair with p-channel diode loads as used in the first stage. However, based on (8), it is difficult to achieve this relatively large gain with a reasonable aspect ratio. Therefore, it was decided to use a controlled amount of positive feedback to effectively increase the driver device transconductance [11]. The gain of the positive feedback cell of Fig. 6 is given by

$$
\begin{equation*}
a_{2 a}=\frac{g_{m 10}}{g_{m 12}}(1-\alpha)^{-1} \tag{11}
\end{equation*}
$$

where $\alpha=(W / L)_{14} /(W / L)_{12}$. In this design, $\alpha=\frac{2}{3}$, giving a factor of three gain increase. Care must be exercised in selecting the value of $\alpha$. If $\alpha=1$, the stage becomes a positive feedback latch. If $\alpha<1$, linear amplification with increased gain is obtained as in this design. For $\alpha>1$, the stage becomes a Schmitt trigger circuit, with the amount of hysteresis dependent on the value of $\alpha$. For linear amplification, $\alpha_{\text {nom }}=0.9$ is a practical maximum because with mismatches and processing variations, the effective $\alpha$ can approach or even exceed one which leads to undesirable comparator hysteresis. The remaining comparator stages shown in Fig. 11 are conventional and will not be considered further.

## V. Experimental Results

Fig. 14 shows a die microphotograph of the comparator circuit which was fabricated using a p-well metal-gate CMOS process with $8 \mu \mathrm{~m}$ minimum feature sizes. The die size is $560 \mu \mathrm{~m}$ ( 22.0 mils) by $950 \mu \mathrm{~m}$ ( 37.4 mils).

The most basic, and often the first, test for a comparator circuit is the qualitative "good or bad" test based on the performance of the complete $A / D$ converter system. For example, Fig. 15(a) shows the measured dc transfer characteristic of an A/D converter which was judged to be bad due to the rather gross nonlinearity as indicated. This problem was traced to the comparator circuit which was different from the design described in this paper. More specifically, internal comparator nodes were being bootstrapped above $V_{d d}$ as described earlier. This resulted in the gain change in the transfer characteristic (nonlinearity) due to the flow of parasitic substrate current which removed charge from the interstage coupling capacitors for large internal positive swings. Fig. 15(b) shows the measured transfer characteristic for the same A/D converter system using the comparator design described herein. The use of the controlled supply-independent biasing techniques has obviously eliminated the bootstrapping effect since the performance is now good. Furthermore, while the old design exhibited increased nonlinearity for larger supply voltages (larger positive voltage swings), the present transfer characteristic maintained linearity over the entire range of supply voltages.

Due to probe and instrument parasitics, direct comparator measurements are difficult to obtain without interfering with the performance of the circuit. Fortunately, many of the important parameters can be inferred quantitatively from the A/D transfer characteristic. For example, by increasing the conversion frequency, the available response time for the comparator is decreased; eventually, there will be insufficient time for the comparator to respond to an LSB input. As a result, the A/D digital output code will remain at all zeros for small input levels. The conversion frequency at the onset of the nonlinear-


Fig. 14. Die microphotograph of the metal-gate CMOS comparator circuit. The layout orientation is identical to the schematic orientation of Fig. 11.
ity in the transfer characteristic indicates the switching speed. Using this method, the comparator's switching time was determined to be about $3 \mu \mathrm{~s}$ for a 4 mV LSB and about $12 \mu \mathrm{~s}$ for a 1 mV LSB.
Although not performed here, this technique can also be used to infer the equivalent input noise of the comparator. As the LSB input level is decreased, the probability of error in the A/D digital code is increased. By taking a large number of transfer characteristics, the error probability versus input level can be determined, and from these data, assuming a Gaussian distribution, the equivalent rms input noise can be determined. The calculated rms input noise for this comparator is nominally about $100 \mu \mathrm{~V}$.

## VI. Conclusions

Several new design techniques for variable-supply MOS analog circuits have been described in terms of a precision CMOS comparator design. In A/D conversion systems that contain an on-chip voltage reference, techniques have been developed to replicate the reference voltage to produce stable supply-independent dc bias voltages for other analog circuitry including


Fig. 15. Measured A/D dc transfer characteristics. (a) Using a previous comparator design, the A/D characteristic exhibited nonlinearity due to internal nodes of the comparator being bootstrapped above the supply $V_{d d}$. (b) Using the comparator described herein, the same A/D converter system maintained linearity over the entire range of supply voltages. $V_{\text {ref }}$ was untrimmed in both cases.
the comparator. Controlled biasing techniques have also been developed which allow differential resetting in the comparator, which is beneficial in minimizing the input-referred offset voltage due to clock feedthrough and channel charge-pumping
effects. These controlled biasing techniques eliminate the possibility of internal comparator nodes being bootstrapped above the power supply, which results in A/D nonlinearity if it occurs. A generalized technique for designing ac-coupled gain stages was also presented.
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THIS PAPER WILL DESCRIBE THE DESIGN of analog circuits integrated in a polysilicon gate NMOS technology with $1 \mu$ effective channel length devices ${ }^{1}$. In particular, a latched comparator with 4 b input resolution at $750 \mathrm{MS} / \mathrm{s}$ and a wideband amplifier with 10 dB of voltage gain over a band width of 1.25 GHz , when driving 130 fF of on-chip capacitance, will be reported. The comparator was designed primarily for application to high-speed flash A/D conversion, but is is also suitable for use in integrated broadband fiber optic receivers. Its circuit configuration differs from previous designs ${ }^{2,3}$ in that negative feedback is used in the preamplifier section to trade gain for bandwidth.

Preamplification in the comparator has been accomplished by differential implementation of the wideband amplifier topology shown in single-ended form in Figure 1. This amplifier design is suitable for a wide variety of both small and large-signal onchip applications within larger NMOS circuits. For driving offchip loads, a simple broadband output buffer, also shown in Figure 1, was added.

In Figure 1, transistor $\mathbf{M}_{1}$ forms a transconductance input stage, while $\mathrm{M}_{2}$ and the feedback transistor $\mathrm{M}_{3}$ form a transresistance stage. $\mathrm{M}_{4}$ and $\mathrm{M}_{5}$ are source followers used to buffer the transconductance stage output, and $\mathrm{M}_{6}-\mathrm{M}_{10}$ are depletion mode current sources that provide de biasing for the amplifier. The compensation capacitor, $\mathrm{C}_{\mathrm{c}}$ is used to optimize the complex pole response of the amplifier to suit the particular application.

Active, rather than resistive, feedback is used in the circuit in Figure 1, because it provides higher loop gain, and the amplifier gain is, therefore, less sensitive to variations in device transconductance and output resistance. If the effects of $\mathbf{M}_{4}$ and $\mathrm{M}_{5}$ are neglected, the de gain and the per-stage gain-bandwidth product of the amplifier are approximated by
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$$
\begin{gather*}
G=\frac{g_{m 1}}{g_{m 2}}\left[1+\frac{1}{g_{m 2}{ }^{r_{o 2}}}\left(1+\frac{1}{g_{m 2^{r}} r_{01}}\right)\right]-1  \tag{1}\\
\left.\sqrt{G} \times B W=\left[\frac{g_{m 1} g_{m 2}}{C_{1} C_{2}}\left(\frac{1}{1+\frac{C_{c}}{C_{1}}+\frac{C_{c}}{C_{2}}}\right)\right]\right]^{1 / 2} \tag{2}
\end{gather*}
$$

As is apparent from (1), the dc gain is proportional to the ratio of two well-matched transconductances and is therefore relatively insensitive to variations in temperature and processing. As seen from (2), the per-stage gain bandwidth product of the amplifier approaches the transistor $\omega_{T}\left(=g_{m} / C_{s}\right)$ as $C_{c}$ approaches zero.

To test the small-signal response of the preamplifier, the sin-gle-ended version was fabricated together with a broadband output buffer capable of driving a $50 \Omega$ load. The effects of the output buffer were subtracted from the test system measurements to determine the preamplifier response. The buffer has an input capacitance of 130 fF and a voltage gain of 0.75 when driving a $50 \Omega$ load. The frequency response measured for the preamplifier is shown in Figure 2.

The amplifier configuration described has been used for preamplification in a $750 \mathrm{MS} / \mathrm{s}$ NMOS latched comparator. This comparator differs from conventional designs in that wideband controlled gain, rather than open-loop high-gain, preamplification, is combined with a sensitive latch in a 2 -phase clock architecture. By this means the large signal digital outputs are obtained via regeneration in the latch rather than gain in the preamplifier, and an increase in comparator speed is thus achieved.

Figure 3 is the schematic of the latched comparator. It is essentially a differential wideband amplifier $\left(\mathrm{M}_{1}-\mathrm{M}_{23}\right)$ driving a positive feedback latch $\left(\mathrm{M}_{\mathbf{2 2}} \cdot \mathrm{M}_{30}\right), \mathrm{M}_{1}$ and $\mathrm{M}_{2}$, together with the input capacitance of $M_{3}$ and $M_{4}$, form an analog sample-andhold circuit with a -3 dB bandwidth above 1 GHz . Common mode charge injection and clock coupling from $M_{1}$ and $M_{2}$ are rejected by the differential pair $\mathrm{M}_{3}$ and $\mathrm{M}_{4} . \phi_{1}$ and $\phi_{2}$ are complementary overlapping clocks. At the falling edge of $\phi_{1}$, the input signal is sampled onto the amplifier input capacitance and held for the entire time clock $\phi_{2}$ is high. While $\phi_{2}$ is high, $\mathrm{M}_{21}$ enables the negative feedback loop and the wideband amplifier establishes a differential voltage at its output which represents the initial latch voltage, $\mathrm{V}_{\mathrm{i}}$. When $\phi_{1}$ goes high again (and $\phi_{2}$ falls) $\mathbf{M}_{30}$ enables the latch. Regenerative feedback then drives the latch output to one of the two stable states as governed by the initial imbalance $\mathrm{V}_{\mathrm{i}}$. The large signal voltage developed across the outputs during $\phi_{1}$ will be referred to as the final latch voltage, $\mathbf{V}_{\mathbf{f}}$.

The length of time $\phi_{1}$ must be kept high (denoted as $\tau_{1}$ ) is determined by the regeneration in the latch. Neglecting effects
of source followers $\mathrm{M}_{28}$ and $\mathrm{M}_{29}$, and assuming linear operation, $\tau_{1}$ is approximated by

$$
\begin{equation*}
\tau_{1} \approx \tau_{T}\left(\frac{A_{1}}{A_{l}-1}\right) \ln \frac{V_{f}}{V_{i}} \tag{3}
\end{equation*}
$$

where $\tau_{\mathrm{T}}=\mathrm{C}_{1} / \mathrm{g}_{\mathrm{m}} 21,22, \mathrm{~A}_{1}{ }^{2}$ is the positive feedback loop gain and $\mathrm{C}_{l}$ is the capacitive loading at the output nodes. Depending on the technology used, $\tau_{T}$ can be made to approach the transistor transit time, $\mathrm{C}_{\mathrm{g}} / \mathrm{g}_{\mathrm{m}}$. Regeneration thus offers the fastest possible generation of a large signal from a small one, assuming $\mathrm{A}_{1} \gg 1$.

The length of time $\phi_{2}$ is high, $\tau_{2}$, is governed by the acquisifor the output voltage to change from $\mathrm{V}_{\mathrm{f}}$ to the minimum initial latch voltage, $\mathbf{V}_{\mathbf{i}}(\mathrm{min})$, when the input of the amplifier is driven only by a voltage, $\mathrm{V}_{\mathrm{lsb}}$, equal to the minimum resolvable voltage expected of the comparator; that is, $\mathrm{V}_{\mathrm{i}}(\min )=\mathrm{A}_{\mathrm{p}} \mathrm{V}_{\mathrm{lsb}}$, where $A_{p}$ is the preamplifier gain. Qualitatively, $\tau_{2}$ increases with increases in both $A_{p}$ and, to a lesser extent, the size of the compensation capacitor, $\mathrm{C}_{\mathbf{c}}$.


FIGURE 1-Wideband feedback amplifier.


FIGURE 3-Latched comparator.

Circuit simulation was used to determine the optimum choices for $A_{p}$ and $C_{c}$. Since $\tau_{2}$ decreases and $\tau_{1}$ increases with decreasing $\mathbf{A}_{\mathbf{p}}, \mathbf{A}_{\mathbf{p}}$ is chosen so that $\tau_{1}=\tau_{2}$. This choice also simplifies the design requirements for generating two clock phases. After $A_{p}$ is chosen, $C_{c}$ is then adjusted so that overshoot at the output is always less than the minimum initial latch voltage, $\mathrm{V}_{\mathrm{i}}(\mathrm{min})$. In the present design $\mathrm{A}_{\mathrm{p}}$ is about 3.

The comparator was integrated together with clock drivers and output buffers that facilitate monitoring the outputs with $50 \Omega$ test equipment.

Measured dc offset voltage is on the order of 25 mV and the comparator input common mode range is +1 V to -2 V . For a fullscale input voltage of 2.5 V , the comparator has an equivalent input resolution of $\mathbf{4 b}$ at a sampling rate of $750 \mathrm{MS} / \mathrm{s}$. Figure 4 shows the output waveform at $750 \mathrm{MS} / \mathrm{s}$ when a periodic pattern ( $101100111000 . .$. ) is applied to the input. Figure 5 is the eye diagram obtained when a $1 / 2 b$ density pseudorandom pattern is applied to the input. In Figure 6, the measured input resolution of the comparator for an error rate of $10^{-9}$ is plotted as a function of the sampling rate.


200 MHz / DIV
FIGURE 2-Frequency response of wideband amplifier.


FIGURE 4-Output waveform of comparator.


FIGURE 5-Eye diagram of comparator output (return to zero).


FIGURE 6-Input resolution of comparator.
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#### Abstract

A first-order analysis of the impact of scaling on MOS analog performance under moderate scaling conditions is presented in this paper. Assuming a polysilicon gate ion-implanted MOS technology, quasi-constant voltage (QCV) scaling is shown to be the optimal scaling law, offering the best overall analog performance and resulting in an increase in functional density, gain-bandwidth product with a moderate degradation in gain, and signal-to-noise ratio. The first-order analysis agrees fairly well with computer simulation. A typical case study shows that under moderate scaling conditions, CMOS can generally offer a higher voltage gain when compared to depletion load NMOS and is the preferred technology for scaled analog implementations.


## I. Introduction

WITH the ever increasing complexity of very large scale integrated circuits, it has become highly desirable to integrate analog and digital circuits on a single silicon chip. The primary VLSI focus has been on those technologies which permit high density integration of analog and digital circuits on a single chip. The most useful MOS technologies in this context are NMOS and CMOS [1].

The increasing complexity of digital MOS VLSI was spurred by the concept of device scaling [2]. The density of digital circuits has increased continuously and the area consumed by the analog portion of a digital-analog circuit has become relatively larger. This fact has provided a strong impetus for scaling the analog portion of the circuit as well as the digital one.
The scaling of analog circuits can benefit from the considerable amount of information available on the scaling of digital MOS IC's. Various scaling laws have been proposed and are summarized in Table I [2], [3]. The first of these is constant field (CE) scaling [2] which was introduced as a means of alleviating the difficulties arising from two-dimensional parasitic effects associated with short channels in MOS transistors. Basically, CE scaling involves a reduction of voltages, currents, and lateral and vertical dimensions by a factor $\lambda$ and an increase in the substrate doping concentration by the same factor $\lambda(\lambda \geqslant 1)$. The linear reduction of voltage associated with CE scaling generally results in a sizeable deterioration of the signal-to-noise ratio as well as a lack of TTL interface compatibility. To avoid this difficulty, the current trend is towards nonconstant field scaling in the form of constant voltage (CV) or quasi-constant voltage (QCV) scaling [3]. Constant voltage scaling implies a fixed nonscaled power supply (compatible with TTL) and a slower than $\lambda$ (approximately $\sqrt{\lambda}$ ) scaling of gate-oxide thickness to reduce oxide field and improve reli-

[^15]TABLE I
Scaling Laws

|  | CE | QCV | CV |
| :--- | :--- | :--- | :--- |
| Voltages | $\lambda^{-1}$ | $\lambda^{-1 / 2}$ | 1 |
| Lateral dimensions | $\lambda^{-1}$ | $\lambda^{-1}$ | $\lambda^{-1}$ |
| Vertical dimensions | $\lambda^{-1}$ | $\lambda^{-1}$ | $\lambda^{-1 / 2}$ |
| Doping concentration | $\lambda$ | $\lambda$ | $\lambda$ |

ability and yield. Quasi-constant voltage scaling implies a slower than $\lambda$ (taken as $\sqrt{\lambda}$ for convenience sake) decrease in voltage while the other factors scale as in the CE case.

QCV scaling was found to provide optimum drive current capability in digital VLSI MOS circuits [3]. Although this factor is an important criterion in digital applications, parameters such as gain, bandwidth, and signal-to-noise ratio are more suitable criteria to evaluate the performance of analog circuits.
One of the objectives of this paper is to investigate the impact of the scaling laws discussed above on MOS analog component performance. Only moderate scaling factors are considered and no attempt is made to approach the ultimate scaling limits being considered for digital circuits [4]. Present day MOS analog circuits have minimum channel lengths of about $8 \mu \mathrm{~m}$. The scaling factors considered here will be limited to the range $\lambda=1$ to $\lambda=4$. A scaling of $\lambda=4$ would reduce the minimum channel length to $2 \mu \mathrm{~m}$ and the circuit area by approximately a factor of 16 while still keeping second-order effects within bounds [5], [6]. Any further scaling would lead (as will be seen from the following discussion) to unacceptable degradation in analog performance. Another objective of this paper is to establish the optimum technology for scaled ana$\log$ MOS circuits and to evaluate the performance of a scaled MOS analog op amp as a typical example of analog circuit implementation.
Many intricate technology related problems are expected during device scaling. Presently, innovative processing techniques are being applied to reduce such problems as device mismatch, junction depth control, and reliability of scaled down oxide layers. It is neither the aim nor the scope of this paper to suggest solutions to these related problems, but merely to investigate the effects on analog performance when scaling is achieved.

## II. MOSFET Modeling

MOS analog integrated circuits ${ }^{1}$ consist for the vast majority of MOSFET's used as drivers, active loads for analog switches,

[^16]as well as MOS capacitors, resistors (diffused or polysilicon), and interconnections.
Since the MOSFET's are the most critical components in any analog implementation, the discussion will focus mainly on those MOSFET parameters which have a direct influence on analog performance.

## A. I-V Characteristics

In order to account for second-order effects which may arise due to scaling, a set of analytical equations must be used. Modeling of small geometry (short and narrow channel) devices have been treated extensively by many authors [7]-[10]. These models generally include the following phenomena: 1) threshold dependence on two-dimensional charge sharing effects [11], [12], 2) mobility-degradation due to increased normal and lateral fields [13], and 3) velocity saturation of carriers causing premature saturation of current and lower output conductance [14], [15].
When moderate scaling effects are considered, two additional factors must be considered. These are 1) mobility degradation due to impurity scattering when the effective substrate doping exceeds $5 \times 10^{16} \mathrm{~cm}^{-3}$ [16], and 2) gain reduction via feedback through the parasitic drain and source resistances.
The saturation region of the MOSFET plays an important role in determining analog performance parameters such as transconductance, output resistance, and voltage gain. The set of equations selected for the analysis are based on a semiempirical model of the MOSFET operation in this particular region of operation.

The threshold voltage $V_{T}$ of the device can be expressed as

$$
\begin{equation*}
V_{T}=V_{T O}-\Delta V_{T S}+\Delta V_{T N} \tag{1}
\end{equation*}
$$

where $V_{T O}$ is the threshold voltage for a large geometry device and $\Delta V_{T S}$ and $\Delta V_{T N}$ are the corrections for short and narrow channel effects, respectively [7]. $V_{T O}$ is given by

$$
\begin{equation*}
V_{T O}=\phi_{M S}+2 \phi_{F}-\frac{Q_{S S}+Q_{B}}{C_{0}} \pm \frac{q N_{i} D}{C_{0}} \tag{2}
\end{equation*}
$$

where $\phi_{M S}$ is the work function difference between gate and bulk material, $\phi_{F}$ is the Fermi potential given by

$$
\begin{equation*}
\phi_{F}=\frac{k T}{q} \ln \frac{N_{B}}{n_{i}} \tag{3}
\end{equation*}
$$

where $N_{B}$ is the bulk doping concentration under the channel and $Q_{S S}, Q_{B}$ are the oxide and bulk charges, respectively. The last term in (2) represents the effect of the ion implant used to adjust the threshold voltage. $N_{i} D$ is the effective implant dose and $D$ is the implant depth which is assumed to be very shallow.
Mobile carriers in the channel of a scaled MOST normally experience scattering effects due to the electric fields and increased impurity levels. This leads to a significant degradation of the channel mobility $\mu$ which is usually expressed as

$$
\begin{equation*}
\mu=\frac{\mu_{0}}{\delta_{1} \delta_{2}} \tag{4}
\end{equation*}
$$

where $\mu_{0}$ is the zero field mobility and $\delta_{1}, \delta_{2}$ are second-order parameters describing the degradating effects of high field and
high doping concentration on mobility, respectively. Above saturation, the parameter $\delta_{1}$ is defined as

$$
\begin{equation*}
\delta_{1}=1+\frac{\theta}{t_{0}}\left(V_{G}-V_{T}\right)+\frac{V_{D, \text { sat }}}{E_{c} L} \tag{5}
\end{equation*}
$$

where $\theta$ is a constant (typically $3 \times 10^{-7} \mathrm{~cm} / \mathrm{V}$ ), $E_{c}$ is the critical field for velocity saturation $\left(2 \times 10^{4} \mathrm{~V} / \mathrm{cm}\right.$ for NMOS and $2 \times 10^{5} \mathrm{~V} / \mathrm{cm}$ for PMOS), $V_{D \text {, sat }}$ is the saturation voltage and is taken as $\left(V_{G}-V_{T}\right)$ for a first-order analysis. The parameter $\delta_{2}$ accounts for impurity scattering effects and is defined as

$$
\begin{equation*}
\delta_{2}=\left(1+\frac{N_{B}}{5 \times 10^{16}}\right)^{1 / 2} \tag{6}
\end{equation*}
$$

The gain constant $\beta$ of the transistor is defined as

$$
\begin{equation*}
\beta=\frac{\mu C_{0}}{\delta_{3}} \frac{Z}{L} \tag{7}
\end{equation*}
$$

where $Z$ is the channel width and $\delta_{3}$ accounts for the feedback degradation due to the source resistance $R_{s}$

$$
\begin{equation*}
\delta_{3}=1+\beta R_{s}\left(V_{G}-V_{T}\right) \tag{8}
\end{equation*}
$$

$R_{s}$ is proportional to the length but inversely proportional to the width, depth, and doping of the source junction. The effects of the inversion layer capacitance and contact resistance on $\beta$ are neglected here. These effects are only relevant for channel lengths below $1.5 \mu \mathrm{~m}$ [6] .

The saturation current of the device can be expressed as

$$
\begin{equation*}
I_{D, \text { sat }}=\frac{\mu C_{0} Z}{2 L} \frac{\left(V_{G}-V_{T}\right)^{2}}{\delta_{3} \delta_{4}} \tag{9}
\end{equation*}
$$

where $\delta_{4}$ is a second-order parameter which takes into account the body effect on the channel. $\delta_{4}$ is defined as

$$
\begin{equation*}
\delta_{4}=1+\frac{\gamma}{2\left(2 \phi_{F}-V_{B}\right)^{1 / 2}} \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=\frac{\left(2 \epsilon_{s} q N_{B}\right)^{1 / 2}}{C_{0}} \tag{11}
\end{equation*}
$$

where $\epsilon_{s}$ is the dielectric constant of silicon.
The transconductance in the saturation region can be expressed as

$$
\begin{equation*}
g_{m}=\frac{\mu C_{0} Z}{L} \frac{\left(V_{G}-V_{T}\right)}{\delta_{3} \delta_{4}} \tag{12}
\end{equation*}
$$

## B. Output Conductance

The output conductance of the device in the saturation region is critical in determining the voltage gain of inverters as well as the output impedance of current source. Three important phenomena affect the channel conductance of the saturated enhancement mode MOSFET. These are 1) classical pinchoff [17] , 2) velocity saturation [14], [15] , and 3) feedback caused by drain induced barrier lowering [18], [19].

For moderate channel lengths, the first two phenomena dominate. The current in the device beyond saturation is
increased by channel length modulation and is given by

$$
\begin{equation*}
I_{D}=I_{D, \text { sat }} \frac{L}{L-\Delta L} . \tag{13}
\end{equation*}
$$

For long channel lengths, $\Delta L$ is the reverse bias depletion width formed between the drain and the channel and is defined as

$$
\begin{equation*}
\Delta L=K_{1}\left[V_{D}-V_{D, \text { sat }}\right]^{1 / 2} \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{1}=\left[2 \epsilon_{s} / q N_{B}\right]^{1 / 2} \tag{15}
\end{equation*}
$$

As the internal field in a scaled device increases as a result of nonconstant field scaling, velocity saturation of mobile carriers, and the deterioration of the gradual channel approximation make it necessary to modify the drain depletion length $\Delta L$ as follows [14], [15]:

$$
\begin{equation*}
\Delta L=\left[\left(\frac{E_{p} K_{1}^{2}}{2}\right)^{2}+K_{1}^{2}\left(V_{D}-V_{D, \text { sat }}\right)\right]^{1 / 2}-\frac{E_{p} K_{1}^{2}}{2} \tag{16}
\end{equation*}
$$

where $E_{p}$ is the lateral field at the drain during channel pinchoff. Out of convenience, $E_{p}$ is usually equated to the critical field for velocity saturation $E_{c}$ [20]. A more realistic value of $E_{p}$ has been derived by Rossel [15] to ensure the continuity of current and conductance in the triode and saturation regions. His expression for $E_{p}$ can be approximated by

$$
\begin{equation*}
E_{p} \simeq\left[\frac{q N_{B}\left(V_{G}-V_{T}\right)^{2}}{2 \epsilon_{s} L \delta_{3} \delta_{4}}\right]^{1 / 3} \tag{17}
\end{equation*}
$$

For moderate $E_{p}$, (16) can be rewritten as (see Appendix I)

$$
\begin{equation*}
\Delta L=K_{1}\left(V_{D}-V_{D, \text { sat }}\right)^{1 / 2} \delta_{5} \tag{18}
\end{equation*}
$$

where $\delta_{5}$ is a correction factor for channel shortening given by

$$
\begin{equation*}
\delta_{5}=1-\frac{E_{p} K_{1}}{2\left(V_{D}-V_{D, \text { sat }}\right)^{1 / 2}} \tag{19}
\end{equation*}
$$

Differentiating (13), using the value of $\Delta L$ given by (18), yields the output conductance

$$
\begin{equation*}
g_{d s}=\frac{d I_{D}}{d V_{D}}=\frac{I_{D, \text { sat }} K_{1}}{2 L\left(V_{D}-V_{D, \text { sat }}\right)^{1 / 2} \delta_{6}} \tag{20}
\end{equation*}
$$

where $\delta_{6}$ is defined as

$$
\begin{equation*}
\delta_{6}=\left(1-\frac{\Delta L}{L}\right)^{2} \tag{21}
\end{equation*}
$$

From (20), $g_{d s}$ is proportional to $I_{D \text {, sat }}$, as observed experimentally in moderately scaled devices.

For very short channel lengths, extensive drain induced barrier lowering (DIBL) occurs resulting in a large dependence of threshold voltage on $V_{D}$ as observed by Masuda [21]. As a direct consequence of this effect, $g_{d s}$ will be directly proportional to $\left(V_{G}-V_{T}\right)$ and inversely proportional to $L^{3}$ (as shown in Appendix II). This strong dependence of $g_{d s}$ on $L$ cannot be tolerated in analog applications and in general the DIBL regime must be avoided.

## C. Subthreshold Current

The exponential dependence of the subthreshold current plays an important role in analog applications. For $V_{G}<V_{T}$ and $V_{D} \gg k T / q$, the weak inversion current can be expressed as ${ }^{2}$

$$
\begin{equation*}
I_{D, \text { sat }} \simeq \frac{\mu C_{0} Z}{L}\left(\frac{k T}{q}\right)^{2} \exp \left[\frac{q\left(V_{G}-V_{\mathrm{on}}\right)}{n k T}\right] \tag{22}
\end{equation*}
$$

where $V_{o n}$ is the turn on voltage at a surface potential $\phi_{s}=$ $1.5 \phi_{F}, C_{d}$ is the surface depletion region capacitance defined
as

$$
\begin{equation*}
C_{d}=\left[\frac{\epsilon_{s} q N_{B}}{2\left(\phi_{s}+\frac{k T}{q}\right)-V_{B}}\right]^{1 / 2} \tag{23}
\end{equation*}
$$

and $n$ is given by

$$
\begin{equation*}
n=1+\frac{C_{d}}{C_{0}} \tag{24}
\end{equation*}
$$

Due to the exponential nature of the subthreshold current, it does not scale linearly with $\lambda$. A commonly used figure of merit to describe subthreshold behavior is the slope $S_{s}$ of the $\log I_{D}$ versus $V_{G}$ curve. $S_{s}$ can be expressed as

$$
\begin{equation*}
S_{s}=\frac{d \log I_{D, \text { sat }}}{d V_{G}}=\frac{q}{2.3 n k T} \tag{25}
\end{equation*}
$$

In an analog switch, for instance, $S_{s}$ is a significant factor in determining the on-off current ratio of the device.

## D. Noise

The noise in MOS devices, working at low frequencies, is high due to the dominant contribution of $1 / f$ noise [22]. The rms equivalent gate noise voltage, in this case, can be expressed as

$$
\begin{equation*}
V_{n g}=\left(\frac{a_{n}}{Z L} \frac{q^{2}}{C_{0}^{2}} \frac{\Delta f}{f}\right)^{1 / 2} \tag{26}
\end{equation*}
$$

where $a_{n}$ is a constant dependent on the interface trap density at the $\mathrm{Si}-\mathrm{SiO}_{2}$ interface, $\Delta f$ is the bandwidth and $f$ is the frequency.

## III. Effect of Scaling on MOS Parameters

In this section, the effect of scaling on the MOS device parameters previously discussed in first investigated. The effect of scaling on MOS circuit components is then discussed. The fact that scaling will limit the accuracy and the ability to match components is not considered in detail here since it is technology dependent.

## A. Subthreshold Current

In order to avoid large subthreshold currents (and the onset of substantial DIBL), the long channel index $M$ suggested by

[^17]Brews et al. [23] can be used. This index is defined as

$$
\begin{equation*}
M=\frac{A\left[\left(x_{j} t_{0}\right)\left(W_{S}+W_{D}\right)^{2}\right]^{1 / 3}}{L} \tag{27}
\end{equation*}
$$

where $A$ is a constant and $W_{S}, W_{D}$ are the widths of source and drain depletion regions, respectively, and are given by

$$
\begin{align*}
& W_{S}=\left[\frac{2 \epsilon_{S}}{q N_{B}}\left(2 \phi_{F}-V_{B}\right)\right]^{1 / 2}  \tag{28}\\
& W_{D}=\left[\frac{2 \epsilon_{S}}{q N_{B}}\left(2 \phi_{F}-V_{B}+V_{D}\right)\right]^{1 / 2} . \tag{29}
\end{align*}
$$

For $x_{j}, W_{S}, W_{D}$, and $L$ in microns and $t_{0}$ in $\AA$, the value of $A$ is $0.41(\AA)^{1 / 3}$ for n-channel devices. Upon scaling, a value of $M \leqslant 1$ will guarantee that long channel subthreshold behavior is maintained. When $M>1$ undesirable short channel effects are expected.

## B. Threshold Voltage

For successful scaling, the threshold voltage must scale with the other voltages. However, due to the nonscalable term ( $\phi_{M S}+2 \phi_{F}$ ) in (2), it is unlikely that $V_{T}$ can be scaled properly without compensation. In general, scaling of this term produces a $V_{T}$ which is too large for CE scaling and too small for QCV scaling. The problem is more critical in the PMOS case (assuming an $\mathrm{n}^{+}$polysilicon gate technology), where ( $\phi_{M S}+2 \phi_{F}$ ) is more significant. While some adjustment can be made by varying $V_{B}$ in NMOS technology, this is not possible in CMOS.
Fortunately, ion implantation can be used in both NMOS and CMOS to adjust the threshold voltage. In a typical device which uses a shallow implant as a threshold adjust, it is common to obtain cancellation between the implant term and ( $\phi_{M S}+2 \phi_{F}$ ), whenever necessary ${ }^{3}$, so that $V_{T}$ becomes approximately

$$
\begin{equation*}
V_{T} \simeq \frac{-Q_{B}-Q_{S S}}{C_{0}}=\frac{ \pm \sqrt{4 \epsilon_{s} q N_{B} \phi_{F}}-Q_{S S}}{C_{0}} \tag{30}
\end{equation*}
$$

(positive sign applies for NMOS while the negative sign applies for PMOS). If $Q_{S S} \ll Q_{B}$, the above equation will generally yield the desired threshold voltages.

With (30), proper scaling for $V_{T}$ is easily achieved under the CV and QCV laws, resulting in a threshold voltage scaled by $\approx 1$ and $\approx \lambda^{-1 / 2}$, respectively. To ensure that (30) remains valid, one requires that the condition

$$
\begin{equation*}
\left|\frac{q N_{i} D}{C_{0}}\right| \approx\left|\phi_{M S}+2 \phi_{F}\right| \tag{31}
\end{equation*}
$$

holds under scaling. Since it is desirable that $N_{i}$ scales with $\lambda$, this implies that the implant depth $D$ must scale with $\lambda^{-1 / 2}$ in the CV case, and remain fixed for QCV and CE scaling. However, adjustment of $D$ may be necessary to scale $V_{T}$ with $1 / \lambda$ (instead of $1 / \sqrt{\lambda}$ ) under the CE law, and to compensate for the second-order short channel and narrow width effects.

[^18]TABLE II Device Scaling

|  | CE | QCV | CV | Equation |
| :---: | :---: | :---: | :---: | :---: |
| $I_{D}$, sat | $\lambda^{-1}$ | 1 | $\lambda^{1 / 2}$ | 9 |
| $g_{m}$ | 1 | $\lambda^{1 / 2}$ | $\lambda^{1 / 2}$ | 12 |
| $g_{d s(e n h)}$ | 1 | $\lambda^{3 / 4}$ | $\lambda^{1 / 2}$ | 20 |
| $g_{d s}(\mathrm{dep})$ | 1 | $\lambda^{1 / 4}$ | $\lambda^{1 / 2}$ | 34 |
| ${ }^{\text {C }}$ d | 1 | $\lambda^{-1 / 4}$ | 1 | 23 |
| ${ }^{\text {c }}$ |  |  | 1 | 23 |
| $S_{s}$ | 1 | $\geqslant 1$ | $\lambda^{1 / 2}$ | 25 |
| $V_{M g}$ | ${ }^{1}-1 / 3$ |  | $\lambda^{1 / 2}$ $\lambda^{1 / 3}$ | 26 |
| M | $\lambda^{-1 / 3}$ | $\lambda^{-1 / 6}$ | $\lambda^{1 / 3}$ | 27 |

Nevertheless, proper scaling of $V_{T}$ seems feasible using ion implantation and has been assumed in the following discussion.

## C. First-Order Parameter Scaling

In the model already described, the $\delta$ 's represent secondorder effects which do not scale linearly with $\lambda$. Their magnitudes are strong functions of the initial unscaled device and the scaling laws. To obtain a first-order estimate of the effect of scaling on device parameters as well as to keep the analysis independent of the unscaled conditions, the parameters $\delta$ are first assumed to be unity. This implies an ideal long channel MOSFET as the unscaled device. Justification for this assumption, and a comparison of first-order scaling estimates with computer simulated results on analog performance, taking into consideration the effect of $\delta$ 's, are given in Section V.

The first-order scaling for some relevant device parameters are listed in Table II. Limitations can be expected from the parameters $S_{s}$ and $V_{n g}$, which do not scale-down as desired.

## D. Capacitor Scaling

In MOS technology, capacitors are realized between metal and heavily doped silicon or between two layers of heavily doped polysilicon. Thermally grown silicon dioxide is used as the dielectric. Scaling of capacitors is straightforward. A direct scale down of the surface area and dielectric thickness lead to a reduction in total capacitance. However, difficulties arise in absolute accuracy and matching of component values as the effects of misalignment and fringing become relatively more important. Electron quantization noise may also become a problem as capacitors become smaller.

## E. Resistor Scaling

In MOS technology, resistors are fabricated using either diffused layers or polysilicon layers deposited on oxide. The latter alternative is preferred since it produces minimal parasitic capacitance. Scaling, again, is relatively simple; however accuracy and matching as well as conduction mechanisms [24] in the polysilicon become serious limits as the resistors become smaller.

## F. Interconnection Scaling

Three items are of prime concern in interconnection scaling. These are electromigration, in the very thin, narrow aluminum
conductors, contact resistance in the very shallow junctions, and polysilicon interconnection sheet resistance. For the scaling conditions under consideration here, the first two items do not present serious constraints. As far as the third item is concerned, refractory metal silicides, which offer low sheet resistance, are a good alternative to polysilicon. In addition, it is reasonable to expect that, at least some of the longest interconnections will not scale-down at all, resulting in adverse effects on parasitic capacitance and line driving capabilities.

## IV. Effect of Scaling on Analog Building Block Performance

This section investigates the scaling tendencies of some basic analog building blocks with the objective of determining the optimal scaling law for analog applications. Two technologies are considered: CMOS and NMOS with depletion load.

## A. Gain Stage Performance

The most useful figure of merit in evaluating performance of gain stages is the voltage gain. In a CMOS stage, this gain is given by

$$
\begin{equation*}
A_{V, \mathrm{CMOS}}=-\frac{g_{m}}{\left(g_{d s, n}+g_{d s, p}\right)} \tag{32}
\end{equation*}
$$

where $g_{d s, n}$ and $g_{d s, p}$ are the n- and p-channel device output conductances respectively, as defined by (20). In NMOS technology, where a depletion device is used as load, the bulk threshold feedback effect normally dominates over channel length modulation effects in determining $g_{d s, \text { dep }}$ [20]. The voltage gain, in this case, is given by

$$
\begin{equation*}
A_{V, \mathrm{NMOS}}=-\frac{g_{m}}{g_{d s, \mathrm{dep}}} \tag{33}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{d s, \text { dep }}=\frac{\gamma I_{D, \text { sat }}}{\left|V_{T, \text { dep }}\right|\left(V_{D D}-V_{0}+2 \phi_{F}\right)} \tag{34}
\end{equation*}
$$

where $V_{T, \text { dep }}$ is the threshold voltage of the depletion mode device, $V_{0}$ is the quiescent output voltage, and $V_{D D}$ is the supply voltage.

## B. Op Amp Performance

Since the operational amplifier is one of the basic building blocks in analog circuitry, an evaluation of its performance subject to scaling would be useful. For such an analysis, the following performance indices must be considered.

Voltage Gain $A_{v}$-In a typical two-stage op amp which uses a Miller capacitor for compensation, the voltage gain is

$$
\begin{equation*}
A_{V} \propto\left(\frac{g_{m}}{g_{d s}}\right)^{2} \tag{35}
\end{equation*}
$$

Unity Gain Bandwidth (GBW)-The unity bandwidth is mainly determined by the transconductance of the first stage $g_{m_{1}}$, and the compensation capacitor $C_{c}$ and can be expressed as

$$
\begin{equation*}
\mathrm{GBW}=\frac{g_{m 1}}{C_{c}} . \tag{36}
\end{equation*}
$$

TABLE III
Scaling of Analog Circuits

|  | CE | QCV | CV | Equation |
| :--- | :--- | :--- | :--- | :--- |
| Gain Stages |  |  |  |  |
| $A_{V, \text { CMOS }}$ | 1 | $\lambda^{-1 / 4}$ | $\lambda^{-1 / 2}$ | 32 |
| $A V$, NMOS | 1 | $\lambda^{1 / 4}$ | 1 | 33 |
| Op Amp |  |  |  |  |
| $A V$ tot,CMOS | 1 | $\lambda^{-1 / 2}$ | $\lambda^{-1}$ | 35 |
| $A V+t$, NMOS | 1 | $\lambda^{1 / 2}$ | 1 | 35 |
| Power/Area | 1 | $\lambda^{3 / 2}$ | $\lambda^{5 / 2}$ | 39 |
| $C_{C}$ | $\lambda^{-1}$ | $\lambda^{-1}$ | $\lambda^{-3 / 2}$ | - |
| GBW | $\lambda_{R} / V_{D D}$ | $\lambda^{3 / 2}$ | $\lambda^{2}$ | 36 |
| $S / N$ | $\lambda^{-1}$ | $\lambda^{3 / 2}$ | $\lambda^{2}$ | 38 |
|  | $\lambda^{-1}$ | $\lambda^{-1 / 2}$ | $\lambda^{-1 / 2}$ | 37 |

The GBW is normally determined by the second parasitic pole of the amplifier which can be approximately expressed as

$$
\begin{equation*}
\mathrm{GBW}=\frac{g_{m 2}}{C_{1}+C_{2}} \tag{37}
\end{equation*}
$$

where $g_{m 2}$ is the effective transconductance of the second stage, and $C_{1}$ and $C_{2}$ are the input (gate) and load capacitances associated with the second stage [25]. From (36) and (37), it appears that $C_{c}$ will be proportional to $\left(C_{1}+C_{2}\right)$. If one assumes $C_{2}$ to be the input (gate) capacitance of the subsequent stage, and that the overlap gate capacitance is small, then $\left(C_{1}+C_{2}\right)$, and therefore $C_{c}$, will be directly proportional to $A C_{0}$, where $A$ is the active gate area of an individual transistor. This implies that the area of $C_{c}$ will scale with $A$ and that the ratio of capacitor to op amp areas will remain constant under scaling.
Signal-to-Noise Ratio ( $S / N$ )-From (26), the signal to noise ratio for low-frequency analog applications can be expressed as

$$
\begin{equation*}
S / N=\frac{V_{s g}}{V_{n g}} \propto \frac{V_{s g} \sqrt{Z L}}{t_{0}} \tag{38}
\end{equation*}
$$

where the input signal amplitude $V_{s g}$ is assumed to scale with other voltages. This implies that the signal-to-noise ratio is dependent on device geometry.
Slew Rate $S_{R}$-The slew rate normalized to the supply voltage $V_{D D}$ can be used to provide an indication of large signal op amp response

$$
\begin{equation*}
\frac{S_{R}}{V_{D D}}=\frac{I_{D, \text { sat }}}{V_{D D} C_{c}} \tag{39}
\end{equation*}
$$

Power Density-The power density is a useful figure of merit in determining the maximum packing density of op amps per unit area.

$$
\begin{equation*}
\text { power density } \propto \frac{I_{D, \text { sat }} V_{D D}}{Z L} \tag{40}
\end{equation*}
$$

## C. Optimum Scaling Law

The three scaling laws presented in the introduction were applied to the first-order scaling of the basic gain stages and the op amp parameters. The results are listed in Table III.

Other than an increase in speed resulting from reduction of $C_{c}$, the majority of the analog performance parameters remain


Fig. 1. Effect of scaling on $\delta$ 's. (a) CE. (b) QCV. (c) CV.
invariant to the application of CE scaling. The exception being that the signal-to-noise ratio is severely degraded.

Although both nonconstant field scaling laws offer improvements in speed and frequency response, CV scaling appears unacceptable for analog applications because it results in the largest voltage gain degradation, the highest power dissipation per unit area without a significant gain in signal-to-noise performance. In addition (referring to (27) and Table II), the parameter $M$ increases with CV scaling, resulting in short channel subthreshold effects becoming dominant at low values of $\lambda$.

QCV scaling offers an acceptable compromise, yielding improved speed and signal-to-noise ratio over the CE case, while exhibiting a higher gain and lower power dissipation than CV scaling.

## V. Case Study

The scaling analysis performed in the previous sections neglected all second-order effects by assuming an ideal long channel MOSFET as the unscaled device. This allows simple firstorder scaling factors to be computed without involving the nonlinear $\delta$ terms. In this section, computer simulation involving the $\delta$ 's is performed using $7 \mu \mathrm{~m}$ channel length MOSFET's as the initial unscaled devices. The simulation focuses mainly on the QCV law in light of the results of the previous section. These results are compared with the first-order scaling theory of Tables II and III. Scaling simulation is achieved by manually scaling all voltages, dimensions, and doping concentrations in accordance with the QCV law and then inputing them into a simulation program which accommodates our model. A representative case study of such a simulation is presented in the following paragraphs.

## A. Effect of Scaling on the $\delta$ Parameters

As an example, consider a typical n-channel device having the following initial unscaled characteristics: $Z=70 \mu \mathrm{~m}, L=$ $7 \mu \mathrm{~m}, t_{0}=800 \AA, x_{j}=1.2 \mu \mathrm{~m}, N_{A}=5 \times 10^{15} \mathrm{~cm}^{-3}, E_{p}=$ $1.1 \times 10^{4} \mathrm{~V} / \mathrm{cm}, V_{D}=5 \mathrm{~V},\left(V_{G}-V_{T}\right)=1.5 \mathrm{~V}, V_{B}=0, R_{S}=$ $20 \Omega$. In this case the value of $M$ is 0.788 , implying that the device is still in its long channel mode of operation. From Table II and (27), it is seen that $M$ does not increase for CE or QCV scaling, but becomes greater than 1 for $\lambda \geqslant 2$ in the case of CV scaling. Using the unscaled device characteristics de-
fined above, the $\delta$ values for $\lambda=1$ are $\delta_{1}(1)=1.163, \delta_{2}(1)=$ $1.049, \delta_{3}(1)=1.008, \delta_{4}(1)=1.590, \delta_{5}(1)=0.855$, and $\delta_{6}(1)=$ 0.785 . The effect of scaling on the $\delta(\lambda)$ parameters were computed and are plotted in Fig. 1(a), (b), and (c) for CE, QCV, and CV scalings. The graphs show that in most cases the $\delta(\lambda) / \delta(1)$ ratio remains very near unity (i.e., the $\delta$ 's do not change drastically with scaling). For $\delta_{3}$ and $\delta_{5}$, this is true for all three scaling laws, implying that parasitic resistance and velocity saturation effects are still negligible in the scaling range under consideration. Under worst case conditions, the $\delta(\lambda) / \delta(1)$ factors do not deviate by more than 20 percent from unity for CE and QCV scaling and by more than 40 percent for CV scaling. If CV scaling is restricted to $\lambda \leqslant 2$ (which as discussed above is required to prevent the onset of DIBL), the maximum deviation is 20 percent. These results imply that the second-order effects described by the $\delta$ terms can be ignored in establishing the genetal trend of scaling on device parameters as was done in Sections III and IV. The error caused by ignoring the $\delta$ 's may sometimes be significant but not dominant.

## B. Gain Stage Simulation

The performance of the NMOS and CMOS gain stages, shown in Fig. 2, were investigated using computer simulation. To provide a fair comparison, the two stages were designed to have identical operating conditions and $Z / L$ ratios. To achieve a zero quiescent output voltage in the NMOS stage with quiescent input voltage $V_{\text {in }}=V_{D D} / 2$ (typical operating conditions in a gain stage), one requires the ratio $(Z / L)_{\text {driver }}:(Z / L)_{\text {load }}$ to be 2.8. In the CMOS stage, the same current and aspect ratios are maintained if $V_{\text {bias }}$ is set at $-0.9 V_{D D}$.
Scaling was carried out starting with a set of unscaled devices with characteristics listed in Table IV. The simulated gain for both gain stages as a function of the scaling factor $\lambda$, is shown in Fig. 3. Also shown in the figure are the corresponding gains observed from first-order scaling theory (Table IV). The maximum discrepancy between simulation and firstorder theory is of the order of 20 percent. The unscaled gain of the CMOS stage remains higher than that of the NMOS stage. However, the gain in the NMOS case increases with increasing $\lambda$ while the opposite is true in the CMOS case. The two gains approach each other at $\lambda \simeq 4$. The relative increase


Fig. 2. Gain stages. (a) CMOS. (b) NMOS with depletion load. (c) Specifications.

TABLE IV
nmoS and CMOS Unscaled Device Characteristics

|  | NMOS Stage |  | CMOS Stage |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Driver | Load | Driver | Load |
| Type | Enhancement | Depletion | n-channel | p-channel |
| $V_{T}(\mathrm{~V})$ | 1 | $-3.5^{a}$ | 1 | $-1^{a}$ |
| $N_{B}\left(\mathrm{~cm}^{-3}\right)$ | $5 \times 10^{15}$ | $5 \times 10^{15}$ | $5 \times 10^{15}$ | $1.5 \times 10^{15}$ |
| $\mu_{0}\left(\mathrm{~cm}^{2} / \mathrm{V} \cdot \mathrm{s}\right)$ | 600 | 600 | 600 | 300 |
| $E_{c}(\mathrm{~V} / \mathrm{cm})$ | $2 \times 10^{4}$ | $2 \times 10^{4}$ | $2 \times 10^{4}$ | $2 \times 10^{5}$ |
| $X_{j}(\mu \mathrm{~m})$ | 1.2 | 1.2 | 2.2 | 1.2 |
| $L(\mu \mathrm{~m})$ | 7 | 7 | 7 | 7 |

${ }^{\boldsymbol{a}}$ Threshold voltages adjusted by means of shallow implants.


Fig. 3. Inverter voltage gain as a function of $\lambda$.
in the gain of the NMOS stage can be attributed to the fact that $g_{d s \text {, dep }}$ due to body effect increases at a slower rate ( $\lambda^{1 / 4}$ ) than that due to channel length modulation $\left(\lambda^{3 / 4}\right)$. However, this cannot be regarded as an advantage, since the latter mechanism present in the depletion NMOS would eventually overtake that due to body effect. From the above results, it appears that in the low $\lambda(\lambda<4)$ range, the CMOS stage can offer a higher gain than that of its NMOS equivalent. This result is not specific to the particular set of device parameters chosen, but was found to be true in the majority of the cases investigated.

(a)

|  | $Z(\mu \mathrm{~m})$ | $\mathrm{L}(\mu \mathrm{m})$ |
| :---: | :---: | :---: |
| M 1 | 100 | 7 |
| M2 | 100 | 7 |
| M3 | 100 | 7 |
| M4 | 100 | 7 |
| M5 | 400 | 7 |
| M6 | 400 | 5 |
| M7 | 100 | 7 |
| M8 | 200 | 7 |
| M9 | 100 | 7 |
| V $_{\text {DD }}$ | $5 V$ |  |
| V BiAS $^{2}$ | $2 V$ |  |
| CC | 10 pF |  |

(b)

Fig. 4. CMOS operational amplifier. (a) Circuit diagram. (b) Unscaled specifications.

## C. Op Amp Simulation

In light of the conclusion that, in general, scaled CMOS offers a gain advantage over scaled NMOS gain stages, a CMOS op amp was selected for simulation. The unscaled op amp and its important layout characteristics are shown in Fig. 4. The

TABLE V
Scaling Results of Op Amp

| Voltage Gain Av |  |  | GBW (MHz) |  | Power Dissipation (mW) |  | $R_{\text {out }}(\mathrm{k} \Omega)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Simulation | First-Order Theory | Simulation | First-Order Theory | Simulation | First-Order Theory | Simulation | First-Order Theory |
| 1 | 903 | 903 | 5 | 5 | 16.1 | 16.1 | 28 | 28 |
| 2 | 589 | 639 | 12.6 | 14.1 | 11.3 | 11.4 | 15.7 | 16.6 |
| 4 | 357 | 452 | 31.6 | 40 | 8.3 | 8.2 | 8.7 | 9.9 |
|  | aling Factor | $\lambda^{-1 / 2}$ |  | $\lambda^{3 / 2}$ |  | $\lambda^{-1 / 2}$ |  | $\lambda^{3 / 4}$ |

circuit configuration is typical of op amps presently used in telecommunication applications. It consists of two gain stages with a total gain of about 60 dB . A buffer stage is used in the feedback compensation loop to eliminate an undesirable zero at $g_{m} / C_{c}$ [25]. The op amp has a useful feature associated with the fact that all the transistor channel lengths are nearly equal which guarantees equal $V_{T}$ for all the transistors, even under scaled conditions.

Table V lists the results of the simulation as a function of $\lambda$. Also shown in the table are the results obtained from firstorder scaling theory. Agreement between the simulation and first-order theory appears reasonable, confirming the validity of using the first-order theory to estimate trends in analog scaling.

## VI. Conclusion

A theoretical analysis of the impact of scaling on analog component and circuit performance has been presented. Among the three scaling laws considered, QCV appears to be the optimum for analog scaling. Its application results in small area, high speed and moderate degradation in gain, power density, and signal-to-noise ratio. The selection of QCV is compatible with Chatterjee's [3] choice of the same scaling law for digital applications. Thus it appears feasible to scale both the analog and digital portions of a circuit using the same scaling law.

A typical case study comparing the performance of NMOS and CMOS gain stages under moderate scaling conditions shows that CMOS offers the optimum gain configuration for scaled analog implementations. A comparison between computer simulation (of gain stages and a CMOS op amp) and first-order scaling theory shows that second-order effects produce significant but nondominant errors in evaluating the performance of analog components under scaled conditions. Thus, first-order theory can be used to estimate scaling tendencies in analog applications.

## Appendix I

Considering (16), if one lets

$$
\begin{equation*}
x=\frac{E_{p} K_{1}}{2\left(V_{D}-V_{D \mathrm{sat}}\right)^{1 / 2}} \tag{A1}
\end{equation*}
$$

this equation becomes

$$
\begin{equation*}
\Delta L=K_{1}\left(V_{D}-V_{D \text { sat }}\right)^{1 / 2}\left\{\left(1+x^{2}\right)^{1 / 2}-x\right\} \tag{A2}
\end{equation*}
$$

If $x$ is small, implying a moderate $E_{p}$, (A2) can be simplified to

$$
\begin{equation*}
\Delta L \simeq K_{1}\left(V_{D}-V_{D \mathrm{sat}}\right)^{1 / 2}\left(1-x+\frac{x^{2}}{2}\right) \tag{A3}
\end{equation*}
$$

Differentiating (A3) yields

$$
\begin{align*}
\frac{\delta \Delta L}{\delta V_{D}}= & \frac{1}{2} \frac{K_{1}}{\left(V_{D}-V_{D \text { sat }}\right)^{1 / 2}}\left(1-x+\frac{x^{2}}{2}\right) \\
& +K_{1}\left(V_{D}-V_{D \text { sat }}\right)^{1 / 2}(x-1) \frac{\delta x}{\delta V_{D}} \\
= & \frac{1}{2} \frac{K_{1}}{\left(V_{D}-V_{D \text { sat }}\right)^{1 / 2}}\left\{1-x+\frac{x^{2}}{2}+x\right\} \\
= & \frac{1}{2} \frac{K_{1}}{\left(V_{D}-V_{D \text { sat }}\right)^{1 / 2}}\left\{1-\frac{x^{2}}{2}\right\} . \tag{A4}
\end{align*}
$$

Substituting (A3) and (A4) into

$$
\begin{equation*}
g_{d s}=\frac{I_{D, \text { sat }}}{L\left(1-\frac{\Delta L}{L}\right)^{2}} \frac{\delta \Delta L}{\delta V_{D}} \tag{A5}
\end{equation*}
$$

and neglecting all $x^{2}$ terms yields

$$
\begin{equation*}
g_{d s}=\frac{I_{D, \text { sat }} K_{1}}{2 L\left(V_{D}-V_{D \text { sat }}\right)^{1 / 2}\left[1-K_{1}\left(V_{D}-V_{D \text { sat }}\right)^{1 / 2}(1-x)\right]^{2}} \tag{A6}
\end{equation*}
$$

which is (20). Note also that by neglecting $x^{2}$, (A3) becomes equivalent to (18).

## Appendix II

Consider the ideal current equation

$$
\begin{equation*}
I_{D \text { sat }}=\frac{\beta}{2}\left(V_{G}-V_{T}\right)^{2} \tag{B1}
\end{equation*}
$$

When DIBL is present, the threshold voltage $V_{T}$ is a function of $V_{D S}$, according to Masuda [21], the dependence is

$$
\begin{equation*}
V_{T}=V_{T_{0}}-\eta\left(V_{D S}-\phi\right) \tag{B2}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta=\frac{\eta_{0}\left(x_{j}, N_{B}\right)}{L^{3}} \tag{B3}
\end{equation*}
$$

$V_{T_{0}}, \eta_{0}$, and $\phi$ are constants dependent on the technology.
to $V_{D S}$, one obtains

$$
\begin{equation*}
g_{d s}=\frac{\delta I_{D \text { sat }}}{\delta V_{D S}} \simeq \frac{\beta \eta}{L^{3}}\left(V_{G}-V_{T}\right) \simeq \frac{g_{m} \eta}{L^{3}} \tag{B4}
\end{equation*}
$$

Therefore, as $L$ becomes smaller, this effect will become a dominant factor in determining $g_{d s}$.
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# Matching Properties, and Voltage and Temperature Dependence of MOS Capacitors 

JAMES L. McCREARY, MEMBER, IEEE


#### Abstract

The matching properties of MOS capacitors are modeled and compared with measured data. A weighted-capacitor array design approach is described. Voltage and temperature dependence of MOS capacitors are analyzed, modeled, and compared with measured data. It is shown that to a first-order heavily doped polysilicon accumulates and depletes similar to crystallyine silicon.


## List of Symbols

| A/P | Area-to-perimeter ratio |
| :---: | :---: |
| BWC | Binary weighted capacitor |
| $C_{\text {ox }}$ | Silicon dioxide capacitance per unit area, $k_{\text {ox }} / t_{\text {ox }}$ ( $\mathrm{F} / \mathrm{cm}^{2}$ ) |
| $C_{s}$ | Semiconductor space charge capacitance per unit area ( $\mathrm{F} / \mathrm{cm}^{2}$ ) |
| $C_{t}$ | Total MOS capacitance per unit area ( $\mathrm{F} / \mathrm{cm}^{2}$ ) |
| $E_{f}$ | Fermi level (eV) |
| $\epsilon_{0}$ | Permittivity of free space |
| $\epsilon_{\text {ox }}$ | Dielectric constant of silicon dioxide |
| $\boldsymbol{\epsilon}_{\mathbf{s i}}$ | Dielectric constant of silicon |
| $k$ | Boltzmann's constant |
| $L_{\text {si }}$ | Coefficient of linear thermal expansion of silicon, $2.8 \mathrm{ppm} / \mathrm{C}$ |
| M [WCD] | Mean value of the WCD |
| $N_{\text {d }}$ | Donor impurity concentration |
| Phis | Surface electrostatic potential relative to semiconductor bulk |
| $q$ | Electronic charge |
| $Q_{s}$ | Semiconductor space charge per unit area |
| SD | Standard deviation |
| $\mathrm{SD}[x]$ | Standard deviation of the measured values of $x$ |
| SD\% [ $x$ ] | Percent of full scale standard deviation of $x$ |
| $\operatorname{sgn}[x]$ | The sign of $x$; or $x$ divided by the absolute value of $x$ |
| $t_{\text {ox }}$ | Silicon dioxide thickness |
| $T$ | Absolute temperature |
| $T_{C C}$ | Temperature coefficient of capacitance ( $\mathrm{ppm} /{ }^{\circ} \mathrm{C}$ ) |
| $T_{C C j}$ | $T_{C C}$ for a junction capacitor ( $\mathrm{ppm} /{ }^{\circ} \mathrm{C}$ ) |
| $U_{f}$ | Dimensionless Fermi potential, $E_{f} / k T$ |
| $U_{s}$ | Dimensionless surface potential, $q$ Phis/kT |
| $V_{C C}$ | Voltage coefficient of capacitance (ppm/V) |
| $V$ | Voltage applied at the top plate of MOS capacitor with substrate or lower power held at ground |
| $V_{b}$ | Barrier potential |
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| $V_{f b}$ | Flat-band voltage |
| :--- | :--- |
| $V_{j}$ | Reverse-bias junction voltage |
| WCD | Worst-case deviation |
| \%FS | Percent of full scale |

## I. Introduction

IN MOS capacitor circuits that perform A/D conversion [1][3], precision analog gain and attenuation [4], [5], and filtering [6], [7], the performance and also the cost effectiveness depend upon the accuracy of the capacitor ratio matching. This paper describes a systematic approach to capacitor array design that uses a statistical model for capacitor ratio errors. The voltage coefficient and temperature coefficient of MOS capacitors are also discussed. Measured data are compared with first-order calculations. The overall objective of the paper is not only to report this investigation, but also to establish a comprehensive design approach for MOS capacitor array circuits.

In the past, capacitor ratio errors have been modeled using a statistical analysis which treats these errors as random variables [8] , [9]. More recently, Yee et al. [10] have done an analysis of capacitor errors in a two-stage capacitor array. All of these models have assumed that the errors were random, uncorrelated, and normally distributed. These assumptions are supported by data shown in this paper. However, little has been published regarding a systematic design approach. In addition, all previously reported capacitor matching data have been based upon limited data gathered using measurement techniques of limited accuracy. The analysis which follows is supported by data from more than 32000 capacitor arrays taken from a total of 16 groups of wafers processed in five different technologies. Measurements were made using a 16 -bit accurate, self-calibrating technique previously described [11]. Since the database is large enough, useful empirically deduced relationships are identified for aid in design.

## II. Matching Properties of MOS Capacitors

## Array Designs with Constant Area-to-Perimeter Ratio

Attention is now focused upon arrays with constant A/P ratio. Here, the ratio of the area of the capacitor to the total perimeter of the plate defining the capacitor is constant for each capacitor in the array. For purposes of this discussion, a capacitor array is defined as a set of capacitors with one common node connection. Consider an array of two capacitors $C_{m}$ and $C_{k}$, made of $m$ and $k$ identical unit capacitors $C 1$, respectively. Let $\mathrm{SD}[C 1]$ be the SD (the standard deviation) in


Fig. 1. Capacitor ratio in $\%$ FS versus the standard deviation of ratio errors for a 128 -unit BWC array.
the distribution of errors in $C 1$ from its ideal value for a particular process. Then, assuming that the errors are uncorrelated, random and normally distributed, the following equations can be derived:

$$
\begin{equation*}
\operatorname{SD}\left[C_{m}\right]=[m]^{1 / 2} \operatorname{SD}[C 1], \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{SD}\left[C_{k}\right]=[k / m]^{1 / 2} \mathrm{SD}\left[C_{m}\right] . \tag{2}
\end{equation*}
$$

A more useful parameter, however, is SD\% which is the SD of the error in capacitor ratio (rather than capacitor value) expressed as percent of full scale, \%FS:

$$
\begin{align*}
\mathrm{SD} \%\left[C_{k}, k+m\right] & =100 \mathrm{SD}\left[C_{k}\right] /\left(C_{k}+C_{m}\right) \\
& =[k / m]^{1 / 2} \mathrm{SD} \%\left[C_{m}, k+m\right] \tag{3}
\end{align*}
$$

where $k+m$ is the total number of units in the array. For a BWC array, this equation predicts that the slope of $\log$ (capacitor ratio) versus $\log (\mathrm{SD} \%)$ is 2 as shown by the line on the graph of Fig. 1 where the capacitor ratio is expressed as \%FS. This is true since capacitor ratio is directly proportional to $k$ while $\mathrm{SD} \%$ is proportional to the square root of $k$. This figure also shows measured data points for a certain BWC array design. These closely follow the predicted slope. For this array the unit plate size was approximately $72 \mu \mathrm{~m} \times 72 \mu \mathrm{~m}$ and consisted of 128 total units and was fabricated in a technology denoted as CMOS-1. The A/P ratio was $18 \mu \mathrm{~m}$.

## Dependence upon Total Area for a Constant A/P Ratio

Consider now a 130 -unit capacitor array having four capacitors: $C 64 A, C 64 B, C 1 A$, and $C 1 B$. Both $C 64 A$ and $C 64 B$ are each composed of 64 unit capacitors $C 1 . C 1 A$ and $C 1 B$ are each composed of a 1 unit capacitor. The unit capacitor size under study was $25 \mu \mathrm{~m} \times 25 \mu \mathrm{~m}$ corresponding to an $\mathrm{A} / \mathrm{P}$ ratio of $6.25 \mu \mathrm{~m}$. When taken in parallel $C 1 A+C 1 B$ can also be considered as a single two-unit capacitor $C 2$. From measurements on this array SD\% [C64A, 130] was found to be $0.10 \%$ FS. Then the following equation can be written for $C 2$ :

$$
\begin{equation*}
\mathrm{SD} \%[C 2,130]=[2 / 64]^{1 / 2} \mathrm{SD} \%[C 64 A, 130]=0.017 \% \mathrm{FS} \tag{4}
\end{equation*}
$$

which agreed closely with the measured value of $0.018 \% \mathrm{FS}$.
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Fig. 2. Measured and calculated values of capacitor ratio versus ratio error for a 130 -unit array and a 256 -unit array.

This is illustrated graphically in Fig. 2 along with a line labeled $\mathrm{SD} \%\left[C_{i}, 130\right]$ representing the ideal behavior.
We can also calculate the matching of $C 1 A$ to $C 1 B$ by assuming that these are the only capacitors in a two-unit array. Using (2) and (3), it can be shown that in the general case the SD\% of capacitor $C_{i}$ composed of $i$ units of $C 1$ in an array of $j$ units of $C 1$ can be expressed in terms of the $\mathrm{SD} \%$ of capacitor $C_{m}$ having $m$ units of $C 1$ in a different array of $k$ units of $C 1$ :

$$
\begin{equation*}
\mathrm{SD} \%\left[C_{i}, j\right]=(k / j)[i / m]^{1 / 2} \mathrm{SD} \%\left[C_{m}, k\right] \tag{5}
\end{equation*}
$$

Using this equation, the SD\% can be calculated for each capacitor in the two-unit array based upon the SD\% value measured for capacitor C64A:

$$
\begin{align*}
\mathrm{SD} \%[C 1,2]= & (130 / 2)[1 / 64]^{1 / 2} \\
& \cdot \mathrm{SD} \%[C 64 A, 130]=0.80 \% \mathrm{FS} . \tag{6}
\end{align*}
$$

The measured value of the same parameter was found to be $0.64 \%$ FS and is shown in Fig. 2 along with the calculated value.
Now assume that it is desirable to reduce the SD\% and that this is done by increasing the total area such that the entire array now has 256 units of the same capacitor $C 1$. The new SD\% of the largest capacitor C128 is given by

$$
\begin{align*}
\mathrm{SD} \%[C 128,256]= & (130 / 256)[128 / 64]^{1 / 2} \\
& \cdot \mathrm{SD} \%[C 64 A, 130]=0.072 \% \mathrm{FS} \tag{7}
\end{align*}
$$

The measured value of the above parameter for the 256 -unit array was found to be $0.068 \%$ FS. Only limited data (provided by C. Laber) were available for this particular array. The measured data points for all capacitors in this array are also shown in Fig. 2 along with a line labeled SD\% [ $C_{i}, 256$ ] which denotes the ideal behavior of the array as predicted by the single data point for SD\% [C64A, 130].

## Capacitor Ratio Error Dependence upon A/P Ratio

Now consider the effect of different $\mathrm{A} / \mathrm{P}$ ratios upon capacitor matching errors. One would expect that capacitor plate edge resolution limitations would cause larger matching errors for smaller plate sizes. It is obvious that at some point, photo-


Fig. 3. Unit capacitor layout type-A for poly-to-Si capacitor showing slanted corners and poly interconnect.
lithography limitations result in edge location uncertainties which cause significant capacitor area variations. Hence a larger $\mathrm{A} / \mathrm{P}$ ratio would seem to be desirable. In fact, a single square or even a single circle would be a preferable geometry over a multiple-plate capacitor. However the largest capacitor cannot be a single plate since then the capacitor ratios would not be process insensitive (see [8] for a detailed discussion). Previous approaches have involved unit plate sizes ranging from the smallest capacitor [12] to intermediate values [8]. Other approaches have used voltage division between the main BWC array and an additional BWC array [13], [10]. These techniques have the advantage of keeping the $\mathrm{A} / \mathrm{P}$ ratio larger than would otherwise occur for a single array and also reduce the total area required. The obvious extension of this approach would be a $C-2 C$ ladder array in which two is the largest ratio between capacitors. However, this and the previous approach introduces an additional matching constraint upon the large voltage dependent parasitic capacitors in the array in order to maintain the required voltage divider precision. In this case absolute linearity may be difficult to achieve. Furthermore, it can be shown that although a second array or resistor string improves the overall resolution when added to a larger array, it does not substantially affect the integral linearity or WCD expressed as \%FS. However, the linearity and WCD expressed in LSB (least significant bits) are degraded by approximately the same factor that the resolution is increased. This is a consequence of increasing the resolution without a corresponding increase in component matching accuracy.

How small the unit plate size may be before the perimeter effects become important is a function of the particular process technology. For very large unit plate sizes, the perimeter effects may be neglected. Assume that this is the case for the 128 -unit array with $\mathrm{A} / \mathrm{P}=18 \mu \mathrm{~m}$, previously shown in Fig. 1. Using this assumption, we now calculate the error SD\%[C64, 130] for the 130 -unit array having $A / P=6.25 \mu \mathrm{~m}$. For square geometries, a general equation may now be written which normalizes for differences in the unit plate $\mathrm{A} / \mathrm{P}$ ratio

$$
\mathrm{SD} \%\left[C_{i}, j\right]=\left(A_{k} / A_{j}\right)^{1 / 2} \frac{k}{j}(i / m)^{1 / 2} \mathrm{SD} \%\left[C_{m}, k\right]
$$



Fig. 4. Unit capacitor layout type-B for poly-to-Si capacitor using slanted corners and Al interconnect.

Here $A_{k}$ and $A_{j}$ represent the unit plate areas of the $k$-unit and $j$-unit arrays, respectively. Using this equation, the error for C64 in the smaller 130-unit array may be calculated from measured data on the larger array. We calculate SD\%[C64, 130] to be $0.085 \%$ FS. This is slightly less than the 0.1 \%FS measured value shown in Fig. 2. The difference is probably attributable to the nonnegligible perimeter effects in the 130 -unit array.

## Ratio Error Dependence upon Layout Design

Two experimental arrays, $A$ and $B$, were identical in die area except that $A$ used the layout shown in Fig. 3 while $B$ used that of Fig. 4. The ratio error $\mathrm{SD} \%[C 64,128]$ for the largest capacitor in each array was measured. For type $A$, this value was $0.026 \%$ FS, while for type $B$, the value was $0.037 \%$ FS. The reason that type $A$ provides better matching is not obvious, however, this may be due to the larger $A / P$ ratio (for the same die area) that is possible with type $A$ layout. Also the process of etching the metal is not well controlled leading to variations in the capacitance of the plate-to-plate metal interconnect.
Other layout techniques involve the use of common centroid geometry [8] which offers some improvement for long-range oxide gradients. Short-range gradients often encountered with poly-to-poly capacitors are not cancelled by this technique.

## Ratio Error Dependence upon Process Technology and Capacitor Structures

For a given array design, capacitor ratio errors are a function of the capacitor structure and may also depend upon the process technology. A particular 10-bit BWC array using the unit plate layout of Fig. 3 was fabricated in five different technologies. This particular design used a $72 \mu \mathrm{~m} \times 72 \mu \mathrm{~m}$ unit plate size for the large array capacitors $C 8, C 16, C 32, \cdots C 512$. However, the smaller capacitors $C 4, C 2, C 1 A$, and $C 1 B$ were approximately square geometries. The goal of this technique was to find an optimal compromise between a small unit plate size to minimize process sensitivity and a large unit plate size to increase $A / P$ (and hence improve matching). Each design used identical geometries. The first technology was a metal-gate NMOS process denoted as NMOS-MG. This design has been


Fig. 5. Measured standard deviation of ratio error for a 10 -bit BWC array fabricated in five different technologies. Only the error for the largest capacitor in each array is shown (the $50 \%$ FS point).
previously reported [8]. The unit capacitor structure was an Al top plate with an $\mathrm{n}^{+}$silicon lower plate. The second technology was a two-level polysilicon CCD process used to fabricate capacitor arrays having two different structures. The first structure CCD-1 used a poly2 (upper level polysilicon) to $\mathrm{n}^{+}$ silicon unit capacitor structure. The second CCD-2 was a poly2-to-poly 1 capacitor structure similar to Fig. 3 except that the $n^{+}$ lower plate was replaced by poly1. The third technology, was an older poly gate CMOS process CMOS-1. Here the unit capacitor structure was identical to CCD-1. The fourth technology was an advanced, high-speed CMOS technology CMOS-2, which also used the same poly-to-silicon capacitor structure as CCD-1. The fifth technology was a modified NMOS EPROM process denoted as NMOS-EPM. This used a poly2-to-poly1 capacitor structure similar to CCD-2.
Fig. 5 shows the measured ratio-error data for each of the five arrays. Only the data point $\mathrm{SD} \%\left[C_{m}, 2 m\right]$ at $50 \% \mathrm{FS}$ for the largest capacitor in the array $C_{m}$ is shown in the figure. It is evident that the poly-to-silicon capacitor structures CMOS-1, CMOS-2, and CCD-1 have the best matching properties in the technologies examined. However, the matching properties of the poly2-to-poly1 structure is good for NMOS-EPM but extremely poor for CCD-2. The reason for this is not known, however, the CCD-2 structure was observed to have an extremely rough poly 1 surface that may have contributed to the high ratio-error and also to an abnormally high oxide defect density. On the other hand, an EPROM process requires a high-quality, uniform poly-to-poly oxide. Lastly, the NMOSMG structure matches worse than do any of the other except for CCD-2.

## Total Yield Analysis

An important factor in capacitor array design is yield to a given linearity. For purposes of this discussion, the total capacitor array yield can be expressed as $Y_{t}=Y_{f} Y_{r}$. The functional yield $Y_{f}$ is dependent primarily upon oxide defect density $D$ and total capacitor oxide area $A$ such that $Y_{f}=f(A, D)$. Several functional yield models have appeared in the literature [14], [15]. In a well-monitored process, the parameter $D$ is known or else can be determined from test patterns.
The ratio-matching yield $Y_{r}$ can be calculated from the required linearity and measured data. Let $z$ be the maximum allowable nonlinearity in \%FS. Let M[WCD] and SD\%[WCD] be the mean and SD\% of the WCD expressed as \%FS. $Y_{r}$ can be calculated directly by integrating the area under the Gaussian probability density function (having the standard deviation SD\%[WCD]), centered at M[WCD], from $-z$ to $+z$. The following empirical relationship has been observed from measured data:
$\mathrm{SD} \%[\mathrm{WCD}] / \mathrm{SD} \%\left[C_{m}, 2 m\right]=1.5$ to 1.0 .

For the 10 -bit BWC array previously discussed, typical values of $Y_{f}$ and $Y_{r}$ were 95 and 80 percent (for WCD less than 0.05 \%FS), respectively.

## III. Voltage Dependence of MOS Capacitors with Degenerately Doped Silicon Plates <br> Voltage Coefficient of Capacitance

It is evident from the literature [16], [17] that the equations which describe the $C V$ behavior of an MOS capacitor may be cumbersome, especially for structures involving degenerately doped surfaces. Usually, however, simplicity of description is desired. For those cases, which are often circuit design oriented, it is sufficient to specify the nominal capacitance value and the rate of change of capacitance over some voltage interval. For this reason, the voltage coefficient of capacitance $V_{C C}$ is used: $V_{C C}=1 / C(d C / d V)$. This is the rate of fractional change in $C$ per unit voltage at some dc voltage $V$. For large $N_{d}$ and small $V, C$ tends to become a linear function of applied voltage. The total MOS capacitance is given by the series combination of oxide and space charge capacitance:

$$
\begin{equation*}
C_{t}=\frac{1}{\left(1 / C_{\mathrm{ox}}+1 / C_{s}\right)} \tag{10}
\end{equation*}
$$

Equation (10) is valid for an MOS capacitor with one semiconductor surface, while the other surface is assumed to have a negligible space charge region (a metal). Using Maxwell-Boltzmann (MB) occupation statistics, the space charge capacitance is given by the well-known equation [18]

$$
\begin{align*}
C_{s} & =q / k T d Q_{s} / d U_{s} \\
& =\operatorname{sgn}\left[U_{s}\right]\left[\frac{\epsilon_{\mathrm{si}} q^{2} N_{d}}{2 k T}\right]^{1 / 2}\left[e ^ { U _ { s } - 1 ] } \left[e^{\left.U_{s}-1-U_{s}\right]^{-1 / 2}} .\right.\right. \tag{11}
\end{align*}
$$

The $C V$ model using this equation for $C_{s}$ will be referred to as the MB $C V$ model. $V_{C C}$ may be expressed as

$$
\begin{equation*}
V_{C C}=\frac{C_{\mathrm{ox}}^{2}}{\epsilon_{\mathrm{si}} q N_{d}} \frac{e^{2 U_{s}}-2 U_{s} e^{U_{s}}-1}{\left(e^{U_{s}}-1\right)^{3}} \tag{12}
\end{equation*}
$$

Taking the limit as $U_{s}$ approaches zero ( $V$ approaches $V_{f b}$ ),

$$
\begin{equation*}
V_{C C}\left(V_{f b}\right)=\frac{C_{\mathrm{ox}}^{2}}{3 q \epsilon_{\mathrm{si}} N_{d}} \tag{13}
\end{equation*}
$$

Since $V_{f b}$ is small, (13) is nearly identical to the value at $V=0$ for large values of $N_{d}$.
The values of $V_{C C}$ as a function of doping are plotted in Fig. 6 [curve labeled $V_{C C}(0 \mathrm{~V})$ ]. It can be seen from (13) that $V_{C C}$ can be reduced by increasing $N_{d}$, and increasing $t_{\mathrm{ox}}$. To first order, $V_{C C}$ is independent of temperature in this analysis. In addition $V_{C C}(-10)$ and $V_{C C}(+10)$, the voltage coefficients at -10 and +10 V , respectively, were also computed from (12). The $V_{C C}$ curves for these two voltages are also plotted in Fig. 6.


Fig. 6. Plot of calculated surface doping concentration versus voltage coefficient for $0,-10$, and +10 V . A dashed line is an approximate fit to the experimental data points.

## Experimental Procedure and Results For the

 Al-toWi CapacitorSeveral n-type Si wafers received a range of phosphorus predepositions from medium to heavy concentrations. Dry 1000 $\AA$ thermal oxides were then grown. Half of each wafer received a poly deposition followed by a second phosphorus doping. Then, Al was evaporated and capacitor top plates were patterned in the Al. This was followed by a poly etch and final anneal in hydrogen at $450^{\circ} \mathrm{C}$. It has been assumed that this process results in negligible interface charge and fast surface state densities. However, some studies have suggested that this may not be true if the surface concentration becomes too large [19]. In this manner, both poly-to-Si and Al-to-Si capacitors were fabricated on the same Si substrate.
$C-V$ measurements were performed at 1.5 MHz on all samples using a modified PAR model $410 C-V$ plotting system. Capacitance bridge measurements were also made as a function of de voltage to confirm the plotted data. The samples were then grooved and spreading resistance data gathered from which the doping profiles in the poly and in the Si were determined [20]. Using the measured values of oxide thickness together with doping information, the $C V$ curves were then computed for the MB CV model described in this paper. Allowing for the uncertainty in the exact position of the origin, the measured curve was then translated onto the same axes as the calculated curve to allow for comparison of slopes (voltage coefficients) rather than absolute values.
The measured values for $V_{C C}$ obtained near the origin for all of the samples are plotted in Fig. 6. The experimental value for $N_{d}=5 \times 10^{20} / \mathrm{cm}^{3}$ was obtained from the literature [9]. One surprising result is the relatively good agreement between the MB model and the measured data. This is unexpected since it is well known that the MB model is valid only for the nondegenerate case ( $N_{d}$ less than $10^{19}$ ). For the case of degenerately doped Si , the formal analysis becomes extremely complex [21].

## Analysis of Poly-to-Si and Poly-to-Poly MOS Capacitor Structures

It will be shown in this paper that heavily doped poly accumulates and depletes in the same manner as heavily doped single crystalline Si . Consequently, the $C V$ model for crystal-


Fig. 7. Model for poly-to-Si and poly-to-poly capacitor showing two space charge capacitances.
line Si can be applied to the poly surface. In the case of a poly-to-poly or poly-to-Si capacitor, one expects that since one surface accumulates while the other depletes and vice versa that the voltage dependence tends to cancel if both surfaces are equally doped. A direct solution for $C V$ dependence of this type of capacitor involves a simultaneous solution for both surface potentials and spaces charges such that the electric field in the oxide is identical at both interfaces. Referring to Fig. 7, an assumption is now made that simplifies the analysis. The electrostatic surface potential $\mathrm{Phis}_{2}$ is considered negligible when computing Phis $_{1}$ and vice versa. This is a reasonable approximation when at least one surface is heavily doped. The device model can then be reduced to two space charge capacitances $C_{s 1}$ and $C_{s 2}$ in series with $C_{\mathrm{ox}}$ as shown in Fig. 7. Now the $C V$ curves for a poly-to-Si device having different surface dopings can be computed in a direct manner:

$$
\begin{equation*}
1 / C_{t}=1 / C_{\mathrm{ox}}+1 / C_{s 1}+1 / C_{s 2} \tag{14}
\end{equation*}
$$

The analytical $C V$ curves are obtained using (11) and (14). Based on this simple device model, the voltage coefficient for poly-to-Si and poly-to-poly capacitors is also approximately given by $V_{C C}=V_{C C 1}-V_{C C 2}$, where the plate numbering convention used is that shown in Fig. 7. The individual plate voltage coefficients are determined in the usual manner using Fig. 6.

## Experimental Results for the Poly-to-Si Capacitor

Comparisons of some analytical and experimental results are shown in Figs. 8 and 9. The devices selected for display in these figures include one having both plates heavily doped, device $D 1$ (Fig. 8). Fig. 9 illustrates a device $D 2$ having a much smaller $N_{d}$ in the poly than in the Si , while the opposite situation exists for the device D3. Agreement between the calculated and experimental data is not as good for lightly doped poly surfaces (doping less than $10^{19} / \mathrm{cm}^{3}$ ). This may be associated with the error in spreading resistance measurements on thin lightly doped films or may be due to the onset of grain boundary effects.

It is interesting to note that for the device $D 2$ having a poly plate that is more lightly doped than the crystalline silicon (Fig. 9) the poly plate provides the dominant space charge capacitance and hence the voltage dependence. In this case, the total capacitance decreases with increasing positive voltage since the poly surface is depleting and the Si surface is undergoing negligible accumulation. Hence the fundamental assertion that a heavily doped poly surface accumulates and depletes similar to that to crystalline Si is confirmed.


Fig. 8. Calculated and measured $C V$ curves for a poly-to-Si capacitor $D 1$ with $N_{d}($ poly $)-1.5 \times 10^{20} / \mathrm{cm}^{3}$ and $N_{d}(\mathrm{Si})=1.1 \times 10^{20} / \mathrm{cm}^{3}$.

If both the poly and Si were identically doped, the total capacitance variation would be symmetrical about the flat-band voltage, resulting in a nearly zero voltage coefficient. The MOS capacitor D1 in Fig. 8 exhibits a voltage coefficient of approximately $7 \mathrm{ppm} / \mathrm{V}$.

## Nonlinearities in Capacitor Arrays Used for $A / D$ and $D / A$ Conversion

When capacitor arrays are used in A/D and D/A conversion, a charge transfer error may be caused by the capacitor voltage dependence. This error may be expressed as a coding nonlinearity in terms of $V_{C C}$. Fig. 10 illustrates the final charge distribution between two capacitors $C 1$ and $C 2$. Here the $V_{C C}$ polarities shown are chosen to minimize parasitic capacitance and leakage current at node $X$. The figure shows that one plate of $C 1$ is raised to the full-scale reference voltage $V_{r}$. The nonlinearity in the voltage $V_{x}$ due to $V_{C C}$ can now be calculated by setting the charge on $C 1$ equal to that on $C 2$ and integrating the capacitance over the voltage transition. By using simplifying approximations, we get

$$
\begin{equation*}
V_{x}=V_{r} \frac{C 1}{C 1+C 2}-V_{r}^{2} \frac{V_{C C}}{2} \frac{C 1 C 2}{(C 1+C 2)^{2}} . \tag{15}
\end{equation*}
$$

The error voltage at node $X$ can now be expressed as a nonlinearity in \%FS:

$$
\begin{equation*}
\text { nonlinearity due to } V_{C C}=-50 V_{C C} V_{r} N(1-N) \% \mathrm{FS} \tag{16}
\end{equation*}
$$

where $N=C 1 /(C 1+C 2) . \quad N$ corresponds to the fraction of full-scale signal being coded. It is seen that the maximum nonlinearity occurs at one-half full scale ( $N=1 / 2$ ) and has the value
maximum nonlinearity due to $V_{C C}=-50 V_{C C} V_{r} / 4 \% \mathrm{FS}$.

This is identical to that calculated for a capacitor A/D converter in which a comparator is connected to node $X$ and a successive approximation algorithm is used to drive node $X$ from $-V_{\text {in }}$ back to zero.


Fig. 9. Calculated and measured $C V$ curves for poly-to-Si capacitor $D 2$ with $N_{d}($ poly $)=9 \times 10^{18} / \mathrm{cm}^{3}$ and $N_{d}(\mathrm{Si})=1.65 \times 10^{20} / \mathrm{cm}^{3}$, and curves for poly-to-Si capacitor D3 with $N_{d}$ (poly) $=1.2 \times 10^{20} / \mathrm{cm}^{3}$ and $N_{d}(\mathrm{Si})=5.5 \times 10^{18} / \mathrm{cm}^{3}$.


Fig. 10. Simplified representation of capacitor array charge redistribution during A/D or D/A conversion.


Fig. 11. Simplified schematic of precision analog amplifier, attenuator, or D/A converter.

## Harmonic Distortion in Capacitor Array Circuits

Voltage coefficient of capacitance can also lead to harmonic distortion. Consider the precision analog amplifier, attenuator, or D/A converter shown in Fig. 11. Here again the polarity of the capacitor $V_{C C}$ is chosen as shown due to considerations for leakage current and parasitic capacitance. By equating the charges transferred on each capacitor, we get an approximate equation:

$$
\begin{equation*}
V_{0}=-\frac{C 1}{C 2} V_{\mathrm{in}}+\frac{C 1}{C 2} \frac{V_{C C}}{2}\left(1+\frac{C 1}{C 2}\right) V_{\mathrm{in}}^{2} . \tag{18}
\end{equation*}
$$

Letting $V_{\text {in }}=A \sin w t$, the second-harmonic distortion HD2 may be calculated:

$$
\begin{equation*}
\mathrm{HD} 2=(1+G) V_{C C} \frac{A}{4} \tag{19}
\end{equation*}
$$

in which $G=C 1 / C 2$ is the nominal gain of the circuit and is
greater than zero. As seen from the equation above, distortion increases with gain and voltage amplitude.

## IV. Temperature Coefficient of MOS Capacitors

The temperature coefficient of capacitance is defined as

$$
\begin{equation*}
T_{C C}=\frac{1}{A C_{t}} \frac{d}{d T}\left(A C_{t}\right) \tag{20}
\end{equation*}
$$

in which $C_{t}$ is the total MOS capacitance per unit area and $A$ is the plate area of the device. For this study the MOS capacitor was the same Al-to-Si structure discussed in Section III.
The temperature coefficient of capacitance $T_{C C}$ represents the fractional rate of change of total capacitance per unit temperature. Using the fact that $C_{s}$ is much greater than $C_{o x}$ for these structures, the value of $T_{C C}$ may be computed and reduced to the following:

$$
\begin{align*}
T_{C C} & =\left[\frac{1}{A} \frac{d A}{d T}-\frac{1}{t_{\mathrm{ox}}} \frac{d t_{\mathrm{ox}}}{d T}\right]+\frac{C_{\mathrm{ox}}}{C_{s}^{2}} \frac{d C_{s}}{d T}+\frac{1}{\epsilon_{\mathrm{ox}}}+\frac{d \epsilon_{\mathrm{ox}}}{d T} \\
& =T_{C C}(t h)+T_{C C}(s c)+T_{C C}\left(\epsilon_{\mathrm{ox}}\right) \tag{21}
\end{align*}
$$

In this form, $T_{C C}$ is resolved into three components. The first term represents the change in capacitance for a plate area $A$ and dielectric thickness $t_{\mathrm{ox}}$ due to thermal expansion. The second term corresponds to the temperature dependence of space charge capacitance. The third term represents the temperature dependence of the dielectric constant of the oxide $k_{\mathrm{ox}}$. In this section, the first two components of $T_{C C}$ will be discussed resulting in an expression which allows experimental evaluation of the third term.
Evaluation of the thermal expansion component $T_{C C}(t h)$ requires an analysis of stresses and strains. This requires knowledge of coefficients of linear thermal expansion, values of elastic moduli and Poisson's ratios of the materials [22]. An exact solution has been performed by Thurston [23] ; however, a reasonably good approximation can be made which simplifies the analysis and results in less than 5 percent error. The approximation involves neglecting the term ( $1 / t_{\text {ox }}$ ) $d t_{\text {ox }} / d T$ and also the assumption that the thickness of the substrate (200 $\mu \mathrm{m})$ is so large compared with that of the dielectric $(0.1 \mu \mathrm{~m})$ and the top plate $(0.6 \mu \mathrm{~m})$ that the Si expands freely carrying both thin films along with it. Hence for a plate of any geometry:

$$
\begin{equation*}
\frac{1}{A} \frac{d A}{d T}=2 L_{\mathrm{si}}=5.6 \mathrm{ppm} /{ }^{\circ} \mathrm{C}(\text { from Appendix } \mathrm{B}) \tag{22}
\end{equation*}
$$

The space charge component $T_{C C}(s c)$ requires evaluation of the first derivative of $C_{s}$ with respect to $T$ which is difficult to evaluate for an arbitrary applied voltage since $U_{s}$ is an intricate function of $T$. However the analysis becomes simplified if $U_{s}=0$ (the flat-band condition). This is approximately achieved if the applied voltage is held at zero during the temperature excursion. This is valid for heavily doped Si substrates where $U_{s}$ is small for applied voltages within several volts of flat band. Equation (11) for $C_{s}$ in Section III may be simplified by using the series expansion of $e^{U_{s}}$ for small $U_{s}$ :

$$
\begin{equation*}
\frac{e^{U_{s}-1}}{\left(e^{U_{s}}-1-U_{s}\right)^{1 / 2}}=(2)^{1 / 2} \tag{23}
\end{equation*}
$$

Therefore, at flat band, the space charge capacitance is

$$
\begin{equation*}
C_{s}(f b)=\left[\frac{\epsilon_{\mathrm{si}} N_{d} q^{2}}{k T}\right]^{1 / 2} \tag{24}
\end{equation*}
$$

Differentiating $C_{s}(f b)$ with respect to $T$ and allowing $k_{s i}$ to be a function of $T$, it follows that

$$
\begin{align*}
T_{C C}(s c)= & \frac{C_{\mathrm{ox}}}{C_{s}^{2}} \frac{d C_{s}}{d T}=-\frac{C_{\mathrm{ox}} k}{2 q\left(\epsilon_{\mathrm{si}} N_{d} k T\right)^{1 / 2}} \\
& \cdot\left[1-T\left(\frac{1}{\epsilon_{\mathrm{si}}} \frac{d \epsilon_{\mathrm{si}}}{d T}\right)\right] \tag{25}
\end{align*}
$$

which is valid in the vicinity of flat band. The term $\left(1 / \epsilon_{s i}\right)$ $d \epsilon_{\mathrm{si}} / d T$ has been experimentally evaluated in Appendix $\mathbf{A}$ and its value was found to be $252 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$.
Calculated values of $T_{C C}(s c)$ are plotted in Fig. 12 as the curve labeled " 0 V ." Since $T_{C C}(s c)$ is actually negative, the horizontal axis is the absolute value of $T_{C C}(s c)$. As illustrated, for large donor concentration, the value of $T_{C C}(s c)$ becomes small. $T_{C C}(s c)$ is also plotted for different applied voltages (with the Si substrate at ground). These are labeled in Fig. 12. For negative voltages and small $N_{d}, T_{C C}(s c)$ becomes a strong function of voltage, changes sign when strong surface depletion occurs, and then becomes very large.
It is suggested by Fig. 12 that $T_{C C}\left(\epsilon_{\mathrm{ox}}\right)$ could be evaluated for a device having $N_{d}$ as large as possible in order to minimize the temperature dependence associated with the space charge relative to that for the oxide dielectric constant. The literature contains little information regarding measured values of $T_{C C}\left(\epsilon_{o x}\right)$. Furthermore the value appears dependent upon the process associated with the oxide. For this reason, the value of $T_{C C}\left(\epsilon_{\mathrm{ox}}\right)$ is determined by the experimental technique just mentioned. This is described in Appendix $B$ and the value of $T_{C C}\left(\epsilon_{\mathrm{ox}}\right)$ was found to be $21 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$, which is similar to (although not equal to) a previously reported value of $15 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$ [24] for deposited oxides. Using (B2) and previous assumptions, it is now possible to compute $T_{C C}$ for values of $N_{d}$ from $10^{18}$ to $10^{21} / \mathrm{cm}^{3}$ for $V=0$. This was done and the results are plotted in Fig. 13. Measured data points are also plotted along with a dashed line fitted to these points. As seen in this figure, there is generally good agreement between the measured and calculated data. This is better than would have been expected from the nondegenerate MB $C V$ theory. The intersection of measured data and calculated data at $N_{d}=1.6 \times 10^{20} / \mathrm{cm}^{3}$ is of course due to the evaluation of $T_{C C}\left(\epsilon_{\mathrm{ox}}\right)$ at that point.

## V. Conclusion

A comprehensive technique for designing MOS capacitor arrays has been discussed. This included a method of calculating capacitor ratio errors and subsequent total yield. Data illustrating the sensitivity of ratio matching to capacitor layout, structures, and technology were also presented.
This paper has compared measured and calculated voltage coefficients of MOS capacitors as a function of surface concen-


Fig. 12. Calculated curves of surface doping concentration versus absolute value of space charge capacitance temperature coefficient of and Al-to-Si capacitor for different applied voltages ( $0,-5$, and -10 V ). For +10 V , the calculated curve is close to that for 0 V .


Fig. 13. Calculated and measured curves for surface doping concentration versus temperature coefficient of total capacitance of an Al-to-Si capacitor. The dashed line represents an approximate fit to the measured data.
tration. It has been shown that heavily doped polysilicon accumulates and depletes in a manner similar to that for single crystalline silicon.
It has also been demonstrated that the temperature dependence of space charge capacitance, thermal expansion, and temperature dependence of dielectric constant are the major components of $T_{C C}$. Of these, it has been found that the dielectric constant term dominates for the case of high substrate doping and low applied voltages.
For poly-to-Si capacitors with heavily doped plates, additional experiments have shown that the $T_{C C}$ of these structures is also predicted by the same model. This is expected since the $T_{C C}$ is due largely to expansion and to the dielectric properties as has been demonstrated.

## Appendix A

The graded-junction capacitance per unit area is given by

$$
\begin{equation*}
C_{j}=K_{j} \epsilon_{\mathrm{si}}^{2 / 3}\left(V_{b}-V_{j}\right)^{-1 / 3} \tag{Al}
\end{equation*}
$$

in which $K_{j}$ is a device constant and $V_{b}$ is the barrier potential. Hence for a junction capacitor, of total capacitance $A C_{j}$, the temperature coefficient is

$$
\begin{equation*}
T_{C C j}=\frac{1}{A} \frac{d A}{d T}+\frac{2}{3} \frac{1}{\epsilon_{\mathrm{si}}} \frac{d \epsilon_{\mathrm{si}}}{d T}-\frac{1}{3} \frac{1}{\left(V_{b}-V_{j}\right)} \frac{d V_{b}}{d T} . \tag{A2}
\end{equation*}
$$

The junction potential barrier is given by

$$
\begin{equation*}
V_{b}=\frac{K T}{q} \ln \left[\frac{N_{a} N_{d}}{n_{i}^{2}}\right] \tag{A3}
\end{equation*}
$$

where $N_{a}$ is the acceptor impurity concentration. The intrinsic carrier concentration $n_{i}$ and silicon bandgap energy $E_{g}$ are approximately given by [21]

$$
\begin{equation*}
n_{i}=3.8 \times 10^{16} T^{3 / 2} \exp \left[-E_{g} / 2 k T\right] \tag{A4}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{g}=1.2-\left(2.83 \times 10^{-4}\right) T \tag{A5}
\end{equation*}
$$

Finally, the desired result is obtained after the appropriate substitutions:

$$
\begin{equation*}
\frac{1}{\epsilon_{\mathrm{si}}} \frac{d \epsilon_{\mathrm{si}}}{d T}=\frac{3}{2}\left[T_{C C j}-2 L_{\mathrm{si}}+\frac{1}{3} \frac{1}{\left(V_{b}-V_{j}\right)} \frac{d V_{b}}{d T}\right] \tag{A6}
\end{equation*}
$$

Hence, to evaluate $\left(1 / \epsilon_{\mathrm{si}}\right) d \epsilon_{\mathrm{si}} / d T$, it is only necessary to measure the temperature coefficient of the junction capacitor and calculate those terms containing $N_{a}, N_{d}$, and $L_{\text {si }}$. This experiment has been performed and appears in the literature [8]. From that experiment, a value of $T_{C C j}=230 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$ was measured. Using this value and data from that experiment we get

$$
\begin{equation*}
\frac{1}{\epsilon_{\mathrm{si}}} \frac{d \epsilon_{\mathrm{si}}}{d T}=252 \mathrm{ppm} /{ }^{\circ} \mathrm{C} . \tag{A7}
\end{equation*}
$$

## Appendix B

The following experiment was performed on an Al-to-Si capacitor. The surface concentration $N_{d}$ was measured to be $1.65 \times 10^{20} / \mathrm{cm}^{3}$ using a spreading resistance technique. $C_{\mathrm{ox}}$ for the $1000 \AA$ thermal oxide was $3.4 \times 10^{-4} \mathrm{~F} / \mathrm{cm}^{2}$.

The thermal expansion term $T_{C C}(t h)$ becomes

$$
\begin{equation*}
2 L_{\mathrm{si}}=5.6 \mathrm{ppm} /{ }^{\circ} \mathrm{C} . \tag{B1}
\end{equation*}
$$

From (25), Section IV, $T_{C C}(s c)$ is calculated to be $-1.5 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$. The temperature coefficient $T_{C C}$ was then measured. For ten devices, the average value of $T_{C C}$ was $25.5 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$ with a standard deviation less than $0.4 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$. Using these data in (21), Section IV, the effective value of $T_{C C}\left(\epsilon_{\mathrm{ox}}\right)$ becomes

$$
\begin{equation*}
T_{C C}\left(\epsilon_{\mathrm{ox}}\right)=\frac{1}{\epsilon_{\mathrm{ox}}} \frac{d \epsilon_{\mathrm{ox}}}{d T}=21 \mathrm{ppm} /{ }^{\circ} \mathrm{C} \tag{B2}
\end{equation*}
$$
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# Random Error Effects in Matched MOS Capacitors and Current Sources 
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#### Abstract

Explicit formulas are derived using statistical methods for the random errors affecting capacitance and current ratios in MOS integrated circuits. They give the dependence of each error source on the physical dimensions, the standard deviations of the fabrication parameters, the bias conditions, etc. Experimental results, obtained for both matched
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capacitors and matched current sources using a $3.5 \mu \mathrm{~m}$ NMOS technology, confirmed the theoretical predictions. Random effects represent the ultimate limitation on the achievable accuracy of switched-capacitor filters, D/A converters, and other MOS analog integrated circuits. The results indicate that a 9-bit matching accuracy can be obtained for capacitors and an 8-bit accuracy for MOS current sources without difficulty if the systematic error sources are reduced using proper design and layout techniques.

## I. Introduction

THE metal-oxide-semiconductor (MOS) technology employed in the large-scale integrated (LSI) fabrication of digital circuits has been also used recently to realize
analog circuits [1]. Unlike for digital integrated circuits, the performance of analog MOS integrated circuits depends heavily upon the element matching accuracy [2], [3]. The key elements are usually the capacitors, but in some applications [4], [5], the matching accuracy of MOS transistors used as current sources is also critical. Therefore, the matching properties of both MOS capacitors and transistors are investigated in this paper. It is a continuation of our earlier work [6] in which we examined the local random errors of MOS capacitors only.
The elements of MOS integrated circuits are inherently subject to errors from two sources. One is the systematic error, which affects adjacent elements with identical geometries similarly. It can thus be reduced by proper matching techniques. The other is the random error, which differs from element to element, and therefore cannot be corrected by improved matching techniques. It hence represents the ultimate limitation on the achievable accuracy.
A statistical model proposed recently [6] is used to analyze the random errors which are due to both the local and global variations of the linear dimensions and parameters of the circuit elements. These random variations are modeled as random processes, with a zero mean and with stationary characteristics. This is more relevant to the realistic properties of MOS capacitor and transistor matching than the earlier model [6].

Two random capacitance error mechanisms are examined first. One is the random edge effect which is due to the local and global random variations of the ideally straight edges of the capacitor, and the other is the random oxide effect which is due to the local and global random fluctuations of the oxide thickness and permittivity in the capacitor. Multiple-plate capacitor effects are also considered. Then, four random error mechanisms for the transistor current are examined. First, the random edge effect is considered. Second, the random surface-charge effect due to both local and global variations of surface-state and ionimplanted charges is analyzed. Third, the random oxide effect is studied. Finally, the random mobility effect due to both local and global variations of the carrier channel mobility is examined.

In addition to the theoretical predictions, experimental results are presented, based on tests performed on both types of devices, to confirm the theoretical results. A large number of experimental test chips with "on-chip" measurement capability were fabricated for both devices, using 3.5 $\mu \mathrm{m}$ silicon-gate NMOS technology. The experimental results indicate that a 9 -bit capacitor matching accuracy and an 8 -bit transistor current matching accuracy can be easily achieved. The test results are in good agreement with the theoretical predictions.

## II. Random Errors in MOS Capacitors

## A. Single-Plate Capacitors

In the fabrication of an integrated circuit pattern, the edges of the lines and devices cannot be exactly located due to the uncertainty in the locations of the particle
beams and mask dimensions [7]. The position of an edge is thus affected by a certain amount of "noise" so that an ideally straight line appears wavy. The edge variation includes a local jagged edge variation and a global distorted edge variation. The local edge variation is usually caused by the granular nature of the aluminum (or polysilicon) edge which is due to the evaporation onto a heated wafer, and also by the jagged edges of the developed photoresist which are caused, e.g., by light interference patterns [8]. The global edge variation may be caused by large-scale edge distortion which is due to the fact that the etchant solution may become saturated with the etched material in some areas of the chip [8] or by quantization effects if digital methods are used in the fabrication process, etc. The local jagged edge variation is similar to a wide-band thermal noise, containing high-frequency components in its spectrum. It has a very narrow autocorrelation range in terms of displacement [6]. The global distorted edge variation is like a narrow-band flicker noise containing only low-frequency components in its spectrum; it has a rather wide autocorrelation range in terms of displacement. Both of these variations introduce a random deviation of the area, and hence the capacitance, of the device.

In addition to the randomly varying edges, the uncertainty in the oxide thickness $t$ permittivity $\epsilon$ also causes random errors in a capacitor. Therefore, e.g., two capacitors which have the same area will not have the same capacitance. As for the edge variations, the oxide variations also include local oxide variations and global oxide variations.

The local oxide variations may be due to the granularity of polysilicon, surface defects of crystalline silicon, etc. The global variations may be caused by slow variation of surface flatness, wafer warping, variations of oxide growth rate, etc.

In [6], the random capacitance errors due to local edge and oxide effects were derived. Following somewhat similar arguments, it is possible to find the corresponding errors due to global effects as well. Assuming that all of these effects are independent, the combined relative capacitance error can be expressed as

$$
\begin{equation*}
\frac{\Delta C}{C}=\sqrt{K_{l e} C^{-3 / 2}+K_{g e} C^{-1}+K_{1 o} C^{-1}+K_{g o}} \tag{1}
\end{equation*}
$$

where $K_{l e}$ is the local edge effect factor, $K_{g e}$ is the global edge effect factor, $K_{1 o}$ is the local oxide effect factor, and $K_{g o}$ is the global oxide effect factor. Somewhat pessimistic estimates can be derived for these factors [11], as follows:

$$
\begin{align*}
& K_{l e} \simeq 8 d_{e} \sigma_{l e}^{2}\left(\frac{\epsilon}{t}\right)^{3 / 2}, K_{g e} \simeq \frac{7 \epsilon}{t} \sigma_{g e}^{2} \\
& K_{l o} \simeq 4 d_{o}^{2} \frac{\epsilon}{t}\left(\frac{\sigma_{l e}^{2}}{\epsilon^{2}}+\frac{\sigma_{l t}^{2}}{t^{2}}\right) \\
& K_{g o} \simeq \frac{\sigma_{g e}^{2}}{\epsilon^{2}}+\frac{\sigma_{g t}^{2}}{t^{2}} . \tag{2}
\end{align*}
$$

In (2), $d_{e}$ is the correlation radius and $\sigma_{l e}$ is the standard deviation of the local edge variation [6], [11], $\epsilon$ is the


Fig. 1. The relative capacitance error versus capacitance due to local and global edge effects.
permittivity and $t$ is the thickness of the oxide layer, $\sigma_{g e}$ is the standard deviation of the global edge variation, $\sigma_{/ c}$ and $\sigma_{l}$ are the standard deviations of $\epsilon$ and $t$ for local effects, and $d_{o}$ is the local oxide correlation radius. Finally, $\sigma_{g}$ and $\sigma_{g t}$ are the standard deviations of $\epsilon$ and $t$ for global effects.

Figs. 1 and 2 illustrate on a $\log -\log$ scale the relations between the relative capacitance error and the value of $C$ due to the various terms in (1). For very small $C$, the local edge effect ( $\Delta C / C \propto C^{-3 / 4}$ ) dominates; for very large $C$, the global oxide error dominates. The other two error terms can be appreciable for intermediate values of $C$. The factors given in (2), and hence the relative importance of the four effects, are technology dependent.

## B. Multiple-Plate Capacitors

In order to avoid process-caused systematic errors, MOS capacitors are often realized as the parallel combinations of several smaller " unit capacitors." Therefore, the random errors affecting such multiple-plate capacitors also are discussed. For an $n$-plate capacitor $C=n C_{i}$, the random capacitance error due to the local edge effect can be obtained from [6, eq. (25)] as $\sigma_{n C_{1}}=n^{1 / 4} \sigma_{C}=n^{1 / 2} \sigma_{C_{i}}$. Similarly, the random capacitance error due to the global edge effect can be found. The result is $\sigma_{n c_{i}}=n^{1 / 2} \sigma_{C}=n \sigma_{C_{i}}$. Here, the errors of the unit capacitors were assumed to be fully correlated since the global edge variation is considered. As far as both of the local and global oxide effects are concerned, there is no physical difference between the random errors of the single- and multiple-plate realizations. If both edge and oxide effects are considered for the multiple-plate capacitor, the overall relative capacitance error is

$$
\begin{equation*}
\frac{\sigma_{n C_{i}}}{C}=\sqrt{\frac{n^{1 / 2} K_{l e}}{C^{3 / 2}}+\frac{K_{l o}}{C}+\frac{n K_{g e}}{C}+K_{g o}} \tag{3a}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\sigma_{n C_{i}}}{n C_{i}}=\sqrt{\frac{K_{l e}}{n C_{i}^{3 / 2}}+\frac{K_{l o}}{n C_{i}}+\frac{K_{g e}}{C_{i}}+K_{g o}} . \tag{3b}
\end{equation*}
$$

Equation (3a) shows that, for a given $C$, the more parti-


Fig. 2. The relative capacitance error versus capacitance due to local and global oxide effects.
tions we make, the worse the matching becomes. Equation (3b) shows, however, that for a given unit capacitance $C_{i}$, the matching can be improved by paralleling more unit capacitors since this increases $C$.
Consider now a realistic example of a single-plate capacitor. Assume that the edge length $L$ of the unit capacitor is $50 \mu \mathrm{~m}, t_{o}=700 \AA$, and $d_{e}$ and $d_{o}$ are about $1 \mu \mathrm{~m}$. From (1), assuming also that $\sigma_{l e}=\sigma_{g e}=0, \sigma_{l e}=\sigma_{g e}=0.2 \mu \mathrm{~m}$, and $\sigma_{t t}=\sigma_{g t}=10 \AA$, the various terms in (1) turn out to be $K_{l e}^{1 / 2} C^{-3 / 4} \simeq 0.16$ percent, $K_{g e}^{1 / 2} C^{-1 / 2} \simeq 1.06$ percent, $K_{l o}^{1 / 2} C^{-1 / 2} \simeq 0.069$ percent, and $K_{g o}^{1 / 2} \simeq 1.74$ percent. $\Delta C / C$ is thus dominated by the terms containing $K_{g e}$ and $K_{g o}$.

As this example shows, for a typical MOS process, the global edge and oxide variations represent the crucial limitations on the achievable matching accuracy. Of course, the relative random errors in MOS capacitors which are made with a different process could be significantly different. However, the parameters in (4) give us an insight into these random error sources and their effects for a typical situation. The dominance of the global effects shows why steps aimed at their elimination (common centroid geometries [8], guard rings, etc.) are particularly important for highaccuracy matching.

In most applications, it is the ratio $\alpha$ of two capacitances $C_{1}$ and $C_{2}$, rather than their individual values, which is of interest. Assuming that $C_{1}=n C_{i}$ and $C_{2}=m C_{i}$ are both multiplate capacitors, it can readily be shown [11] that the relative rms error of $\alpha$ is

$$
\begin{align*}
\frac{\sigma_{\alpha}}{\alpha} & =\sqrt{\left(\frac{\sigma_{n C_{i}}}{C_{1}}\right)^{2}+\left(\frac{\sigma_{m C_{i}}}{C_{2}}\right)^{2}} \\
& =\sqrt{\left(\frac{1}{n}+\frac{1}{m}\right)\left(\frac{K_{l e}}{C_{i}^{3 / 2}}+\frac{K_{l o}}{C_{i}}\right)+\frac{K_{g e}}{C_{i}}+4 K_{g o}} . \tag{4}
\end{align*}
$$

## III. Experimental Results on Capacitance Matching

A large number of experimental capacitor test chips with on-chip capacitance measurement capability was fabricated using the $3.5 \mu \mathrm{~m}$ silicon gate NMOS technology of the Xerox Microelectronics Center. A total of 42 test struc-

TABLE I
Layout Strategies of Matched MOS Capacitors in Capacitor Test Chips

|  | Capacitor <br> Ratio | Unit Capacitor <br> Size $\left(\mu \mathrm{m}^{2}\right)$ | Layout Strategy | Number of <br> Test Structure |
| :--- | :---: | :---: | :--- | :---: |
|  | $1: 1$ | $25 \times 25$ | Precision unit capacitor layout |  |
| Group 1 | $2: 1$ | $38 \times 38$ | technique: multiple-plate |  |
|  | $4: 1$ | $50 \times 50$ | realization, common-centroid | 25 |
|  | $8: 1$ | $75 \times 75$ | geometry, guard ring, corner |  |
|  | $16: 1$ | $100 \times 100$ | cutting, mask alignment tabs. |  |
|  | $1: 1$ | $25 \times 25$ | Multiple-plate realization used | 12 |
| Group 2 | $2: 1$ | $50 \times 50$ | only. |  |
|  | $4: 1$ | $100 \times 100$ |  |  |
|  | $8: 1$ |  |  | 5 |
| Group 3 | $1: 1$ | $25 \times 25$ | Same as Group 1, except that |  |
|  | $4: 1$ | $50 \times 50$ | corner cutting was not | 5 |
|  | $2: 2$ | $100 \times 100$ | used. |  |



Fig. 3. Parts of the layout of Group 1 in a capacitor test chip.
tures, which included different capacitor ratios with different unit capacitor sizes, were designed using three different layout strategies and were implemented on $6 \times 6 \mathrm{~mm}^{2}$ monolithic chips. The properties of the three groups, according to their layout strategies, are summarized in Table I. Part of the layout of a capacitor test chip (Group I capacitors) is shown in Fig. 3. The test circuit was a stray-insensitive buffered switched-capacitor circuit which transforms the ratio of two capacitors to a voltage ratio. After the circuit is zeroed, the variable voltage gives the capacitance ratio [11]. Since the circuit is highly sensitive and immune to parasitics, its accuracy is much better than 0.1 percent. The experimental test data are plotted in two charts. One (Fig. 4) shows the random errors for Group 1 of the test structures, and the other (Fig. 5) shows the random errors for Groups 2 and 3. Each data point gives


Fig. 4. Random errors of MOS capacitor ratios for Group 1.
the measured standard deviation of the capacitance ratio for pairs of capacitors, with nominal ratios 16:1, 8:1, etc.

The conclusions which can be drawn from the experimental results are as follows.

1) Since the slopes of the relative random error versus $C$ plots on a $\log -\log$ scale are close to $-1 / 4$ and the capacitance ratio errors are slowly varying functions of the capacitance ratios, the dominant random error sources for this process are clearly the global edge effect and the global oxide effects. This means that in (10b), $K_{g e}$ and $K_{g o}$ are the dominant factors. The theoretical predictions made in connection with (12) have thus been verified.
2) Group 1 provided major improvements over Group 2 for large capacitor ratios and small unit capacitor sizes. Hence, a more careful layout strategy indeed gives a better capacitor matching.
3) The optimum geometries for this process are between $50 \times 50 \mu \mathrm{~m}^{2}$ and $75 \times 75 \mu \mathrm{~m}^{2}$ because the crossovers between systematic edge and oxide effects for all three groups of test data (not shown) are within this range. For area


Fig. 5. Random errors of capacitor ratios for Groups 2 and 3.
efficiency, the $50 \times 50 \mu \mathrm{~m}^{2}$ unit capacitor size can be used to achieve a 9 -bit capacitor ratio accuracy since the random errors at this geometry are around 0.1 percent. This accuracy is adequate for most precision switched-capacitor circuits or $A / D$ and $D / A$ converters.

## IV. Random Errors in MOS Transistors

Consider next a $W \times L \mu \mathrm{~m}^{2}$ polysilicon gate n -channel MOS transistor where the width $W$ and the length $L$ are so large that first-order models are valid. The simple squarelaw drain current relation of a MOSFET operating in saturation is then [9]

$$
\begin{equation*}
I_{o}=\frac{\overline{\mu C_{\mathrm{ox}}}}{2} \frac{W}{L}\left(V_{G S}-\bar{V}_{T}\right)^{2} \tag{5}
\end{equation*}
$$

where $I_{o}$ is the nominal drain current, $\bar{\mu}$ is the nominal effective electron mobility, $\bar{C}_{\mathrm{ox}} \triangleq \epsilon / \bar{t}$ is the nominal gate capacitance per unit area, $W$ is the nominal channel width, and $L$ is the nominal channel length, while $\bar{V}_{T}$ is the nominal threshold voltage (including the body effect). ${ }^{1}$

## A. Random Errors Due to Edge Effects

Because the gate area of a MOSFET is determined by several different masks (i.e., the poly mask determines the channel length, while the diffusion mask determines the channel width), we should analyze the edge effects due to random length variation and random width variation independently. As for MOS capacitors, the edge effects also include the local and global random variations. First we

[^20]

Fig. 6. Top view of an MOS transistor with random length variations.


Fig. 7. Top view of an MOS transistor with random width variations.
consider random length variations only. A MOSFET can then be modeled as a parallel combination of many dif-ferential-width "strip transistors" with equal widths $d W$ and slightly different lengths $L+l(z)$ as shown in Fig. 6. Here, $l(z)$ represents the random length variation and is assumed to be a zero-mean stationary random process. On the basis of this model, the relative current error, due to both local and global length variations, can be found as

$$
\begin{equation*}
\frac{\Delta I}{I_{o}}=\frac{1}{L} \sqrt{B_{g L}+\frac{B_{I L}}{W}} . \tag{6}
\end{equation*}
$$

Here, $B_{g L}=\sigma_{g l}^{2}$ where $\sigma_{g L} L$ is the standard deviation of $L$ due to global variations and $B_{I L}=2 d_{e} \sigma_{I L}^{2}$ where $d_{e}$ is the correlation radius of the local length variation and $\sigma_{I L}$ is the standard deviation of $L$ due to local variations.

Next, the channel width variations are considered. The transistor can then physically be modeled as a series combination of many wide "strip transistors" with equal differential lengths $d L$ and slightly different widths $W+\omega(y)$ as shown in Fig. 7. On the basis of this model [9], the relative current error due to both local and global width variations can be obtained as

$$
\begin{equation*}
\frac{\Delta I}{I_{o}}=\frac{1}{W} \sqrt{B_{g W}+\frac{B_{l W}}{L}} \tag{7}
\end{equation*}
$$

where $B_{g W} \triangleq \sigma_{g W}^{2}$ is the global-width-effect factor and $B_{I W}$ $\triangleq 2 d_{e} \sigma_{l W}^{2}$ is the local-width-effect factor.

If both length and width random variations are taken into account, the relative current error due to edge effect is found

$$
\begin{equation*}
\left.\frac{\Delta I}{I_{o}}\right|_{e}=\sqrt{\left(\frac{B_{g L}}{L^{2}}+\frac{B_{g W}}{W^{2}}\right)+\left(\frac{B_{I L}}{L}+\frac{B_{I W}}{W}\right) \frac{1}{L W}} \tag{8}
\end{equation*}
$$

Equation (8) shows that for a given current $I_{o}$, the current matching can be improved by increasing the device
size. The matching is not affected by the body effect if the edge effect is the dominant factor.

## B. Random Errors Due to Surface-State-Charge and Ion-Implanted-Charge Effects

In a typical MOS process, ion-implanted charges are usually employed to shift the threshold voltage [10]; also, some inherent interface charges always exist at and inside the interface of the silicon oxide and substrate. The surface-state charge density $Q_{s s}$ and the ion-implanted charge density $Q_{i i}$ are randomly distributed over the whole channel area. Hence, the deviations of these charge densities from their mean values cause a deviation on the nominal threshold voltage $\bar{V}_{T}$ and thus also a current error. The nominal threshold voltage in the presence of body effect is given by [9], [14]

$$
\begin{equation*}
\bar{V}_{T}=\phi_{M S}+2\left|\phi_{F}\right|+\frac{\sqrt{2 q \epsilon_{S i} N_{a}\left(2\left|\phi_{F}\right|+V_{B S}\right)}}{\bar{C}_{\mathrm{ox}}}-\frac{\bar{Q}_{s s}}{\bar{C}_{\mathrm{ox}}}+\frac{\bar{Q}_{i i}}{\bar{C}_{\mathrm{ox}}} \tag{9}
\end{equation*}
$$

where the meaning of the symbols is as follows.
$\phi_{M S}$ : Potential difference of the work functions of the gate and substrate.
$\phi_{F}$ : Built-in potential in the bulk of the substrate.
$Q_{D} \triangleq \sqrt{2 q \epsilon_{S i} N_{a}\left(2\left|\phi_{F}\right|+\left|V_{B S}\right|\right)}$ : Space-charge density per unit area.
$Q_{s s}:$ Surface-state charge density per unit area.
$Q_{i i}$ : Ion-implanted charge density per unit area.
$C_{\mathrm{ox}} \triangleq \epsilon / t$ : Gate capacitance per unit area.
The bar above a symbol indicates the nominal value. Hence, the nominal drain current, from (5), becomes

$$
\begin{equation*}
I_{o}=\beta\left[K_{1}+\frac{1}{\bar{C}_{\mathrm{ox}}}\left(\bar{Q}_{s s}-\bar{Q}_{i i}\right)\right]^{2} \tag{10}
\end{equation*}
$$

where $\beta \triangleq\left(\bar{\mu} \overline{\mathrm{C}}_{\mathrm{ox}} / 2\right)(W / L)$ is the gain factor and $K_{1} \triangleq V_{G S}$ $-\phi_{M S}-2\left|\phi_{F}\right|-\left(Q_{D} / \bar{C}_{o x}\right)$ is a constant.

We then describe the random variations of $Q_{s s}$ and $Q_{i i}$ as functions of $y$ and $z$ as follows:

$$
\begin{align*}
& Q_{s s}(y, z)=\bar{Q}_{s s}+q_{s s}(y, z) \\
& Q_{i i}(y, z)=\bar{Q}_{i i}+q_{i i}(y, z) \tag{11}
\end{align*}
$$

where $q_{s s}(y, z)$ and $q_{i i}(y, z)$ are assumed to be zero-mean stationary two-dimensional random processes. We can express $\bar{Q}_{i i}$ and $\bar{Q}_{s s}$ in (10) using (11) and then integrate it over the whole channel area. After some fairly complicated calculations [11], the relative current error due to both local and global variations of $Q_{s s}$ and $Q_{i i}$ is found to be

$$
\begin{equation*}
\left.\frac{\Delta I}{I_{o}}\right|_{q}=\frac{1}{\bar{C}_{\mathrm{ox}}\left(V_{G S}-\bar{V}_{T}\right)} \sqrt{\left(B_{g s s}+B_{g i i}\right)+\frac{1}{W L}\left(B_{l s s}+B_{l i i}\right)} \tag{12}
\end{equation*}
$$

where $B_{g s s} \triangleq 4 \sigma_{g q}^{2}$ and $B_{g i i} \triangleq 4 \sigma_{g q_{i i}}^{2}$ represent the global surface-state charge and ion-implanted charge-effect factors, while $B_{1 s s} \triangleq 16 d_{q}^{2} \sigma_{1 q_{s s}}^{2}$ and $B_{1 i i} \triangleq 16 d_{q}^{2} \sigma_{1 q_{i i}}^{2}$ are the
local surface-state charge and ion-implanted charge effect factors, respectively. The subscript " $q$ " here and in the following means the random surface-charge effect. Equation (12) shows that a larger $\bar{C}_{\mathrm{ox}}$ and $V_{G S}$ and smaller body effect in $V_{T}$ results in a better current matching for a given transistor size, but at the cost of a poorer dynamic range due to the larger $V_{G S}$.

A practical application of our results is to the random input offset voltage of a differential input amplifier. This is found to be [12]

$$
\begin{equation*}
\Delta V_{G S}=\frac{\Delta I}{g_{m o}} \tag{13}
\end{equation*}
$$

where $g_{m o} \triangleq \bar{\mu} \bar{C}_{\mathrm{ox}}(W / L)\left(V_{G S}-\bar{V}_{T}\right)$ is the nominal transconductance, while $\Delta I$ represents the random current error. Hence, from (12) and (13), the random input offset voltage due to random surface-charge effects is

$$
\begin{equation*}
\left.\Delta V_{G S}\right|_{q}=\frac{1}{2 \bar{C}_{\mathrm{ox}}} \sqrt{\left(B_{g s s}+B_{g i i}\right)+\frac{1}{W L}\left(B_{l s s}+B_{l i i}\right)} . \tag{14}
\end{equation*}
$$

## C. Random Errors Due to Oxide Effects

Consider now the random fluctuations of the oxide thickness $t$. The gain factor as well as the threshold voltage in (5) are affected by the oxide thickness variation, and hence so is the drain current of the device. From (5) and (9), the nominal drain current can be expressed as

$$
\begin{equation*}
I_{o}=\frac{K_{2}}{\bar{t}}\left(K_{3}-\bar{t} K_{4}\right)^{2} \tag{15}
\end{equation*}
$$

where $K_{2} \triangleq \beta \bar{t}$ and $K_{3} \triangleq V_{G S}-\phi_{M S}-2\left|\phi_{F}\right|$ and $K_{4} \triangleq\left(Q_{D}\right.$ $\left.-\bar{Q}_{s s}+\bar{Q}_{i i}\right) / \epsilon$. Next, $t$ is considered to be composed of a mean $\bar{i}$ and a random variation $\Delta t(y, z)$ across the gate area, i.e., $t(y, z)=\bar{t}+\Delta t(y, z)$.

Performing a statistical analysis, the relative current error due to both local and global variations of oxide thickness is found to be

$$
\begin{equation*}
\left.\frac{\Delta I}{I_{o}}\right|_{o}=\frac{1}{\bar{t}}\left[1+\frac{2 Q_{T}}{\bar{C}_{\mathrm{ox}}\left(V_{G S}-\bar{V}_{T}\right)}\right] \sqrt{B_{g o}+\frac{B_{l o}}{W L}} \tag{16}
\end{equation*}
$$

where $Q_{T} \triangleq Q_{D}-\bar{Q}_{s s}+\bar{Q}_{i i}$ represents the surface charge, and $B_{g o} \triangleq \sigma_{g \Delta t}^{2}$ and $B_{l o}=4 d_{o}^{2} \sigma_{l \Delta t}^{2}$ are the global oxide and local oxide-effect factors, respectively. (The subscript " $o$ " refers to the oxide effect.) An interesting aspect of (16) is that the first term in the square brackets represents the oxide effect acting through the gain factor of the device, while the second term represents the oxide effects due to the threshold voltage of the device. If the first term is dominant because, e.g., a large $V_{G S}-\bar{V}_{T}$ is used, the matching accuracy will be improved by increasing $\bar{t}$; however, it should be recalled that as (12) showed, the relative error due to random surface-charge effects increases with increasing $\bar{t}$. Therefore, the relation between $\bar{i}$ and the matching accuracy due to both oxide and surface-charge effects is not obvious; it depends upon the process, i.e., the actual values of $B_{g s s}, B_{g o}, \cdots$, etc.

Our results can be applied again to a differential input amplifier. The random input offset voltage variation due to oxide effects acting through the threshold voltage is found to be

$$
\begin{equation*}
\left.\Delta V_{G S}\right|_{o}=\frac{Q_{T}}{\epsilon} \sqrt{B_{g o}+\frac{B_{l o}}{W L}} \tag{17}
\end{equation*}
$$

If both oxide and surface-charge effects are taken into account using (14) and (17), then the random input offset voltage due mainly to the threshold voltage mismatch can be expressed as

$$
\begin{align*}
& \left.\Delta V_{G S}\right|_{V_{T}} \\
& \quad=\sqrt{\frac{B_{g s s}+B_{g i i}}{4 \bar{C}_{\mathrm{ox}}^{2}}+\frac{Q_{T}^{2} B_{g o}}{\epsilon^{2}}+\frac{1}{W L}\left(\frac{B_{l s s}+B_{l i i}}{4 \bar{C}_{\mathrm{ox}}^{2}}+\frac{Q_{T}^{2} B_{l o}}{\epsilon^{2}}\right)} \tag{18}
\end{align*}
$$

Hence, $\Delta V_{G S}$ is not a function of $V_{G S}-\bar{V}_{T}$. This is in agreement with the argument in [12].

## D. Random Errors Due to Channel Mobility Effects

Due to the random impurity scattering and lattice scattering mechanisms [13], the effective channel mobility of the carriers varies randomly over the entire channel area of the device. The effective channel mobility $\mu$ can be regarded as composed of a mean value $\bar{\mu}$ and a random variation $\Delta \mu(y, z)$, i.e., $\mu(y, z) \triangleq \bar{\mu}+\Delta \mu(y, z)$. Hence, the deviation of $I$ can be found to be

$$
\begin{equation*}
\Delta I=K_{9} \int_{o}^{W} \int_{o}^{L} \Delta \mu(y, z) d y d z \tag{19}
\end{equation*}
$$

Performing a statistical analysis [11], the relative current error due to both local and global variations of $\mu$ turns out to be

$$
\begin{equation*}
\left.\frac{\Delta I}{I_{o}}\right|_{\mu}=\frac{1}{\bar{\mu}} \sqrt{B_{g \mu}+\frac{B_{l \mu}}{W L}} \tag{20}
\end{equation*}
$$

where $B_{g \mu} \triangleq \sigma_{g \Delta \mu}^{2}$ and $B_{l \mu}=4 d_{\mu}^{2} \sigma_{I \Delta \mu}^{2}$ represent the global and local channel mobility-effect factors, respectively.

In conclusion, combining the relative current errors due to all four random effects, the overall relative current error from (8), (12), (16), and (20) can be expressed as

$$
\begin{align*}
\frac{\Delta I}{I_{o}}= & \left\{\left[\left(\frac{B_{g L}}{L^{2}}+\frac{B_{g W}}{W^{2}}\right)+\frac{B_{g s s}+B_{g i i}}{\bar{C}_{\mathrm{ox}}^{2}\left(V_{G S}-\bar{V}_{T}\right)^{2}}\right.\right. \\
& \left.+\frac{B_{g o}}{\bar{t}^{2}}\left(1+\frac{2 Q_{T}}{\bar{C}_{\mathrm{ox}}\left(V_{G S}-\bar{V}_{T}\right)}\right)^{2}+\frac{B_{g \mu}}{\bar{\mu}^{2}}\right] \\
& +\frac{1}{W L}\left[\left(\frac{B_{l L}}{L}+\frac{B_{l W}}{W}\right)+\frac{B_{l s s}+B_{l i i}}{\bar{C}_{\mathrm{ox}}^{2}\left(V_{G S}-V_{T}\right)^{2}}\right. \\
& \left.\left.+\frac{B_{l o}}{\bar{t}^{2}}\left(1+\frac{2 Q_{T}}{\bar{C}_{\mathrm{ox}}\left(V_{G S}-\bar{V}_{T}\right)}\right)^{2}+\frac{B_{l \mu}}{\bar{\mu}^{2}}\right]\right\}^{1 / 2} \tag{21}
\end{align*}
$$



Fig. 8. Random errors of the current matching.
Here, the terms in the first pair of square brackets in (21) represent the global random effects, while those in the second pair of square brackets represent the local random effects. Since $W L$ enters in the denominators of all terms in the second brackets, all local random effects can be improved by using a larger transistor size.

## V. Experimental Results on Transistor Current Matching

An experiment aimed at verifying the MOSFET's predicted current matching properties was carried out using the same $3.5 \mu \mathrm{~m}$ NMOS technology as for capacitor matching at the Xerox Microelectronics Center. Hence, the results obtained previously for capacitance matching regarding edge effects, oxide effects, and optimum geometry could be utilized in the analysis of the transistor current matching. A total of 300 test transistors with five unit transistor sizes $(W \times L=25 \times 25,25 \times 50,25 \times 100,50 \times$ 100 , and $100 \times 100 \mu \mathrm{~m}^{2}$ ) were fabricated and tested using off-chip current meters on five test chips. These large transistor sizes guaranteed that the short-channel and nar-row-width effects were not significant. The nominal threshold voltage for this technology was $\bar{V}_{T}=0.9 \mathrm{~V}$. Two different gate-to-source voltages ( $V_{G S}=2$ and 4.5 V ) were used in order to be able to distinguish the current errors due to the threshold voltage effects. The nominal current levels for $V_{G S}=2 \mathrm{~V}$ were $5.06,10.13$, and $20.25 \mu \mathrm{~A}$, while for $V_{G S}=4.5 \mathrm{~V}$, they were $53.69,107.39$, and $214.79 \mu \mathrm{~A}$. Matched pairs of MOSFET's were designed for two current ratios ( $1: 1$ and $2: 1$ ) using careful layout techniques. The experimental data obtained are shown in Fig. 8.

The following conclusion can be drawn from our experimental results.

1) The global random edge variations were the dominant effects for smaller unit transistor sizes $(25 \times 25$ to $25 \times 100$
$\mu \mathrm{m}^{2}$ ), while the global random oxide effects dominated for larger unit transistor sizes ( $50 \times 100$ to $100 \times 100 \mu \mathrm{~m}^{2}$ ). Furthermore, the global random surface-charge effects were also important over the entire range of unit transistor sizes. This follows because the relative current errors for $V_{G S}=2$ V were always larger than for $V_{G S}=4.5 \mathrm{~V}$. Also, the local random surface-charge effects were influential for the smaller unit transistor sizes. This follows because the improvement of random errors in (21) due to a larger $V_{G S}$ is seen to be reduced by increasing the unit transistor size. This means that the random surface-charge effects are functions of $W$ and $L$. From (21), we realize that the local random surface-charge variations also appear to have a large effect for smaller unit transistor sizes.
2) The optimum geometry for this process is about $50 \times 100 \mu \mathrm{~m}^{2}(W \times L)$. To reduce power dissipation, the smaller gate-to-source voltage (i.e., $V_{G S}=2 \mathrm{~V}$ ) can be used to obtain an 8 -bit current ratio accuracy. This is adequate for many precision applications.
3) As our data show, a careful layout technique incorporating such features as guard rings, common-centroid geometry, etc., is important for good current matching.

## VI. Conclusions

Theoretical formulas have been derived for random effects, both local (granular) and global (large-scale), affecting the ratios of matching capacitances and currents. For capacitors, the effects considered were edge variations and oxide variations. Both single-plate and multiple-plate capacitances were analyzed. For MOSFET current sources, the error sources considered included edge variations, surface-state and ion-implanted charge variations, oxidevariation effects, and carrier mobility variations.

Using a $3.5 \mu \mathrm{~m}$ NMOS technology, a large number of matched capacitors and MOSFET current sources were fabricated and tested using on-chip measurement circuits. The results confirmed the general conclusions drawn from the theoretical relations, and also gave the optimal dimensions and bias conditions for the process.
The importance of random effects is that they represent the ultimate limitation on the achievable accuracy of MOS
analog circuits in the absence of systematic errors. Our results indicate that random errors permit a 9-bit accuracy for capacitance matching and an 8-bit accuracy for MOSFET current-source matching without excessive area requirements.
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#### Abstract

This paper is concerned with the design of precision MOS analog circuits. Section II of the paper discusses the characterization and modeling of mismatch in MOS transistors. A characterization methodology is presented that accurately predicts the mismatch in drain current over a wide operating range using a minimum set of measured data. The physical causes of mismatch are discussed in detail for both $p$ - and n-channel devices. Statistical methods are used to develop analytical models that relate the mismatch to the device dimensions. It is shown that these models are valid for small-geometry devices also. Extensive experimental data from a $3-\mu \mathrm{m}$ CMOS process are used to verify these models.

Section III of the paper demonstrates the application of the transistor matching studies to the design of a high-performance digital-to-analog converter (DAC). A circuit design methodology is presented that highlights the close interaction between the circuit yield and the matching accuracy of devices. It has been possible to achieve a circuit yield of greater than 97 percent as a result of the knowledge generated regarding the matching behavior of transistors and due to the systematic design approach.


## I. Introduction

THE DESIGN of precision analog circuits requires a thorough understanding of the matching behavior of components available in any given technology. In MOS technology, capacitors are being widely used for designing precision analog circuits such as data converters [1] and switched-capacitor filters [2], [3] because of their excellent matching characteristics [4]. The matching behavior of MOS capacitors has been discussed in detail [5]-[7]. However, all precision analog circuits cannot be designed using capacitors alone. For applications such as high-speed data conversion, capacitive techniques tend to be too slow. Further a digital VLSI process may not offer linear capacitors. These factors motivated us to study the matching behavior of MOS transistors.

[^21]Section II of this paper discusses the characterization and modeling of mismatch in MOS transistors. The interest in such a study is evidenced by recent publications [7], [8]. In [8] experimental results of matching of MOS current mirrors are discussed without any reference to the physical causes of mismatch. The work reported in [7] attempts to break down the causes of mismatch but the experimental results are limited to large-area n-channel devices only. The work reported here is aimed at providing a more comprehensive understanding of the causes of mismatch in both p - and n -channel devices of large and small geometry. As the circuit designer has freedom to choose only the device dimensions, analytical models have been developed that relate the electrical mismatch to the dimensions. Extensive data to verify these models are obtained from a $5-\mathrm{V}, 3 \mu \mathrm{~m}$, p-well CMOS process that is in use at Northern Telecom Electronics Limited, Ottawa, Canada.

Section III of the paper demonstrates the application of the knowledge of matching behavior for the design of a high-speed digital-to-analog converter (DAC). Of late, the area of high-speed data converters in MOS technology is gaining importance (for example, [23] and [24]). However, these designs do not indicate the circuit yield obtainable for a given resolution, or the possibility of extension of these techniques to higher resolution converters. Therefore a circuit design methodology is presented here that relates the achievable linearity and yield to the matching accuracy of the components. A high-performance DAC with a circuit yield of greater than 97 percent has been realized without using any post-process trimming and yet occupying a small chip area using this design methodology [9].

## II. Transistor Matching Studies

In general, there are two variations to consider in an integrated circuit process. Global variation accounts for the total variation in the value of a component over a wafer or a batch. Local variation or mismatch reflects the variation in a component value with reference to an adjacent component on the same chip. As the design of precision analog circuits is based on component ratios rather than their
absolute values, we have concentrated our study on the mismatch behavior.

The characterization of mismatch in MOS transistors is more complex than that in the case of capacitors. The drain current matching not only depends on the device dimensions but also on the operating point. In Section II-A, a characterization methodology is developed that accurately determines the mismatch in drain current over a wide operating region, using a minimum set of measurement data. The physical causes of mismatch are discussed in Section II-B, and analytical expressions to relate the mismatch to device dimensions are developed. We call these quantitative relationships mismatch models.

## A. Characterization Methodology

Our aim is to predict the mismatch in the drain current over a wide range of operating conditions using a minimum set of measured data, and simultaneously to throw light on the detailed causes of mismatch. This problem can be best approached by measuring the mismatch in various parameters of a suitable circuit model [10]. The model chosen should be such that it gives an adequate description of the electrical behavior of the device, and at the same time should have readily measurable parameters that are amenable to statistical description. As an elaborate circuit model may greatly exceed the accuracy of measurable data or may hamper the extraction of statistically significant model parameters, we chose the simple square-law model. The current-voltage relationship in the triode region is given by

$$
\begin{equation*}
I=K\left(V_{G S}-V_{T}-V_{D S} / 2\right) V_{D S} \tag{1}
\end{equation*}
$$

where $I$ is the drain current, $K$ is the conductance constant, $V_{T}$ is the threshold voltage, and $V_{D S}$ is the drain-tosource voltage. The statistically significant parameters of this model are $V_{T}$ and $K$. The mismatch in $V_{T}$ accounts for the variations in the different charge quantities, and in the gate oxide capacitance per unit area. The variations in the dimensions, channel mobility, and gate oxide capacitance per unit area are measured as the mismatch in $K$. As both $V_{T}$ and $K$ are dependent on the gate oxide capacitance per unit area, we need to measure the correlation between the mismatches in $V_{T}$ and $K$ also.

The square-law model (1) is not an accurate description of the current-voltage relationship. It should be noted that we are only looking for local variations and are not so much concerned about the estimation of the absolute value of the parameters. Therefore any small model error would cancel out to a first order while estimating the mismatch, and hence the square-law model should suffice for our application. Several assumptions are made while deriving this one-dimensional model. As some of these are not strictly applicable, a further discussion to justify the use of this model is in order.
The gradual channel approximation and the assumption that the substrate is uniformly doped do not necessarily
hold for small-geometry devices. An accurate analysis calls for a two-dimensional solution of Poisson's equation. However, in order to develop analytical expressions for the mismatch behavior, we use a one-dimensional circuit model and apply appropriate corrections to account for the effects of dimensional dependence on threshold voltage and nonuniform doping of the substrate. Also we have assumed a simplified picture of the oxide-silicon interface, i.e., that oxide fixed charge and interface trap charges are considered to be smeared-out uniform charge sheets. In fact the oxide fixed charge and charged interface traps are localized, and not sheets [11]. The accurate calculation of the surface potential would then be a two-dimensional problem. We are simplifying the problem by estimating the aggregate of the localized nonuniformity over the entire area of the channel by using the simplified one-dimensional circuit model. With these approximations, we develop analytical expressions for the mismatch behavior that compare remarkably well with experimental data.

Generally, MOS transistors will be operating in the saturation region in analog circuits. Therefore we should relate the measured mismatches in $V_{T}$ and $K$ to the saturation region, where the drain current is given by

$$
\begin{equation*}
I=\frac{K}{2}\left(V_{G S}-V_{T}\right)^{2} . \tag{2}
\end{equation*}
$$

Then the variance in the drain current may be written as

$$
\begin{equation*}
\frac{\sigma_{I}^{2}}{\bar{I}^{2}}=\frac{\sigma_{K}^{2}}{\bar{K}^{2}}+4 \frac{\sigma_{V T}^{2}}{\left(V_{G S}-\bar{V}_{T}\right)^{2}}-4 r \frac{\sigma_{V T}}{V_{G S}-\bar{V}_{T}} \cdot \frac{\sigma_{K}}{\bar{K}} \tag{3}
\end{equation*}
$$

following the derivation in [12] concerning the variance of a function of two random variables. Here $r$ is the correlation coefficient between the mismatches in $V_{T}$ and $K, \bar{I}$ is the expected value of the random variable $I, \sigma_{I}$ is the standard deviation of $I$, and so on. Thus the mismatch in drain current at any operating point may be estimated if $\sigma_{K}, \sigma_{V T}$, and $r$ are known.

Experimentally, $V_{T}$ and $K$ are determined by measuring the drain current versus gate voltage for a small value of $V_{D S}$. The maximum slope of the $I$ versus $V_{G S}$ curve provides the value of $K . V_{T}$ is obtained from the intercept of the maximum slope on to the $V_{G S}$ axis. If $\Delta K_{i}$ is the difference in the value of $K$ for the $i$ th matched pair of devices, the standard deviation of $K$ is given by

$$
\begin{equation*}
\sigma_{K}=\left[\frac{1}{N-1}\left\{\sum_{i=1}^{N}\left(\Delta K_{i}\right)^{2}-\frac{1}{N}\left(\sum_{i=1}^{N} \Delta K_{i}\right)^{2}\right\}\right]^{1 / 2} \tag{4}
\end{equation*}
$$

where $N$ is the number of matched pairs measured on each wafer. The second term in (4) is close to zero as the matched pairs are laid out in such a way as to minimize systematic mismatch. $\sigma_{V T}$ is also computed in a similar way.

## B. Factors Causing Mismatch

1. Threshold Voltage Mismatch: The threshold voltage of a transistor may be expressed as

$$
\begin{equation*}
V_{T}=\phi_{M S}+2 \phi_{B}+\frac{Q_{B}}{C}-\frac{Q_{\mathcal{S}}}{C}+\frac{q D_{I}}{C} \tag{5}
\end{equation*}
$$

where $\phi_{M S}$ is the gate-semiconductor work function difference, $\phi_{B}$ is the Fermi potential in the bulk, $Q_{B}$ is the depletion charge density, $Q_{f}$ is the fixed oxide charge density, $D_{I}$ is the threshold adjust implant dose, and $C$ is the gate oxide capacitance per unit area. The last term in (5) accounts for the threshold adjust implant where the implanted ions are assumed to have a delta function profile at the silicon-silicon dioxide interface [14]. The standard deviation of $V_{T}$ may be determined if we can find the standard deviations of the various terms on the right-hand side of (5). The Fermi potential $\phi_{B}$ has a logarithmic dependence on the substrate doping, and $\phi_{M S}$ has a similar dependence on the doping in the substrate and in the polysilicon gate. Hence these terms may be regarded as constants not contributing to any mismatch.

Next we consider oxide fixed charge which is reported to have a Poisson distribution [11, p. 242]. Then its variance is given by

$$
\begin{equation*}
\sigma_{Q f}^{2}=\frac{q \bar{Q}_{f}}{\bar{L} \bar{W}} \tag{6}
\end{equation*}
$$

where $L$ is the effective length and $W$ is the effective width of the channel.

The depletion charge per unit area $Q_{B}$ is also a random variable dependent on the distribution of the dopant atoms. This is an important difference between the treatment given here and the one reported in [7], where $Q_{B}$ is treated as a constant. In fact, it is reported in [11, p. 237] that the dopant ions are nonuniformly distributed in MOS devices. No theoretical treatment of fluctuations in dopant ion density is available. However, we shall show that the physical conditions in the substrate favor a Poisson distribution [13]. The number of atoms per unit volume in silicon is $5 \times 10^{22} \mathrm{~cm}^{-3}$. Only a very small fraction of these sites are occupied by the dopant atoms. The number of dopant atoms in nonoverlapping volumes is independent. Further, for domains of sufficiently small volume, the probability of finding exactly one dopant atom in a domain is proportional to the volume, and the probability of finding more than one atom is negligible. Hence the dopant ions may be considered to have Poisson distribution. Then the variance in $Q_{B}$ may be shown to be [15]

$$
\begin{equation*}
\frac{\sigma_{Q B}^{2}}{\bar{Q}_{B}^{2}}=\frac{1}{4 \bar{L} \bar{W} \bar{W}_{d} \bar{N}_{A}} \tag{7}
\end{equation*}
$$

where $W_{d}$ is the depletion layer width and $N_{A}$ is the substrate doping.

Similarly, assuming the implanted ions to follow a Poisson distribution, the variance of $D_{I}$ is given by

$$
\begin{equation*}
\sigma_{D I}^{2}=\frac{\bar{D}_{I}}{\bar{L} \bar{W}} \tag{8}
\end{equation*}
$$

The variance in $C$ may be determined by estimating the variances in oxide thickness and permittivity [7]. It can be shown that [15]

$$
\begin{equation*}
\frac{\sigma_{C}^{2}}{\bar{C}^{2}}=\frac{1}{\bar{L} \bar{W}} A_{o x} \tag{9}
\end{equation*}
$$

where $A_{o x}$ is a parameter to be determined from measurements.

The random variables $Q_{f}, Q_{B}, D_{I}$, and $C$ are all independent. Hence the variance in $V_{T}$ may be written using (5) as
$\sigma_{V T}^{2}=\frac{1}{\bar{C}^{2}}\left(\sigma_{Q B}^{2}+\sigma_{Q F}^{2}+q^{2} \sigma_{D I}^{2}\right)+\frac{\sigma_{C}^{2}}{\bar{C}^{2}}\left(\frac{\bar{Q}_{B}^{2}}{\bar{C}^{2}}+\frac{\bar{Q}_{f}^{2}}{\bar{C}^{2}}+\frac{q^{2} \bar{D}_{I}^{2}}{\bar{C}^{2}}\right)$.

Substituting (6)-(9) into (10) we have

$$
\begin{align*}
\sigma_{V T}^{2}=\frac{1}{\bar{L} \bar{W} \bar{C}^{2}}\left[q \left(\bar{Q}_{B}+\bar{Q}_{f}\right.\right. & \left.+q \bar{D}_{I}\right) \\
& \left.+A_{o x}\left(\bar{Q}_{B}^{2}+\bar{Q}_{f}^{2}+q^{2} \bar{D}_{I}^{2}\right)\right] \tag{11}
\end{align*}
$$

Now let us examine the importance of the various terms on the right-hand side of (11), for both p-and n-channel devices. Consider n-channel devices first. In our process, the threshold adjust implant is carried out for p-channel transistors only. Therefore $q D_{I}=0$ for $n$-channel devices. The depletion charge density per unit area is

$$
\begin{equation*}
Q_{B}=7.7 \times 10^{-8} \mathrm{C} / \mathrm{cm}^{2} \tag{12}
\end{equation*}
$$

In a well-controlled process the number of fixed oxide charges can be reduced to about $2 \times 10^{10} / \mathrm{cm}^{2}$, and hence

$$
\begin{equation*}
Q_{f}=3.2 \times 10^{-9} \mathrm{C} / \mathrm{cm}^{2} \tag{13}
\end{equation*}
$$

Comparing (12) and (13) we may infer that the contribution of the variability of the fixed oxide charges to threshold voltage mismatch (11) may be neglected.

The measured relative standard deviation of the threshold voltage $\left(\sigma_{V T} / \bar{V}_{T}\right)$ is plotted against the reciprocal of the square root of the effective channel area in Fig. 1 for n-channel devices with six different $W / L$ (drawn) values. $\sigma_{V T} / \bar{V}_{T}$ is chosen as the ordinate so as to express the variation as a percentage, independent of the operating point. However, if one is interested in current mismatch only, then $\sigma_{V T} /\left(V_{G S}-\bar{V}_{T}\right)$ should be plotted so that it may be directly used in (3).

For collecting statistics, 128 device pairs of each size were measured on every wafer. The vertical error bars reflect the spread in measured values over four wafers. Although the error bars appear large in this figure, in reality they represent relatively small deviations. For ex-


Fig. 1. Threshold voltage mismatch versus dimensions for n-channel devices.
ample, devices with $W / L=6 \mu \mathrm{~m} / 3 \mu \mathrm{~m}$ have a spread in the standard deviation of matching of threshold voltage of $3.5-4.9 \mathrm{mV}$. This spread is partly due to the nominal process variations from wafer to wafer, and partly due to the dependence of the matching on the electrical dimensions of the device. The effective channel length and width of devices were measured electrically at different places on a wafer and also on different wafers. The spread in the values is indicated by the horizontal error bars. The measured data fit well with the theoretical straight line relationship given by (11), which may be approximated for n -channel devices as

$$
\begin{equation*}
\sigma_{V T} / \bar{V}_{T}=\frac{1}{\sqrt{\bar{L} \bar{W}}}\left(2.5875 \times 10^{-12}+1.2421 A_{o x}\right)^{1 / 2} / \bar{V}_{T} \tag{14}
\end{equation*}
$$

Comparing the slope of the line in Fig. 1 with that in (14), it is found that

$$
\begin{equation*}
A_{o x}=6.4631 \times 10^{-14} \mathrm{~cm}^{2} . \tag{15}
\end{equation*}
$$

Then from (9), $\sigma_{C} / \bar{C}=0.02$ percent for a $24 \times 6-\mu \mathrm{m}^{2}$ gate. This low value agrees with the extremely uniform nature of the gate oxide thickness observed in other measurements [16].

Now we consider p-channel devices. As the threshold adjust implant is a very shallow one, a considerable portion of the implanted ions is retained in the gate oxide. Although this results in charged states, they are readily annealed during subsequent processing [17]. However, the presence of these impurity atoms in the oxide may cause a degradation in the capacitance matching of $p$-channel devices as compared to n -channel ones. For our process $Q_{B}=4.810 \times 10^{-8} \mathrm{C} / \mathrm{cm}^{2}$ and $q D_{I}=8.0 \times 10^{-8} \mathrm{C} / \mathrm{cm}^{2}$. Hence the contribution of $Q_{f}$ to threshold voltage mismatch may be ignored and (11) may be written as

$$
\begin{equation*}
\sigma_{V T} / \bar{V}_{T}=\frac{1}{\sqrt{L \bar{W}}}\left(4.2945 \times 10^{-12}+1.8463 A_{o x}\right)^{1 / 2} / \bar{V}_{T} \tag{16}
\end{equation*}
$$

The numerical coefficients in (16) are larger than the corresponding ones in (14) indicating a larger mismatch in


Fig. 2. Threshold voltage mismatch versus dimensions for p -channel devices.
p-channel devices, owing to the additional threshold adjust implant. This may be physically interpreted as a larger variation in the surface concentration due to the differential doping occurring at the surface.

The mismatch in threshold voltage of p -channel devices is plotted in Fig. 2. The data fit very well into the theoretical straight line relationship, and it is found that

$$
\begin{equation*}
A_{o x}=3.0369 \times 10^{-12} \mathrm{~cm}^{2} \tag{17}
\end{equation*}
$$

Comparing (15) and (17) we may infer that the gate oxide capacitance matching is poorer for p -channel devices than that for n -channel ones.

We will now summarize the threshold voltage mismatch behavior. These findings are particular to this work.
a) The standard deviation of mismatch is inversely proportional to the square root of the effective channel area.
b) In a well-controlled process the nonuniform distribution of the fixed oxide charges has negligible effect on threshold voltage mismatch.
c) The nonuniform distribution of the dopant atoms in the bulk is a major contributor to the threshold voltage mismatch. The assumption that these atoms follow a Poisson distribution has resulted in excellent agreement with measurements.
d) Devices which use a compensating threshold adjust implant have a higher mismatch in threshold voltage due to the differential doping occurring at the surface. This is the major reason for the significantly larger mismatch noticed in p-channel devices as compared to n-channel transistors.
e) The gate oxide capacitance is quite uniform and hence has little influence on the threshold voltage mismatch. However, between $n$ - and p -channel devices, the gate oxide capacitance of the latter has slightly poorer matching characteristic. This could be due to the nonuniform distribution of the threshold adjust implant atoms in the gate oxide.
2. Conductance Constant Mismatch: The conductance constant is given by

$$
\begin{equation*}
K=\mu C W / L \tag{18}
\end{equation*}
$$

where $\mu$ is the channel mobility. We can express the variance in $K$ in terms of the variances in $\mu, C, W$, and $L$. Let us first consider the length of the device.

Electrically, the channel length is the average distance between the source and the drain diffusions. Any raggedness in the definition of the polysilicon may not be exactly reproduced in the source and drain diffusion edges. Further, we are not so much concerned about this raggedness; rather we are interested in the difference in the electrical length from one device to the next. Such a mismatch in length may not be due to the nonuniformity of the edge alone. In the absence of a complete knowledge of the causes of variation in length, we will simply indicate the variance of the length by $\sigma_{L}^{2}$ and make no attempt to derive any expression for $i t$. In [7] the nonuniformity of the edges is the only cause considered for the mismatch and an expression for $\sigma_{L}^{2}$ is derived which is inversely proportional to the width of the device. This would mean that the mismatch in length would tend to zero for very wide devices. We have observed results that contradict this. For example, the conductance constant matching of devices with $W=100 \mu \mathrm{~m}$ and $L=2 \mu \mathrm{~m}$ is not all that different from devices with $W=200 \mu \mathrm{~m}$ and $L=2 \mu \mathrm{~m}$. In fact we have noticed that $\sigma_{L}$ is more or less independent of the device width.

The width of the device may be treated similarly and thus we let the variance in $W$ be $\sigma_{W}^{2}$. The definitions of the length and width occur during different stages of processing and under different conditions. Hence $L$ and $W$ may be treated as independent random variables.

To determine the variance in mobility, a knowledge of the factors that affect it is required. It is reported in [18] that at room temperature and moderate gate bias the electron mobility is mainly governed by scattering due to interface charge centers and phonons. An empirical relationship for $\mu$ is [18]

$$
\begin{equation*}
\mu=\frac{\mu_{0}\left(N_{A}\right)}{1+\alpha\left(N_{A}\right) N_{f}} \tag{19}
\end{equation*}
$$

where $\mu_{0}\left(N_{A}\right)$ and $\alpha\left(N_{A}\right)$ are empirical constants with very little dependence on the dopant concentration. Thus the mismatch in $\mu$ may be approximated to be entirely due to the nonuniformity of $Q_{f}$. As the fixed oxide charges have a Poisson distribution, we may write

$$
\begin{equation*}
\sigma_{\mu}^{2}=\frac{\mu_{0}^{2} \alpha^{2}}{\left(1+\alpha \bar{Q}_{f}\right)^{4}} \cdot \frac{\bar{N}_{f}}{\bar{L} \bar{W}} \tag{20}
\end{equation*}
$$

The discussion given above for the mobility mismatch is for electrons only. We are not aware of any model that relates the mobility of holes to the doping concentration in the bulk and the fixed oxide charge density. The situation in the case of p -channel devices is further complicated by the threshold adjust implant. This could cause some damage in the substrate which may not be completely annealed, resulting in a poorer mobility matching than in the case of $n$-channel devices. In spite of these uncertain-
ties, it is still reasonable to assume that the mobility mismatch has a similar dependence on channel dimensions as given by (20). Then

$$
\begin{equation*}
\frac{\sigma_{\mu}}{\bar{\mu}}=\left(\frac{A_{\mu}}{\bar{L} \bar{W}}\right)^{1 / 2} \tag{21}
\end{equation*}
$$

where $\sqrt{A_{\mu}}=4.95 \times 10^{-7} \mathrm{~cm}$ for n -channel devices and is not known for p -channel transistors.
The factors on the right-hand side of (18) are all independent. Thus

$$
\begin{equation*}
\frac{\sigma_{K}^{2}}{\bar{K}^{2}}=\frac{\sigma_{L}^{2}}{\bar{L}^{2}}+\frac{\sigma_{W}^{2}}{\bar{W}^{2}}+\frac{\sigma_{\mu}^{2}}{\bar{\mu}^{2}}+\frac{\sigma_{C}^{2}}{\bar{C}^{2}} . \tag{22}
\end{equation*}
$$

From (9) and (21)

$$
\begin{equation*}
\frac{\sigma_{K}^{2}}{\bar{K}^{2}}=\frac{1}{\bar{L} \bar{W}}\left(A_{\mu}+A_{o x}\right)+\frac{\sigma_{L}^{2}}{\bar{L}^{2}}+\frac{\sigma_{W}^{2}}{\bar{W}^{2}} . \tag{23}
\end{equation*}
$$

After substituting the values of $A_{\mu}$ and $A_{o x}$ for n-channel devices, (23) may be solved for $\sigma_{L}$ and $\sigma_{W}$ using the measured values of $\sigma_{K}$ of different sized devices. It is found that $\sigma_{L}$ and $\sigma_{W}$ are approximately the same and in the range of $0.01-0.03 \mu \mathrm{~m}$. To provide a feel for the relative importance of the factors causing mismatch in $K$, we may substitute $\sigma_{L}=\sigma_{W}=0.02 \mu \mathrm{~m}$ in (23). Then

$$
\begin{align*}
\frac{\sigma_{K}^{2}}{\bar{K}^{2}}=\left(2.46 \times 10^{-13}+0.646\right. & \left.\times 10^{-13}\right) \cdot \frac{1}{\bar{L} \bar{W}} \\
& +4 \times 10^{-12}\left(\frac{1}{\bar{L}^{2}}+\frac{1}{\bar{W}^{2}}\right) \tag{24}
\end{align*}
$$

where the effective dimensions $\bar{L}$ and $\bar{W}$ have the units of centimeters. $\sigma_{K} / \bar{K}$ is plotted against $\left(1 / \bar{L}^{2}+1 / \bar{W}^{2}\right)^{1 / 2}$ in Fig. 3. The plotted relationship is not linear as shown by (24), with the curvature increasing for smaller geometry devices due to the increasing contribution of the $1 / \bar{L} \bar{W}$ term. A similar plot for p -channel devices is shown in Fig. 4. The p-channel devices have a larger mismatch in conductance constant. One reason for this is the poorer gate oxide capacitance matching as has already been pointed out in connection with threshold voltage mismatch. Another factor could be a larger mobility variation.
We will now summarize the mismatch behavior in the conductance constant. These results are particular to this work.
a) The mismatch in $K$ due to edge variations is proportional to $\left(1 / \bar{L}^{2}+1 / \bar{W}^{2}\right)^{1 / 2}$. The standard deviation of mismatch in length and width is in the range 0.01-0.03 $\mu \mathrm{m}$. For n -channel devices, this is the dominant source of mismatch in $K$.
b) The larger gate oxide capacitance variation observed in p-channel devices in connection with $V_{T}$ mismatch agrees with the larger mismatch in $K$.
c) For n-channel devices, the variation in mobility has little effect on the mismatch in $K$. The corresponding quantity for p -channel transistors, however, could be larger


Fig. 3. Conductance constant mismatch versus dimension for $n$-channel devices.


Fig. 4. Conductance constant mismatch versus dimension for p-channel devices.
due to any damage in the substrate caused by the threshold adjust implant.
3. Correlation Between Mismatches in $V_{T}$ and $K$ : A common contributing factor to the mismatches in $V_{T}$ and $K$ is the variation in the gate oxide capacitance. Hence we can expect a dependence between the mismatches in $V_{T}$ and $K$. A theoretical expression for the correlation coefficient is derived in [15]. Also the value has been experimentally measured. The agreement is excellent for n-channel devices and fair for p-channel ones. However, both the theoretical and experimental values are close to zero indicating that the mismatches in $V_{T}$ and $K$ are almost independent.
4. Mismatch in Drain Current: The drain current mismatch in the saturation region is given by (3). As the correlation coefficient is nearly equal to zero, we have

$$
\begin{equation*}
\frac{\sigma_{I}^{2}}{\bar{I}^{2}}=\frac{\sigma_{K}^{2}}{\bar{K}^{2}}+4 \frac{\sigma_{V T}^{2}}{\left(V_{G S}-\bar{V}_{T}\right)^{2}} \tag{25}
\end{equation*}
$$

At low values of gate-to-source voltage the dominant factor causing the mismatch in drain current is the threshold voltage variation. For bias levels approaching the mid-rail,


Fig. 5. Drain current mismatch versus dimension for $\mathbf{n}$-channel devices. The dots are the estimated values using (25).


Fig. 6. Drain current mismatch versus dimension for $p$-channel devices. The dots are the estimated valucs using (25).
the conductance constant and the threshold voltage mismatches have almost equal contributions to the drain current mismatch. From (25) $\sigma_{I}$ may be estimated from the measured values of $\sigma_{K}$ and $\sigma_{V T}$. Also we have actually measured $\sigma_{I}$ at different gate biases to compare with the estimated values. Fig. 5 is a plot of $\sigma_{I} / \bar{I}$ versus $1 / \sqrt{\bar{L} \bar{W}}$ for n -channel devices for two gate voltages. The estimated values obtained from (25) using the measured average values of $\sigma_{V T}$ and $\sigma_{K}$ are indicated by the dots. A similar result is shown for the p-channel devices in Fig. 6. The excellent agreement between the measured values and the estimated ones for both p - and n -channel devices validates the characterization methodology and also verifies the mismatch models.
5. Range of Applicability: It is important to consider the dimensional range over which the mismatch models we have developed in the preceding sections are accurate. In our analysis we have assumed that the dimensional variations are accounted for entirely by the mismatch in conductance constant and have no influence on the threshold voltage mismatch. As the threshold voltage of small-geom-
etry devices is a function of channel length and width, it is necessary to estimate the mismatch in threshold voltage brought about by the dimensional variation to validate the above assumption and hence the mismatch models. To this end, the shift in threshold voltage brought about due to short-channel and narrow-width effects was estimated for a device with effective dimensions $2 \times 2 \mu \mathrm{~m}^{2}$ fabricated in our process, using the expressions in [14]. It was found that the mismatch component of the threshold voltage brought about by the dimensional variations is only 10 percent of the total threshold voltage mismatch, in the worst case [15]. We also verified this fact for even smaller device geometries using the process parameters given in [19]. Hence we may attribute the dimensional variations entirely to the mismatch in $K$ and not to $V_{T}$. Thus we may conclude that the characterization methodology and the mismatch models are valid for small-geometry devices also. However, as new processes emerge permitting smaller geometry devices, further experimental work is needed to characterize the mismatch.
6. Effect of Temperature: As the threshold voltage and conductance constant vary with temperature, it is interesting to know their matching behavior as a function of temperature. In the case of the threshold voltage, as expressed by (5), the only terms that are dependent on temperature are $\phi_{M S}$ and $\phi_{B}$. We have seen that the contribution of these terms to the threshold voltage mismatch is negligible. Therefore we may expect the matching behavior of threshold voltage to be almost independent of temperature.

The only factor through which the conductance constant matching can be affected is the temperature dependence of mobility. For n-channel devices we have seen that the mismatch in conductance constant is largely due to photolithographic edge variations, and mobility variations have the least effect. Thus temperature variations should have very little effect on the conductance constant matching of n -channel devices. Since the mismatch in drain current is due to mismatches in threshold voltage and conductance constant, we can expect the current mismatch in $n$-channel devices to be almost unaffected over a wide temperature range. Limited experimental results seem to agree with this prediction. As far as the p-channel devices are concerned, since the mobility behavior of holes is not clearly understood, no theoretical explanation of the temperature effect is possible.

## III. Design Methodology

To demonstrate the usefulness of the study of the matching behavior of transistors and the related models, we took up the task of designing an 8 -bit current-steering CMOS DAC. Circuit details of the DAC have already been presented [9]. Here we only indicate the design methodology. In Section III-A, a brief description of the DAC configuration is presented. Section III-B discusses statistical error analysis. The close interaction between the DAC configuration, the matching accuracy of devices, and the circuit


Fig. 7. Schematic of a multiple current-source DAC.
yield is brought out here. Finally, yield results are presented in Section III-C.

## A. DAC Configuration

A multiple current-source approach was chosen to realize the binary-weighted currents. This was done primarily to overcome the problems of nonlinear relationship between the drain current and aspect ratio of small-geometry MOS devices [14], [15], [20], and the voltage coefficient of resistance of $R-2 R$ networks. The configuration is shown in Fig. 7 and is similar to that reported in [21]. The least significant bit (LSB) has one unit current source, the next significant bit has two unit current sources connected in parallel, and so on. The exponential growth in the number of unit current sources is overcome by having an interstage 16:1 resistive current divider.

## B. Statistical Error Analysis

In general, the errors generated by a DAC consist of linearity, offset, and gain errors. Usually, a DAC may be calibrated for zero gain and offset errors. Linearity error, however, occurs due to the random mismatch in the conversion elements. Hence, the circuit yield is a function of the matching accuracy of the unit current sources.

Integral nonlinearity of a DAC is generally defined as the difference between the actual output to the desired output normalized to the full-scale output of the DAC. This enables the nonlinearity to be expressed in terms of fractions of LSB or as a percentage.
Let $x$ be the output of the DAC for a given input word and $y$ be the analog complement of the output. The full-scale output of the converter is the sum $x+y$. To express the error as a fraction of the full scale, first we normalize the output to the full scale as follows:

$$
\begin{equation*}
z(x, y)=\frac{x}{x+y} \tag{26}
\end{equation*}
$$

where $z$ is the normalized output, and $x$ and $y$ are dependent on the input digital word and the DAC configuration.

For the 8-bit interstage divider DAC shown in Fig. 7

$$
\begin{align*}
x=\left[8 D_{1}+4 D_{2}+\right. & 2 D_{3}+D_{4} \\
& \left.+\frac{1}{16}\left(8 D_{5}+4 D_{6}+2 D_{7}+D_{8}\right)\right] I_{\mathrm{unit}} \tag{27}
\end{align*}
$$

and

$$
\begin{gather*}
y=\left[8\left(1-D_{1}\right)+4\left(1-D_{2}\right)+2\left(1-D_{3}\right)+\left(1-D_{4}\right)\right. \\
\left.+\frac{1}{16}\left\{8\left(1-D_{5}\right)+4\left(1-D_{6}\right)+2\left(1-D_{7}\right)+\left(1-D_{8}\right)\right\}\right] I_{\mathrm{unit}} \tag{28}
\end{gather*}
$$

where

$$
\begin{aligned}
D_{i} & =0 \text { or } 1 \\
i & =1,2, \cdots, 8
\end{aligned}
$$

$D_{1}$ is the most significant bit (MSB), $D_{8}$ is the LSB, and $I_{\text {unit }}$ is the unit current source with a mean value $\bar{I}$ and standard deviation of matching $\sigma$. As the unit current sources are random and uncorrelated, we may treat $x$ and $y$ to be independent random variables with standard deviations $\sigma_{x}$ and $\sigma_{y}$, respectively. Now we may determine the standard deviation of $z$ in terms of $\sigma_{x}$ and $\sigma_{y}$ [12]

$$
\begin{equation*}
\sigma_{z}^{2}=\frac{\bar{y}^{2} \sigma_{x}^{2}+\bar{x}^{2} \sigma_{y}^{2}}{(\bar{x}+\bar{y})^{4}} \tag{29}
\end{equation*}
$$

where $\sigma_{x}$ and $\sigma_{y}$ are evaluated as follows:
$\bar{x}=\left[8 D_{1}+4 D_{2}+2 D_{3}+D_{4}\right.$

$$
\left.+\frac{1}{16}\left(8 D_{5}+4 D_{6}+2 D_{7}+D_{8}\right)\right] I
$$

and

$$
\begin{align*}
\sigma_{x}^{2}= & {\left[8 D_{1}+4 D_{2}+2 D_{3}+D_{4}\right.} \\
& \left.+\frac{1}{16}\left(8 D_{5}+4 D_{6}+2 D_{7}+D_{8}\right)\right] \sigma^{2} \\
= & \frac{\bar{x}}{\bar{I}} \cdot \sigma^{2} . \tag{30}
\end{align*}
$$

Similarly

$$
\begin{equation*}
\sigma_{y}^{2}=\frac{\bar{y}}{\bar{I}} \cdot \sigma^{2} \tag{31}
\end{equation*}
$$

Substituting (30) and (31) into (29)

$$
\begin{equation*}
\sigma_{z}^{2}=\frac{1}{\bar{I}} \cdot \frac{\bar{x} \bar{y}}{(\bar{x}+\bar{y})^{3}} \cdot \sigma^{2} \tag{32}
\end{equation*}
$$

The expected value of $z$ may be shown to be [12]

$$
\begin{equation*}
\bar{z}=\frac{\bar{x}}{\bar{x}+\bar{y}} . \tag{33}
\end{equation*}
$$

Using (33) in (32), we have

$$
\begin{equation*}
\sigma_{z}^{2}=\frac{\bar{z}(1-\bar{z})}{\bar{I}(\bar{x}+\bar{y})} \cdot \sigma^{2} \tag{34}
\end{equation*}
$$

The above result may also be derived by determining the joint probability density function of $z$ as shown in [22]. Equation (34) expresses the variances of the D/A output for different digital words. The function $\bar{z}(1-\bar{z})$ will have a maximum value when $\bar{z}=1 / 2$, i.e., when the output is halfway through the full scale, and falls off towards zero for minimum and maximum input word combinations. This observation suggests that the MSB current could be the most critical and should have the highest accuracy. Error contributions of the bits taper off towards the LSB, and hence the relative error contributions of all the bit current sources need not be the same. Such an error distribution is indeed a natural consequence in the multiple current-source approach where the relative accuracy of the bits improves towards the MSB. This may be shown as follows. If the unit current source has a mean value $\bar{I}$ and standard deviation of matching $\sigma$, connecting $n$ such sources in parallel would produce an equivalent current source with mean value $n \bar{I}$ and standard deviation $\sqrt{n} \sigma$, as the current sources are uncorrelated. Thus there is an improvement in accuracy by a factor $\sqrt{n}$.

The analysis so far has shown that maximum error occurs halfway through the full scale and the error contributions of the individual bits taper off towards the LSB. Now we proceed further to relate the circuit yield to the standard deviation of the unit current sources. Here we define circuit yield as the percentage of functional devices that have integral nonlinearity less than $1 / 2 \mathrm{LSB}$. In other words, we are eliminating catastrophic device failures due to defects, etc. With this definition, a theoretical estimate of the circuit yield of the DAC is obtained by multiplying the probabilities that each of the 256 outputs of the DAC have less than $1 / 2$ LSB error. For normal distribution with variances given by (34), the yield is

$$
\begin{align*}
G & =\prod_{i=2}^{255} \frac{1}{\sqrt{2 \pi} \sigma_{z}} \int_{\bar{z}-1 / 512}^{\bar{z}+1 / 512} \exp \left\{-\frac{(z-\bar{z})^{2}}{2 \sigma_{z}^{2}}\right\} \cdot d z \\
& =\prod_{i=2}^{255} \operatorname{erf}(Q / \sqrt{2}) \tag{35}
\end{align*}
$$

where $1 / 512$ is the normalized $1 / 2$ LSB value and

$$
\begin{equation*}
Q=\frac{1}{512\left[\frac{\bar{z}(1-\bar{z})}{15+15 / 16}\right]^{1 / 2}} \frac{\sigma}{\bar{I}} \tag{36}
\end{equation*}
$$

The method used to derive (35) is quite general and may be easily extended to converters of different resolutions and accuracies. The circuit yield as given by (35) is plotted as a function of $\sigma / \bar{I}$ in Fig. 8.


Fig. 8. DAC yield versus current-source mismatch.

TABLE I
DAC Yield

| Wafer Number | Devices <br> Tested | Functional <br> Devices | Good <br> Devices | Circuit <br> Yield \% |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $32^{*}$ | 32 | 31 | 97 |
| 2 | $55^{*}$ | 55 | 55 | 100 |
| 3 | 64 | 60 | 60 | 100 |
| 4 | 64 | 52 | 52 | 100 |
| 5 | 64 | 60 | 60 | 100 |

*Broken Wafers. Hence the number of devices tested are less than 64.

Because of the error function nature of the relation between yield and current-source matching, there is an almost flat region close to the 100 -percent yield level, followed by a very steep region and finally the yield asymptotically approaches zero. To avoid the possibility of any process variations from batch to batch affecting the yield adversely, the design should be such as to avoid the region where the yield is very sensitive to the matching accuracy. On the other hand, a very conservative matching tolerance is also not desirable because the improvement in yield is marginal with improvement in matching accuracy beyond a certain point. Therefore we chose 95 -percent yield level as an optimum value that would not appreciably shift due to process variations from batch to batch. From the theoretical relationship shown in Fig. 8, the standard deviation of matching of the current sources should be about 0.45 percent to achieve this yield level. It may be noted that for an 8-bit DAC, an integral nonlinearity of $\pm 1 / 2$ LSB is equivalent to 0.2 percent of full scale. Thus, with this configuration, it is possible to provide good integral linearity associated with a high circuit yield without requiring an equivalent degree of component matching. Further it is shown in [15] that the divide-by-16 network is highly tolerant to component mismatch and hence is not a potential source of yield loss.

The analysis given above provides a systematic design approach for data converters. A similar approach may be used to design any precision analog circuit in general.

## C. Results

Based on the understanding of the matching behavior of MOS devices and the systematic design methodology, an 8 -bit high-speed DAC has been designed. The electrical performance results are reported in [9]. The unit current source used in the DAC is made up of a $24-\mu \mathrm{m}$-wide and $6-\mu \mathrm{m}$-long n -channel transistor in combination with a 4.7$\mathrm{k} \Omega$ source degradation resistor. This configuration has a better matching accuracy than a transistor alone for the same current value, owing to the better matching of resistors and the local negative feedback offered by the resistor [9]. The combination has a standard deviation of current matching of 0.45 percent when biased at a current of 128 $\mu \mathrm{A}$. This should result in a circuit yield of approximately 95 percent. It may be noted that the same degree of matching may be obtained without using the source de-
gradation resistor by choosing larger area devices, and/or operating the devices with a larger gate-to-source voltage. Knowledge of the mismatches in $V_{T}$ and $K$ in conjunction with (25) may be used to obtain curves such as those in Figs. 5 and 6 , for any process and operating condition. This information when used with (35) or Fig. 8 completes the design cycle.

Circuit yield statistics of the DAC are presented in Table I. Column 2 indicates the number of devices that are tested on each wafer. The next column shows the number of devices that are functional. In other words, we are eliminating catastrophic failures here. The fourth column shows the number of devices with integral nonlinearity less than $\pm 1 / 2$ LSB. Finally, the circuit yield is shown in the last column. In most cases the circuit yield is 100 percent, demonstrating the accuracy of the device characterization and the circuit design methodology. We have been able to achieve this high level of yield using relatively small devices and without using any trimming because of the knowledge we generated regarding the matching behavior of the devices as a function of dimensions, and the systematic design methodology we have followed.

## IV. Conclusion

The design of precision analog circuits presents challenges in the areas of device matching characterization and circuit design. Novel methodologies relevant to both aspects of the design are presented in this paper. Section II is devoted to the study of transistor matching behavior. The overall objective has been not only to provide a clear understanding of the random mismatch, but also to develop a comprehensive design approach for precision ana$\log$ circuits. The parameters a circuit designer will have freedom to choose are the dimensions of the devices. Therefore analytical models have been developed that relate the mismatch to device dimensions.
Section III of the paper discusses the application of the matching characterization in precision analog design. Design methodology for a high-performance DAC is illustrated. This is presently important because of the need for high-speed data converters in MOS technology. The close interaction between device matching and circuit yield is discussed. Experimental results of circuit yield are also presented.
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#### Abstract

Charge feedthrough in analog MOS switches has been measured. The dependence of the feedthrough voltage on the input and tub voltages, device dimensions, and load capacitances was characterized. Most importantly, it was observed that the feedthrough voltage decreases linearly with the input voltage. The significance of this observation when considering harmonic distortion in sample-and-hold circuits is discussed. A firstorder computer simulation based on the quasi-static small-signal MOSFET capacitances shows good agreement with experimental results.


## I. Introduction

CMOS CIRCUITS have historically been used in digital logic and memory applications as a result of their high packing density and low power consumption. Recently, analog CMOS has combined the benefits of both analog and digital circuits on the same die. This combination offers many advantages in signal processing and ana-log-to-digital conversion. A key component in interfacing digital and analog circuitry is the analog switch, or transmission gate, where a signal is fed from the input side of the device to a load connected at the output. The on-off switching capability is provided by the gate voltage governing the presence of an inversion channel.

MOSFET's are not ideal switches. Consider a typical sample-and-hold circuit shown in Fig. 1. Ideally, when the switch is turned off, the output voltage on the load capacitance should remain at its value at the time of switching. However, the MOSFET actually couples some of the charge in the inversion layer onto the load capacitor. Thus the final capacitor voltage consists of two components, one directly related to the input voltage and an error component arising from the charge stored in the switch. This error component is the feedthrough voltage. In this paper, this feedthrough voltage is measured in MOS switches implemented in a $3.5-\mu \mathrm{m}$ CMOS technology. In addition, first-order simulations based on quasi-static small-signal

[^22]models of MOSFET capacitances have been made to predict the magnitude of the feedthrough voltage. Experimental results and computer simulations are presented and the conclusions drawn lead to a first-order understanding of the phenomenon of charge feedthrough.

## II. Measurement System

When an n-channel MOSFET is turned on, an inversion channel of electrons is formed underneath the gate. When the device is turned off, these electrons are dispersed, flowing either into the substrate of the device, or to the loads at the source and drain. The effect produced by electrons flowing into the substrate is called charge pumping [1]. The flow of electrons to the source and drain nodes is called charge or clock feedthrough. It was first discussed by Stafford et al. in 1974 [2]. This study is concerned with measuring charge feedthrough in an $n$-channel MOSFET in a sample-and-hold circuit under a variety of bias and loading configurations. The circuit used is shown in Fig. 2, where it can be seen that both the source (connected to $n C$ ) and the drain (connected to $2 C$ ) nodes are floating. This is in contrast with recent studies of charge feedthrough where only one node was floating [3], [4]. The value of $C$ is 1.15 pF and the index $n$ in the load capacitance $n C$ can be varied from $n=1$ to $n=96$. For $n=96$, the source load capacitance simulates a voltage source. This permits the measurement of the feedthrough voltage in a situation where only one node is allowed to float, and makes possible comparisons with other studies [3], [4]. The feedthrough voltages at the source and drain are measured as $V_{\text {Out1 }}$ and $V_{\text {OUT2 }}$ after source followers $M_{3}$ and $M_{4}$, respectively. The distinction between source and drain becomes irrelevant once steady-state conditions are attained and the labels $V_{\text {OUT1 }}$ and $V_{\text {OUT } 2}$ are used to identify one side of the device from the other. The source followers supply the power to drive the inherent capacitances of the package and the cable connections. Thus these capacitances do not need to be considered. Bias circuitry (not shown in Fig. 2) maintains the transistors $M_{1}$ and $M_{2}$ of the source followers biased in saturation with a $25-\mu \mathrm{A}$ current. The gate length


Fig. 1. Charge-feedthrough definition in a sample-and-hold circuit.


Fig. 2. Basic circuit used in measuring charge feedthrough.
in both the n - and p-channel test devices varies between 4 and $20 \mu \mathrm{~m}$.

## III. Measurement Procedure

In this investigation, only the charge feedthrough on n -channel devices was characterized. The parallel p-channel device was used to initialize the system ensuring that the prefeedthrough voltage on each load capacitor is identical. This is necessary when $n$-channel devices are bodyeffect limited.

The basic measurement procedure is started by applying a gate voltage of +5 V to the n -channel test transistor, which turns the switch on. Then the two load capacitors ( $2 C$ and $n C$ ) are charged to their initial value called the analog-in voltage $V_{A I}$. At this point, the gate voltage is quickly driven to -5 V turning the switch off. As this occurs, the stored charge within the device is dumped onto the now-floating load capacitors shifting the voltage across each of them. The difference between the measured voltages at each node ( $V_{\text {OUT1 }}$ and $V_{\text {OUT2 }}$ ) before and after the gate transition yields the feedthrough voltage at the corresponding node. This is shown graphically in Fig. 1.
The following variables affect charge feedthrough and will be studied.

1) The initial voltage on each of the load capacitors is called the analog-in voltage $V_{A 1}$. It is placed on the two load capacitors by closing the CMOS transmission gate, labeled $T G$ in Fig. 2, and by turning on both the n -channel and p-channel test devices. The magnitude of $V_{A I}$ affects the amount of charge stored in the n -channel device in two ways. First, it directly affects the amount of charge on the gate through its effect on the gate-to-source voltage $V_{g s}$. Secondly, it affects the amount of charge stored in the bulk through the body effect. It should be noted that this latter effect is nonlinear.
2) The tub voltage $V_{\text {TUB }}$ also has an important effect on the amount of charge stored in the device. However, unlike $V_{A I}, V_{\text {TUB }}$ only contributes via the nonlinear body effect. Thus the change in the feedthrough voltage with $V_{\text {TUB }}$ is less dramatic than with $V_{A}$.
3) The gate length $L$ of the device has an obvious effect. By increasing the area of the gate, the total amount of charge stored in the device is increased, as is the feedthrough voltage.
4) Finally, the value of the load capacitance is expected to affect the feedthrough voltage.

Several other parameters, which also have a pronounced effect on the amount of charge feedthrough, were held constant in this study. The fall time of the gate signal, which directly affects the amount of charge pumping [1], was held constant at 10 ns . Changing the fall time of the gate signal has been shown both theoretically and experimentally to affect the measured feedthrough voltage [3]-[5]. Such effects are currently being investigated. Also, the gate voltage was always pulsed from +5 to -5 V . The device width was the same $(20 \mu \mathrm{~m})$ for all devices, with the overlap capacitance estimated to be 11.5 fF , based on an assumed overlap distance of $1 \mu \mathrm{~m}$. Accurate measurements of the overlap distances at the source and drain are presently being made. The p-well was doped with an acceptor concentration of $1.1 \times 10^{16} \mathrm{~cm}^{-3}$ resulting in a zero-bias threshold voltage ( $V_{T 0}$ ) of 0.7 V .

A large matrix of feedthrough voltage measurements was obtained where each data point was the average of ten measurements. The accuracy of the measurements was 5 mV , and the standard deviation between the ten measurements was consistently less than one least significant bit ( 5 mV ).

Due to the layout of the circuit, there are several additional parasitic capacitances in parallel with the source and drain load capacitances. These capacitances have different values and, as a consequence, for the symmetrical load case of $n=2$, the feedthrough voltages measured at the source and drain are not identical.

## IV. Experimental Results

In this section, the measured dependence of the feedthrough voltage at the source and drain is presented as a function of the analog-in voltage, the tub voltage, the device dimensions, and the value of the load capacitances.


Fig. 3. Dependence of the feedthrough voltage $V_{f}$ on the analog-in voltage $V_{A}$. Circles (experiment), solid lines (simulation).


Fig. 4. Dependence of the gate charge $Q_{\text {(in11 }}$, the inversion charge $Q_{\text {inv }}$ and the bulk charge $Q_{\text {Buin }}$ on the analog-in voltage $V_{A 1}$.

The results of the simulations, which will be described later, are also shown in Figs. 3, 5, 7, and 8.

## A. Effect of the Analog-In Voltage

Before discussing the measurement results, it is important to mention that the gain of the source-follower circuit is nearly unity $(0.974)$ over the entire range of values of the input voltage $V_{A 1}$. A typical plot of the dependence of the feedthrough voltage on $V_{A I}$ is shown in Fig. 3. The important observation here is the linearity of the feedthrough voltage from -2 to +2 V . In this range, the nonlinear body effect, dependent on the bulk-to-source voltage, does not significantly affect the feedthrough voltage. This suggests that the amount of inversion channel charge initially stored in the device is the predominant source of the feedthrough voltage. This is particularly important as it implies that the inversion charge varies linearly with the channel potential. This dependence is demonstrated in Fig. 4 where the calculated inversion charge is plotted as a function of the analog-in voltage $V_{A I}$. This linear dependence of $Q_{\text {INV }}$ on $V_{A l}$ confirms the inver-


Fig. 5. Dependence of the feedthrough voltage $v_{f}$ on the tub voltage $V_{\text {TuB }}$. Circles (experiment), solid lines (simulation).


Fig. 6. Dependence of the inversion charge $Q_{\text {IN }}$. and the bulk charge $Q_{\text {mulik }}$ on the tub voltage $V_{\text {tur }}$.
sion channel charge as the predominant source of feedthrough charge.

There are two portions of the plots that deviate from linearity. The first is for low values of $V_{A I}$. It is suspected that this dropoff is a function of the fall time of the gate signal, and that the curve would be extended if the fall time was increased. The second deviation from linearity is for large values of $V_{A I}$. In this case, there is no inversion charge stored in the device in its initial state. The difference in feedthrough voltage at $V_{\text {OUT1 }}$ and $V_{\text {OUT2 }}$, in this case, can be attributed to different overlap capacitances at the source and drain. The cause of the deviation is shown clearly in Fig. 4 where stored charge is plotted against the initial channel voltage $V_{A I}$. This graph represents the initial amount of stored charge in the intrinsic device only. The equations describing the stored charge are listed in the Appendix. The gate voltage is +5 V , and as can be seen, the inversion charge goes to zero as $V_{A I}$ reaches 2.3 V . Because of the dependence of the feedthrough voltage on the inversion channel charge, the remaining discussion of the dependence of $V_{f t}$ on $V_{A l}$ will be limited to $V_{A l} \leq 2 \mathrm{~V}$ where the inversion charge goes to zero.

## B. Effect of the Tub Voltage

Fig. 5 shows the feedthrough voltage dependence on the tub voltage $V_{\text {TUB }}$. Here, the effect of the backgate bias is demonstrated. Again, it is remarkable to note that the curve is reasonably linear given that a nonlinear effect is involved. The cause of this linearity can be shown by examining a plot of the initial conditions as shown in Fig. 6 It is evident here that the body effect is nonlinear. However, the nonlinearity is quite small and becomes even less significant in the feedthrough process.

It is also interesting to note that increasing the backgate bias decreases the feedthrough voltage. As $V_{\text {tUB }}$ is increased, the stored depletion charge increases and the inversion charge decreases. This is significant because $V_{\text {TUB }}$ can be fixed at a large negative value, minimizing $V_{f t}$. It is also desirable to have a large negative $V_{\text {TUB }}$ because it increases the allowed range of input voltages to the switch. Consequently, all remaining discussion and data will be for a switch with $V_{\text {TUB }}=-5 \mathrm{~V}$, minimizing the feedthrough voltage and maximizing the allowable input range.

## C. Effect of the Channel Length

The width of the experimental devices has been fixed at $20 \mu \mathrm{~m}$, while the length ranged from 4 to $20 \mu \mathrm{~m}$. In Fig. 7, the systematic alternation of measured values of $V_{f,}$ at $V_{\text {OUT1 }}$ and $V_{\text {OUT2 }}$ is a direct result of the different overlap capacitances, as discussed earlier, at the diffusions used as source and drain. Due to the special layout of this circuit, these diffusions were alternately used as source or drain with increasing channel length. The feedthrough voltage appears to have a linear dependence on device dimensions as expected. Theoretically, this can be attributed to the linear dependence of the inversion channel charge on the gate area. From this, it follows that to minimize the feedthrough voltage, a minimum-sized switch should be used. If such devices are not available, then feedthrough cancellation schemes should be used [6].

## D. Effect of the Load Capacitance

The feedthrough voltage is plotted against the inverse of the load capacitance in Fig. 8. It can be seen that the amount of charge fed out of the switch is independent of the value of the load capacitance. This is demonstrated in two ways. First, the feedthrough voltage is constant on the drain side, where the load capacitance is fixed (2C). Thus, changing the load capacitance on one side ( $n C$ ) of the device does not appear to affect the amount of charge feedthrough on the other. The second observation comes from the feedthrough voltage at the source, where the load capacitance $n C$ is varying. If $V_{f t}$ is plotted versus the inverse load capacitance then the amount of feedthrough charge is independent of the load capacitance if the curve is linear. Thus the feedthrough voltage is minimized by increasing the load capacitance which would, however, increase the data capture time in a sample-and-hold circuit.


Fig. 7. Dependence of the feedthrough voltage $\bar{V}_{f}$, on the gate length $L$. Circles (experiment), solid lines (simulation).


Fig. 8. Dependence of the feedthrough voltage $V_{f,}$ on $1 / n$, the inverse of the load capacitance index number. Circles (experiment), solid lines (simulation).

Consequently, a compromise must be reached based on requirements on the circuit performance.

## V. Modeling Charge Feedthrough

## A. Model Description

It is important to be able to predict the amount of charge feedthrough in MOSFET circuits, especially when simulating the behavior of sample-and-hold circuits. The following is a discussion of a simple program which simulates charge feedthrough in a transmission gate where both the source and drain are floating when the switch is turned off.

The simulation is based on the MOSFET quasi-static small-signal capacitance model developed by Liu and Nagel [7]. The simulation is divided into four sections corresponding to four regions of the model. Each region is simulated in turn yielding a contribution to the feedthrough voltage for that region. Finally, the voltages from each of the four regions are summed together yielding the total feedthrough voltage. In spite of the fact that the original
model has been considerably simplified, the simulations show qualitative agreement with the measured results.

The first assumption in the simulation is that charge pumping is ignored. This assumption manifests itself in two ways. First, it is not necessary to include the gate-tobulk capacitance, since this element cannot contribute charge to the load capacitors at the source and drain. Second, an ideal 50-50 split of the inversion channel charge is assumed between the source and the drain. This assumption will cause the simulation to predict values slightly larger than will actually occur.

The second assumption in the simulation is that the drain-to-source voltage is zero when the device is biased in the linear region. In principle, this is valid because the initial voltages at the source and drain are equal, producing a uniform inversion channel. Also, from the experimental results it is observed that the load on one side of the device does not affect the other side. This implies that the device is never biased in the saturation region. As the gate voltage is decreased, the device will move from a uniformly distributed inversion layer directly into depletion. It is then possible to ignore an entire region of device operation, thus shortening the program considerably. This assumption also requires modification of the capacitance equations in the linear region. The equations are shown in Table I, where both the original and the modified expressions for the capacitances are shown for each region of the model.

The equations for the feedthrough charge increments resulting in each region are obtained in closed form. This was done by analytically integrating the capacitance equations. Each integral was then evaluated at the initial and final voltages to obtain the charge increment. This integration made it necessary to accept a discontinuity in the bulk depletion capacitance. This should not cause, however, any significant errors.

## B. Simulation Results

In Fig. 9, a plot of the feedthrough voltage predicted by the simulation for each region is shown. It should be noted that the backgate bias is -5 V , to minimize the feedthrough voltage. This constrains the device from ever actually entering the accumulation region, because the gate voltage reaches -5 V while the device is biased in the depletionaccumulation region. The linearity of the feedthrough voltage versus $V_{A l}$ for each individual region confirms the dominance of the gate-to-source and gate-to-drain capacitances on the feedthrough process. Also, the feedthrough voltage from the inversion region dominates over the feedthrough voltage from other regions, which are not a strong function of $V_{g s}$. From this observation, one can reduce the problem of minimizing the feedthrough voltage to minimizing the stored inversion charge, or the use of feedthrough cancellation schemes [6].

Comparisons between the simulation and measurements are shown in Figs. 3, 5, 7, and 8, where the plots of the measured and calculated values of the feedthrough voltage are in qualitative agreement. The simulation overestimates

TABLE I(a)
Model Equations

| Orisiasi Equations [7] | This Vork |
| :---: | :---: |
| Iaversion Region (Rezion 1) |  |
| $c_{B D} \frac{c_{J D}}{\left[1-\frac{v_{B D}}{\rho_{B}}\right]=_{B}} \int 1+\frac{3 c_{B G}}{3 c_{J D}} \frac{\left[v_{S A T}-v_{D S}\right]\left[3 v_{S A T}\right.}{\left[2 v_{S A T}-v_{D S}\right]^{2}}$ |  |

TABLE I(b)
Model Equations

the value of the feedthrough voltage. This is possibly due to ignoring the effects of charge pumping. The errors involved range from 15 to 40 percent in some cases. It is also interesting to note that the simulation results in a nearly linear dependence of the feedthrough voltage on each of the parameters studied. This further supports the conclusion that the feedthrough process is dominated by the inversion channel charge, as discussed earlier.

## C. Discussion

Despite the discrepancy between measured results and simulations, charge-feedthrough modeling in this investiga-

TABLE I(c)
Model Equations

| Origiacl Equations [7] | This Vork |
| :---: | :---: |
|  |  |
| $\begin{aligned} & C_{G S}=C_{O V} \\ & C_{B S}=\frac{C_{G S}}{\left[1-\frac{v_{B S}}{P_{B}}\right]^{m_{B}}} \\ & C_{B D}=\frac{C_{I D}}{\left[1-\frac{v_{B D}}{P_{B}}\right]^{m_{B}}} \end{aligned}$ | $\begin{aligned} & C_{G S}=C_{O V} \\ & C_{B S}=\frac{C_{G S}=C_{O V}}{\left[1-\frac{v_{B S}}{P_{B}}\right]^{m_{B}}} \\ & C_{B D}=\frac{C_{B D}}{\left[1-\frac{v_{B D}}{\rho_{B}}\right]^{m_{B}}} \end{aligned}$ |
| Accuatation togion (Robion 4) |  |
| $\begin{aligned} & C_{G S}=C_{O V} \\ & C_{B S} \frac{C_{G D}=C_{O V}}{\left[1-\frac{v_{B S}}{D_{B}}\right]^{®_{B}}} \\ & C_{B D}=\frac{C_{B D}}{\left[1-\frac{v_{B D}}{P_{B}}\right]^{®_{B}}} \end{aligned}$ | $\begin{aligned} & C_{G S}=C_{O V} \\ & C_{B S}=\frac{C_{I S}=C_{O V}}{\left[1-\frac{v_{B S}}{D_{B}}\right]^{E_{B}}} \\ & C_{B D}=\frac{C_{B D}}{\left[1-\frac{v_{B D}}{\rho_{B}}\right]^{a_{B}}} \end{aligned}$ |



Fig. 9. Dependence of the regional feedthrough voltage $V_{f,}$ on the analog-in voltage $V_{A}$. Circles (experiment), solid lines (simulated).
tion offers the following enhancements over previous studies [3]-[5].

1) It allows for both the source and drain nodes to be floating after the switch is turned off. This allows measurement of all transient charges flowing from the source and drain, where previous efforts cannot account for the charge exiting at the node held at a fixed potential. The special case of $V_{\text {TUB }}=0$ has been treated by Vittoz [5].
2) It is based on the quasi-static small-signal MOSFET capacitances and within the limits of this study offers good agreement with the measured results. This indicates the capability of quasi-static small-signal models to accurately simulate transient effects in a MOSFET under various doping and bias conditions.


Fig. 10. Comparison of the simulation and experimental results obtained in this study with results from [3] and [4].
3) It results in the linear dependence of $V_{f t}$ on $V_{A l}$, which was observed experimentally but not predicted by MacQuigg [3] (see Fig. 10).
4) It includes the influence of $V_{\text {TUB }}$ on $V_{f i}$, which was measured experimentally. This was not accounted for in the lumped model of Sheu and Hu [4]. It should be remembered that although simulation results in this work and those obtained using the lumped model in [4] agree in Fig. 10, these two calculations of $V_{f t}$ were made for different values of $V_{\text {TUB }}$.
5) It accounts for the junction capacitances associated with the source and drain diffusions.

It should be again noted, however, that chargefeedthrough modeling in this study did not include the influence of the fall time of the gate voltage, currently under investigation, or that of charge pumping on the feedthrough voltage.

The observed linearity of the feedthrough voltage implies that the MOS switch can be used effectively in analog design. If the transfer function of a switch is considered, it will have two terms. First, the unity gain of an ideal switch will yield the input voltage at the output. Second, the linear feedthrough term is added. Thus, the transfer function will remain linear, and the analog switch should introduce little harmonic distortion into the signal passing through the switch over a limited range of input voltages. These conclusions could only be made because the source-follower circuit has a constant gain of nearly unity over the active range of values for the input voltage and all measurements are made after the transients have settled as in a typical sample-and-hold application.

## Vi. Conclusion

This paper presents measurements and first-order modeling of charge feedthrough. The feedthrough voltage in an n-channel MOSFET was measured with respect to several parameters, including analog-in voltage, tub voltage, device dimensions, and load capacitances. It was found that the feedthrough voltage is nearly linear with respect to the
analog-in voltage. Thus a typical analog switch appears to introduce practically no harmonic distortion in the output signal over a limited input range. Also, the feedthrough voltage is minimized for a large back bias, concurrently allowing for a wide input voltage swing. Minimum device dimensions are desirable to reduce the feedthrough voltage. Also, it was observed for the first time that the magnitude of the load capacitance on one side of the device has virtually no effect on the amount of charge feedthrough at the other side. In other words, the amount of charge feedthrough is independent of the load capacitance. A simulation program that provides first-order qualitative agreement with the measured data, using a quasi-static MOSFET capacitance model, was developed.

## Appendix

This appendix lists the relationships of the different charge components stored in an MOS switch [8]. The charge stored on the gate $Q_{\text {GATE }}$ is given by

$$
\begin{equation*}
Q_{\mathrm{GATE}}=C_{\mathrm{OX}}\left[V_{\mathrm{GATE}}-V_{f .}-2 \phi_{F}-V_{A I}\right] \tag{1}
\end{equation*}
$$

where $C_{\mathrm{OX}}$ is the gate oxide capacitance, $V_{\text {GATE }}$ the gate voltage, $V_{f b}$ the flatband voltage, $\phi_{F}$ the bulk potential difference between the Fermi and intrinsic levels, and $V_{A I}$ the analog-in voltage.

The bulk charge $Q_{\text {buLk }}$ is given by

$$
\begin{equation*}
Q_{\mathrm{BULK}}=-\sqrt{2 \epsilon_{\mathrm{si}} q N_{A}\left[\phi_{s}\right]} \tag{2}
\end{equation*}
$$

where $N_{A}$ is the substrate doping, and $\dot{\phi}_{s}$ the band bending in the silicon, which is given by

$$
\begin{equation*}
\phi_{s}=2 \phi_{F}+V_{A I}-V_{\mathrm{TUB}} \tag{3}
\end{equation*}
$$

The inversion charge is the difference of these two charge components and is given by

$$
\begin{equation*}
Q_{\mathrm{INV}}=-Q_{\mathrm{GATE}}-Q_{\mathrm{BULK}} . \tag{4}
\end{equation*}
$$

As $V_{A I}$ increases, the amount of inversion charge $Q_{\text {INV }}$ decreases as the bulk charge increases, and the charge on the gate decreases. This continues until the inversion channel disappears, and the bulk charge mirrors the gate charge. Now the source and drain do not affect the surface potential and, therefore, do not influence the amount of charge stored underneath the gate of the device. Consequently, $Q_{\text {BULK }}$ and $Q_{\text {GATE }}$ will not change with continued increase in $V_{A l}$, where the gate and substrate voltages are held constant. This is shown graphically in Fig. 4, and is the cause of the nonlinearity in Fig. 3 for large values of $V_{A I}$. Equations (1)-(3) and (4) are used in Fig. 6 where the tub voltage is varied. Here, the effect is to shift the relative distribution of charge between the inversion channel and the bulk charge, where the total amount of charge stored in the silicon remains unchanged as the tub voltage is varied.
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#### Abstract

Charge injection in MOS switches has been analyzed. The analysis has been extended to the general case including signal-source resistance and capacitance. Universal plots of percentage channel charge injected are presented. Normalized variables are used to facilitate usage of the plots. The effects of gate voltage falling rate, signal-source level, substrate doping, substrate bias, switch dimensions, as well as the source and holding capacitances are all included in the plots. A small-geometry switch, slow switching rate, and small source resistance can reduce the charge injection effect. On-chip test circuitry with a unity-gain operational amplifier, which reduces the disturbance imposed by measurement equipment to a minimum, is found to be an excellent monitor of the switch charge injection. The theoretical results agree with the experimental data.


## I. Introduction

IN A monolithic sample and hold, a signal is stored on a capacitor. The accuracy of sample-and-hold circuits is disturbed by charge injected when the sampling switch turns off. The majority of sample-and-hold circuits are implemented using MOS technologies because the high input impedance of MOS devices performs excellent holding function. When the switch connecting the signal-source node and the data-storage node is turned on, the sampling function is performed. When the switch is turned off, the data stored in the storage node will be held until the next operation step occurs. However, an MOS switch is not an ideal switch. A finite amount of mobile carriers are stored in the channel when an MOS transistor conducts. When the transistor turns off, the channel charge exits through the source, the drain, and the substrate electrodes. The charge transferred to the data node during the switch turning-off period superposes an error component to the sampled voltage. In addition to the charge from the intrinsic channel, the charge associated with the feedthrough effect of the gate-to-diffusion overlap capacitance also enlarges the error voltage after the switch turns off [1]. This charge injection problem was identified in the early stage of switched-capacitor circuit development. Various compensation schemes [2], [3] have been used to reduce the switch-induced error voltage. As the design of higher preci-

[^23]sion sample-and-hold circuits progresses, the need for effective test patterns to accurately monitor the switch charge injection becomes increasingly important. In 5-V technologies, the resolution in a 10 -bit analog-to-digital (A/D) converter is 4.88 mV , while the resolution in a 16 -bit A/D converter is only $76 \mu \mathrm{~V}$. The error voltage caused by the switch charge injection is usually in the millivolt range. The fully differential circuit approach [3] cancels the switch charge injection to the first order. Precise characterization and detailed analysis of the switch charge injection is of prime interest in designing high-performance integrated circuits.
There have been some attempts to model the switch charge injection. MacQuigg [4] made a qualitative observation and did SPICE simulation on a simplified case. Sheu and Hu [1] developed an analytical model corresponding to infinite source capacitance. A two-transistor source follower was used by Wilson et al. [5] with an attempt to improve the measurement accuracy. In this paper, analysis on the general case of switch charge injection is described in Section II. Analytical models of special cases are also presented. A better test structure for monitoring switch charge injection is proposed in Section III. Experimental results are presented in Section IV. A conclusion is given in Section V.

## II. Analysis

We assume that the charge pumping phenomenon due to the capture of channel charge by the interface traps is insignificant and all the channel charge exits through the source and drain electrodes when the transistor turns off. The turn-off of an MOS switch consists of two distinct phases. During the first phase, the gate voltage is higher than the transistor threshold voltage. There is a conduction channel that extends from the source to the drain of the transistor. As the gate voltage decreases, mobile carriers exit through both the drain end and the source end and the channel conduction decreases. During the second phase, the gate voltage is below the transistor threshold voltage and the conduction channel does not exist any more. The coupling between the gate and the data-holding node is merely through the gate-to-diffusion overlap capacitance. In our analysis, attention is focused on the switch charge


Fig. 1. Circuit for analysis of switch charge injection.
injection due to the first phase of the switch turn-off. The circuit schematic corresponding to the general case of switch charge injection is shown in Fig. 1. Capacitance $C_{L}$ is the lumped capacitance at the data-holding node. Resistance $R_{S}$ could be the output resistance of an operational amplifier, while capacitance $C_{S}$ could be the lumped capacitance associated with the amplifier output node.

Let $C_{G}$ represent the total gate capacitance, including both the channel capacitance and gate-to-source/gate-todrain overlap capacitances:

$$
\begin{equation*}
C_{G}=W L C_{0}+C_{0 v s}+C_{0 v d} . \tag{1}
\end{equation*}
$$

By following the derivation presented in [1], Kirchkoff's current law at node $A$ and node $B$ requires

$$
\begin{equation*}
C_{L} \frac{d v_{L}}{d t}=-i_{d}+\frac{C_{G}}{2} \frac{d\left(V_{G}-v_{L}\right)}{d t} \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{v_{S}}{R_{S}}+C_{S} \frac{d v_{S}}{d t}=i_{d}+\frac{C_{G}}{2} \frac{d\left(V_{G}-v_{S}\right)}{d t} \tag{3}
\end{equation*}
$$

where $v_{L}$ and $v_{S}$ are the error voltages at the data-holding node and the signal-source node, respectively. Gate voltage is assumed to decrease linearly with time from the on value $V_{I \prime}$ :

$$
\begin{equation*}
V_{G}=V_{H}-U t \tag{4}
\end{equation*}
$$

where $U$ is the falling rate. When the transistor is operated in the strong inversion region

$$
\begin{equation*}
i_{d}=\beta\left(V_{H T}-U\right)\left(v_{L}-v_{S}\right) \tag{5}
\end{equation*}
$$

where

$$
\beta=\mu C_{0} \frac{W}{L}
$$

and

$$
\begin{equation*}
V_{H T}=V_{H}-V_{S}-V_{T E} . \tag{6}
\end{equation*}
$$

Here $V_{T E}$ is the transistor effective threshold voltage including the body effect. For small-geometry transistors, narrow- and short-channel effects should be considered in determining the $V_{T E}$ value. Under the condition $\left|d V_{G} / d t\right|$ $>\left|d v_{L} / d t\right|$ and $\left|d v_{S} / d t\right|$, (2) and (3) simplify to

$$
\begin{equation*}
C_{L} \frac{d v_{L}}{d t}=-\beta\left(V_{H T}-U t\right)\left(v_{L}-v_{S}\right)-\frac{C_{G}}{2} U \tag{7}
\end{equation*}
$$


(a)

(b)

(c)

Fig. 2. Special cases of switch charge injection. (a) No source resistance and capacitance. (b) No source capacitance. (c) Infinitely large source resistance.
and

$$
\begin{equation*}
\frac{v_{S}}{R_{S}}+C_{S} \frac{d v_{S}}{d t}=\beta\left(V_{H T}-U t\right)\left(v_{L}-v_{S}\right)+\frac{C_{G}}{2} U \tag{8}
\end{equation*}
$$

No closed-form solution to this set of equations can be found. Numerical integration can be employed to find the results. Analytical solutions to special cases are given below.

Fig. 2(a) shows the case with only a voltage source at the signal-source node. Since $C_{S} \gg C_{L}, v_{S}$ can be approximated as zero and the governing equation reduces to

$$
\begin{equation*}
C_{L} \frac{d v_{L}}{d t}=-\beta\left(V_{H T}-U t\right) v_{L}-\frac{C_{G}}{2} U \tag{9}
\end{equation*}
$$

When the gate voltage reaches the threshold condition, the error voltage at the data-holding node is

$$
\begin{equation*}
v_{L}=-\sqrt{\frac{\pi U C_{L}}{2 \beta}}\left(\frac{C_{G}}{2 C_{L}}\right) \operatorname{erf}\left(\sqrt{\frac{\beta}{2 U C_{L}}} V_{H T}\right) \tag{10}
\end{equation*}
$$

Another special case is when the source capacitance is negligibly small, as is shown in Fig. 2(b). The governing
equations reduce to

$$
\begin{equation*}
C_{L} \frac{d v_{L}}{d t}=-\beta\left(V_{H T}-U t\right)\left(v_{L}-v_{S}\right)-\frac{C_{G}}{2} U \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{v_{S}}{R_{S}}=\beta\left(V_{H T}-U t\right)\left(v_{L}-v_{S}\right)+\frac{C_{G}}{2} U \tag{12}
\end{equation*}
$$

When the gate voltage reaches the threshold condition, (5) breaks down and the error voltage at the data-holding node is

$$
\begin{align*}
v_{L}= & -\frac{U C_{G}}{2 C_{L}} \exp \left(-\frac{V_{H T}}{U C_{L} R_{S}}\right) \\
& \cdot \int_{0}^{V_{H r} / U}\left[\beta R_{S}\left(V_{H T}-U \xi\right)+1\right]^{1 / C_{L} \beta R_{S}^{2} U} \\
& \cdot \exp \left(\frac{\xi}{C_{L} R_{S}}\right)\left(2-\frac{1}{1+\beta R_{S}\left(V_{H T}-U \xi\right)}\right) d \xi \tag{13}
\end{align*}
$$

If the time constant $R_{S} C_{S}$ is much larger than the switch turn-off time, then the channel charge will be shared between $C_{S}$ and $C_{L}$, as is shown in Fig. 2(c). For the case of a symmetrical transistor and $C_{S}=C_{L}$, half of the channel charge will be deposited to each capacitor. Otherwise the following equations can be used to find out the results:

$$
\begin{equation*}
C_{L} \frac{d v_{L}}{d t}=-\beta\left(V_{H T}-U t\right)\left(v_{L}-v_{S}\right)-\frac{C_{G}}{2} U \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{S} \frac{d v_{S}}{d t}=\beta\left(V_{I I T}-U t\right)\left(v_{L}-v_{S}\right)+\frac{C_{G}}{2} U . \tag{15}
\end{equation*}
$$

We now multiply (15) by the ratio $C_{L} / C_{S}$, and then subtract the result from (14), to obtain

$$
\begin{align*}
C_{L} \frac{d\left(v_{L}-v_{S}\right)}{d t}=-\beta\left(V_{I T T}-U t\right)[ & {\left[1+\frac{C_{L}}{C_{S}}\right]\left(v_{L}-v_{S}\right) } \\
& -\frac{U C_{G}}{2}\left(1-\frac{C_{L}}{C_{S}}\right) \tag{16}
\end{align*}
$$

When the gate voltage reaches the threshold condition, the amount of voltage difference between the data-holding node and the signal-source node is

$$
\begin{array}{r}
v_{L}-v_{S}=-\sqrt{\frac{\pi U C_{L}}{2 \beta\left(1+C_{L} / C_{S}\right)}}\left(\frac{C_{G}\left(1-C_{L} / C_{S}\right)}{2 C_{L}}\right) \\
\cdot \operatorname{erf}\left(\sqrt{\frac{\beta\left(1+C_{L} / C_{S}\right)}{2 U C_{L}}} V_{H T}\right) \tag{17}
\end{array}
$$

Fig. 3 shows the calculated percentage of channel charge injected to the data-holding node when the source resistance is infinitely large. Similar plots were obtained by


Fig. 3. Percentage of channel charge injected to the data-holding node. Source resistance is assumed to be infinitely large. A family of curves corresponding to various $C_{S} / C_{L}$. ratios has been plotted.


Fig. 4. Percentage of channel charge injected to the data-holding node with $V_{H T} / U R_{S} C_{S}=1$.
numerical integration after some special transformation of the problem [6]. The dimensionless quantity $V_{H T} \sqrt{\beta / U C_{L}}$ has been identified as the driving force of the switch charge injection effect. It has the same functional dependence as the argument of the error function in (10). A family of curves corresponding to various $C_{S} / C_{L}$ ratios have been plotted. When the switch turns off, the channel charge exits to the signal-source node and the data-holding node under capacitive coupling and resistive conduction. In the fast switching-off conditions, the transistor conduction channel disappears very quickly. There is not enough time for the charge at the signal-source side and the charge at the data-holding side to communicate. Hence, the percentage of charge injected into the data-holding node approaches 50 percent independent of the $C_{S} / C_{L}$ ratio. In the slow switching-off conditions, the communication between the charge at the signal-source side and the charge at the data-holding side is so strong that it tends to make the final voltages at both sides equal. This allows the majority of channel charge to go to the node with larger capacitance.

Another important factor in switch charge injection is the relative magnitude of the falling rate compared with the signal time constant $R_{S} C_{S}$. The curves corresponding to two different $V_{H T} / U R_{S} C_{S}$ values are shown in Figs. 4 and 5 . Source resistance effectively offers a leakage path


Fig. 5. Percentage of channel charge injected to the data-holding node with $V_{I T} / U R_{S} C_{S}=5$.
for the channel charge during the switch turn-off period. Hence, a small source resistance will greatly reduce the amount of charge injected to the data-holding node.

## III. Measurement

The holding capacitor is usually chosen around or above 1 pF to minimize the thermal noise voltage. Direct measurement of switch charge injection using single transistors has severe limitations. The stray capacitance of the equipment probe alters the capacitance at the interested node. When the gate voltage falling rate is high, the probe capacitance and inductance greatly perturbs measurement accuracy. On-chip circuitry can be used to circumvent the problem. It offers good buffering between the interested node and the measurement equipment. The insertion of a two-transistor source follower between the interested node and the external probe, as used by Wilson et al. [5], achieves the buffering function to the first order. However, a two-transistor source follower has nonlinear voltage characteristics and limited driving capability. Fig. 6 shows the two-transistor source-follower test configuration.
The unity-gain operational amplifier is found to be a better monitor of the switch charge injection. The output of the amplifier precisely tracks the input voltage. The amplifier possesses an excellent driving capability to interface with the measurement equipment. The unity-gain op-amp test configuration is shown in Fig. 7.

The circuit schematic of the operational amplifier used in the studies is shown in Fig. 8. The operational amplifier is a conventional two-stage design with a source-follower output stage [7]. It is similar to the amplifier used in the on-chip capacitance measurement of MOS transistors in some respects [8]. This circuit configuration provides good common-mode range, output swing, voltage gain, and common-mode rejection ratio. Transistors $M 1-M 3$ are p-channel current sources. The input stage consists of M5-M8. They are a p -channel differential pair with n channel active loads and double-to-single-ended conversion. Transistors M11 and M12 are the dummy biasing string for the tracking compensation scheme and also offer dc bias to the output stage. Transistors M4 and M10 form


Fig. 6. A two-stage source-follower measurement approach.


Fig. 7. A unity-gain operational-amplifier measurement approach.


Fig. 8. Schematic of an operational amplifier suitable for charge injection monitoring.
a class- $A$ output stage. A pole-splitting capacitor is used to compensate for the frequency response. If a fabrication process is primarily used for digital circuits and highquality capacitors are not readily available, a thin-gate transistor can be connected to supply the necessary capacitance. Since the input-referred noise is inversely proportional to the size of the input devices, large-geometry transistors with $W / L=99 \mu \mathrm{~m} / 6 \mu \mathrm{~m}$ are used to keep the input-referred noise small. Notice that the substrate and source terminals of the output transistor M4 are connected together to eliminate the body effect. This configuration improves the amplifier output range. If an $n$-well process is used instead of a p-well process, then the output transistors would be changed to p-channel transistors because the transistor inside a well can have its substrate and source tied together. The bias of the current sources can be derived in two ways. A dedicated biasing circuit can be used. The other alternative is to apply an external bias to the pad BIAS. The latter approach turns out to be a good


Fig. 9. Comparison of measured and theoretical charge injection results for the special case of Fig. 2(a). The gate voltage falling rate was varied in the experiments.
choice in the application because it reduces the size of the whole test pattern without sacrificing any measurement accuracy. The dotted portion in Fig. 8 denotes the optional biasing block for the current sources.

## IV. Experimental Results

The transistors used in the experiments were fabricated using a $3-\mu \mathrm{m}$ CMOS process. The transistor gate-oxide thickness is 50.0 nm , substrate doping is $10^{16} \mathrm{~cm}^{-3}$, and zero-bias threshold voltage is 0.9 V . Percentage charge injection was measured against the gate voltage falling rate ranging from $1.25 \times 10^{6}$ to $5 \times 10^{8} \mathrm{~V} / \mathrm{s}$. Fig. 9 shows the measured data and theoretical results. Good agreement between the theoretical results and experimental data is found.

## V. Conclusion

Charge injection in MOS switches has been analyzed. The analysis has been extended to the general case which
includes signal-source resistance and capacitance. This extension makes the results useful for the various conditions encountered in integrated-circuit applications. Plots of the percentage charge injection corresponding to various normalized parameters are presented. The source resistance effectively offers a leakage path for the channel charge during the switch turn-off period. On-chip test circuitry with a unity-gain operational amplifier, which reduces the disturbance imposed by the measurement equipment to a minimum, is found to be an excellent monitor of switch charge injection.
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