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Abstract

We produced a map of the Drosophila melanogaster regulatory genome based on the developmental dynamics of
chromatin modifications and polymerase occupancy, the localization of chromatin modifying enzymes, and the binding of
a wide range of regulatory proteins. We generated over 300 ChlP datasets for eight chromatin features associated with
gene regulation, five histone deacetylases (HDACS) and thirty-eight site-specific transcription factors (TFs) at different
stages of development. The entire dataset provided protein modification and binding annotations across 90% of the non-
repetitive genome. Using these data we inferred more than 20,000 candidate regulatory elements including insulators,



promoters, silencers and enhancers; and we validated a subset of predictions for promoters, enhancers and insulators in
vivo. We also identified over 2,000 genomic regions of dense TF binding and showed that they are associated with
chromatin activity and accessibility. We discovered hundreds of new TF co-binding relationships at target genomic sites
and defined a TF network with over 800 potential regulatory relationships, including many that are associated with
developmentally dynamic gene expression patterns. Together these data and results constitute the first attempt at a
comprehensive cis-regulatory annotation of a metazoan genome throughout development.

Introduction

Systematic annotation of gene regulatory elements is a major challenge in genome science. Comparative
sequencing, which identifies evolutionarily constrained regions of the genome, has given clues to the locations of a subset
of non-coding regulatory elements *. However, the comparative approach identifies all constrained genome sequence
regardless of function, and cis-regulatory elements have proven difficult to identify based solely on evolutionary
conservation. An alternative approach is to directly map chromatin modification marks and transcriptional factor binding
sites genome-wide ?. Such mapping helps to identify specific subtypes of regulatory elements (e.g. promoters, enhancers,
silencers, insulators), and this approach has been used with great success in specific cell types **.

A major aim of the modENCODE Project is to systematically annotate cis-regulatory elements in the Drosophila
genome °. In Drosophila several pioneering studies have provided genome-wide identifcation of Polycomb-Response
Elements ®, chromatin states °, transcription factors *>**, Polll regulation **, and insulator elements ***". However, all of
these studies were independent of one another and focused on a specific type of gene regulation or developmental process
or tissue. Additionally, a limited number of factors have been examined in these studies. Thus, comprehensive
annotation of the regulatory genome remains a significant challenge.

Here we describe results from the modENCODE cis-regulatory annotation project. We generated over 300
replicated datasets for a total of 55 different transcription factors (TFs), chromatin modifying enzymes and chromatin
modifications in whole animals at different developmental stages. We used the structure in these data (Supplemental Fig
1) to provide annotation of putative promoters, enhancers, silencers and insulators, yielding the most comprehensive cis-
regulatory map of the Drosophila genome to date.

Results

Strategy for systematic ChIP mapping to identify cis-regulatory domains

To maximize identification of cis-regulatory domains genome-wide we performed a developmental time course to
reveal chromatin, promoter, and enhancer activity using whole animals. The use of whole animals identifies chromatin
marks across tissues, generating the maximum number of marks per sample. While marks specific to rare cell types may
not reach the threshold of detection, we nevertheless expect that a large proportion of the genome will be covered. This
strategy mirrors successful developmental time courses for annotating gene expression in Drosophila *®. We analyzed six
histone modifications, the Drosophila CREB Binding Protein (dCBP) and RNA Polymerase Il (Polll) across twelve
stages of embryonic, larval, pupal and adult development (Table 1, Supplementary Table 1; Supplemental Fig 2; see
Supplementary Methods). During development we identified 506,001 occurrences of these eight chromatin-associated
features, creating annotations that correspond to 101MB (86.99%) of the non-repetitive genome. To relate these chromatin
states to gene activity, we quantified transcript levels by high-throughput cDNA sequencing (RNAseq) using the same
biological samples used for ChIP. Chromatin marks obtained from whole animals showed a strong correspondence with
gene expression levels, validating that chromatin profiling of mixed tissues can identify regulatory elements (Figure 1,
and described below).

Additionally, to further delineate potential cis-regulatory elements genome-wide, we mapped 38 transcription
factors (TFs) in different developmental stages and cell types. We selected TFs involved in a broad range of biological
functions and processes in order to capture the widest range of potential regulatory elements. A total of 155,048 TF
binding sites were identified comprising 35,125 unique TF binding sites (TFBS). Of these, 93.76% (32,906 TFBSS)
overlap at least one chromatin feature measured during development. We noted that while the majority of factors are
bound in discrete peak regions, others such as Groucho (Gro), Distalless (DII), Brakeless (Bks) or Chronologically



inappropriate morphogenesis (Chinmo) are distributed in larger domains, occasionally interspersed with discrete peaks
(Tablel, Supplementary Fig.3). We also characterized the binding distribution of the full complement of Drosophila
Histone Deacetylases (HDACS). We identified a total of 19,937 HDAC binding sites mapping to 7,692 unique genomic
locations. Of these, 99.25% (7,634 unique HDAC genomic sites) overlap with at least one chromatin feature, and 94.58%
(7,275 unigue HDAC genomic sites) overlap with at least one TF binding location. Together, these data represent the
largest genome-wide ChlIP study of Drosophila TF and chromatin modification enzymes to date. All datasets produced
for this study have been made immediately publicly available through the modENCODE consortium
(www.modencode.org) and the BioNimbus (https://www.cistrack.org/#/public.php) portals.

Developmental dynamics of chromatin

To assess the distribution of regulation-associated chromatin marks during development in more detail, we
determined the number of annotated genes that were associated with each mark at each developmental time-point (Fig.
1a). Very few genes displayed either repressive or activating marks across all of development; most genes were within
dynamically marked regions (Fig. 1a). We observed distinct and dynamic combinatoric patterns of chromatin mark
distribution, including those that corresponded to active chromatin (H3K4me3, H3K9Ac, HeK27Ac) that is expected to
overlap with promoters, those associated with repressive states and silencers (H3K27me3, PHO/PRES), and those
associated with enhancers (CBP, H3Kme3) (Fig. 1b).

We examined these different distributions in more detail. The repressive chromatin marks HK9me3 and
H3K27me3 are distributed in large domains throughout development (Supplementary Figs 2, 4, and 5). H3K9me3
marks localize to ~20 domains at centromeres as expected *°, and these are stable across development. H3K27me3 marks,
in contrast, are remarkably dynamic (Fig 1c¢). Dynamic domains may be due to changes in specific cell populations during
development or the active addition and removal of H3K27me3 marks °. Previous studies have implicated H3K27me3
mark dynamics in the regulation of homeotic genes %, in the differentiation of stem cells “%, and in developmental
processes in vertebrates . We found an average of 258 discrete domains present at the various developmental stages
assayed (range 123 in adult males ... 438 in 0-4 hr embryos), each with an average length of approximately 70kb
(Supplementary Fig. 5a; Supplementary Table 2). A total of 1,264 genes are associated with H3K27me3 in at least
one stage of development, with 397 genes (31%) in H3K27me3 domains present in all stages of development and 867
genes (69%) in dynamic domains (Fig. 1c). Stable H3K27me3 domains correspond to those reported in embryos and
tissue culture cells, and are enriched in genes involved in development, transcription and segmentation ®”#*, However,
identification of stage-specific H3K27Me3 domains revealed previously unappreciated H3K27Me3 targets, including
genes that control apoptosis, regulation of growth, and neurotransmitter transport (respectively larval, pupal and adult
stages) (Supplementary Fig. 6). Taken all together, H3K27me3 domains are highly enriched for genes that exhibit stage
and tissue-specific expression, and are depleted for ubiquitously expressed genes (Supplementary Fig 7).

The activating histone modifications H3K4me3, H3K9Ac, and H3K27Ac are, as expected, positively
correlated with gene expression levels (Fig. 1b). Regions marked by each activating modification are significantly
enriched within the marked regions of the other activating modifications, but also with class | insulator binding sites, Polll
binding sites, and a large fraction of transcription factor binding sites (Supplemental Fig 1). We classified transcripts at
each of 12 developmental stages as detectably expressed (‘detected’) or not detectably expressed (‘undetected’) (see
Supplementary Methods). Consistent with previous observations, hypophosphorylated Polll and H3K4me3 are tightly
associated with detected TSSs, with peak occupancy approximately 150 bp downstream of the TSS (Fig. 2a) "%, %, .
H3K27Ac, H3K9Ac, and H3K4mel are also enriched at active TSSs (Supplementary Fig 8). In contrast, H3K27me3, a
hallmark of repressive chromatin states, is not enriched at active TSSs (Fig. 1b and data not shown).

Although combinations of chromatin marks and TF binding sites are very powerful for identifying cis-regulatory
elements, we noted that a substantial fraction of genes show evidence of expression but have no detectable H3K4me3
marks at their TSSs. We therefore classified genes at each stage as H3K4me3 "marked" or "unmarked" (see
Supplementary Methods). Surprisingly, 32% of genes were detected but lacked significant H3K4me3 at their annotated
TSS. To further investigate the large number of unmarked-detected genes we built, for each gene at each developmental
stage, a logistic regression model to predict gene expression status based on the local ChIP signal for all 6 activating
marks, CBP, and Polll (Supplementary Figs. 9,10). At 95% precision, between 13% and 31% of genes are unmarked-
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detected, depending on developmental stage (Fig. 2d; Supplementary Fig. 10). Compared to marked genes, unmarked-
detected genes have similar spatial expression patterns (Supplementary Fig. 11a) and GO annotations. However, genes
expressed in stage-specific expression patterns are more frequently unmarked (Supplementary Fig. 11b, Supplementary
Fig. 12). The absence of epigenetic marks at active promoters could reflect a lack of sensitivity of the ChlP assay in a
mixed population of embryonic cells. However, we find that in synchronized Kc167 cells, we also observe a significant
proportion (9%) of genes are unmarked-detected (Supplementary Fig13). Furthermore, 5 of 6 unmarked-detected genes
do not show significant H3K4me3 signal when assayed by ChIP-gPCR (Supplementary Figl3).

H3K4mel-marked and CBP/p300-bound regions form a third, intermediate class of genomic elements (Figs. 1b
and 2c). Previous work has demonstrated that H3K4me1 and CBP/p300 are associated with active enhancers 2%,
Accordingly, across the developmental time course, these elements are moderately associated with active promoters,
activating histone marks, and transcription factor binding sites. H3K4mel and CBP are bound more broadly across gene
TSSs, typically positioned 1-2 kb upstream and downstream of the TSS, consistent with previous observations (Fig. 2a
and Supplementary Fig 8) 2"*°.

To characterize the regulators of chromatin mark dynamics, we characterized the genome-wide distribution
pattern of all five known Drosophila HDACs (HDAC1/Rpd3, HDAC3, HDAC4a, HDAC6 and HDACX/11), reasoning
that this approach would detect both acetylated regions and the marks that replace the acetyl residues, thus covering a
substantial fraction of the regulatory genome. All five HDAC:s are enriched at active promoters, and HDAC enrichment is
correlated with target gene expression level over several orders of magnitude, with highly expressed genes more likely to
be bound (Supplementary Fig. 14c). Closer examination of the binding profiles revealed two additional associations:
first, HDAC3 is primarily associated with transcribed exons (Supplementary Fig. 14a, d), which are also marked by
H3K36me3*.. Second, we noted that in addition to their association with active genes, HDAC4a and HDAC1/Rpd3
binding sites are frequently located within H3K27me3 repressive domains (Supplementary Figs. 15 and 16), raising the
possibility that they identify the Polycomb-group responsive element (PRE) class of silencers. Indeed, HDAC4a and
HDAC1 binding sites are significantly enriched at embryonic PHO (a PcG recruiter protein) bound regions
(Supplementary Fig. 14f). To further characterize this relationship, we identified HDAC1 and HDACA4a binding sites
contained within H3K27me3 domains but not overlapping with H3K4me3 (Supplementary Fig 16) to predict a set of 537
putative PREs. Out of 350 embryonic PHO sites previously described 8, 149 overlap with our predicted PREs
(Supplementary Fig 15 and 16), indicating that HDAC1/Rpd3 and HDACA4a are indeed strongly associated with PRES.

Additionally, our observations indicate an evolutionary shift in the association of HDACs with corresponding
chromatin modification marks. In CD4+ T cells human HDAC 1, 2, and 3 are associated with active promoters, while
human HDACS is associated with transcribed exons *2. Human and Drosophila HDAC 1, 3 and 6 appear to be orthologous
% but Drosophila HDACS3 is associated with transcribed exons while HDACS is associated with active promoters. These
findings were consistent for two independent antibodies raised against different domains for each factor. Therefore the
specificity of human and Drosophila HDAC3 and HDACS distributions appears to have swapped, and the structure-
function relationships of these proteins have not been conserved at the level of histone associations.

Annotation and prediction of cis-regulatory sequences

Using the dynamic chromatin signatures and RNAseq data described above, we sought to identify putative cis-
regulatory elements. To identify previously unannotated promoters, we compiled genomic regions where coincident
H3K4me3, Polll, and RNA signals are at least 1,000 base pairs away from any annotated transcription start site (see
Supplemental Methods). In each developmental stage we found several hundred such regions (average, 485; range, 179-
885), resulting in 2,307 total novel promoter predictions. We compared these predictions to modENCODE cap analysis
of gene expression (CAGE) data from embryos **. Of the 2,307 novel promoter predictions from all developmental
stages, 1,117 are supported by embryonic CAGE data (Fig. 2a). Independent of the CAGE comparison, we subjected 110
novel promoter predictions to biological validation using a luciferase reporter assay in Kc167 cells, including similarly
predicted Kc167 cell novel promoters and novel promoters from embryonic stages **. 75 of these 110 predicted promoters
(69%) yield significant luciferase activity in at least one orientation, with 26 displaying bi-directionality (Fig. 2b;
Supplementary Table 3). Together, the CAGE data and the reporter gene validation assay indicate that a high proportion
of these novel promoter predictions indeed correspond to previously unannotated transcriptional start sites.



In order to identify enhancers on a genome-wide scale, we examined two signatures of enhancers, H3K4Mel
and CBP/p300 /%3 To quantify the association between CBP, H3K4mel and enhancers, we compared these data with
the recently published CRM Activity Database (CAD) “(Fig. 2c, Supplementary Fig. 17). Known enhancers are more
likely to overlap CBP and H3K4mel regions from early embryos, highlighting the bias of the CAD database for embryo-
specific regulatory elements. For example, we found a 15-fold (z-score of 26) and 5.9-fold (z-score of 10) enrichment for
CBP and H3K4mel overlap, respectively, with blastoderm-specific enhancers, indicating that our dynamic chromatin map
successfully recovers previously annotated enhancers.

To characterize the cis-regulatory function of CBP binding sites, we grouped distal CBP regions based on the
binding pattern of TFs and chromatin remodeling factors from this and published work. CBP binding sites were converted
into binary TF occupancy vectors, which were used to cluster regions with a finite mixture model of multivariate
Bernoulli distributions (Supplementary Figs. 18a,b). As a control, we compared these data with a length-matched set of
random regions. Several CBP clusters are bound by TFs known to physically interact with CBP, such as Bicoid, Dorsal,
and Trl/GAF. A subset of clusters are enriched for TSS proximal marks (Polll and H3K4me3) and likely represent
unannotated promoters, whereas other clusters are enriched for known enhancers (Figs. 2d,e) and are strongly enriched in
K3K4mel and the repressive mark H3K27me3 (Supplementary Fig. 18c). In total, 12,285 distinct putative enhancers
were identified across the genome using this method.

To validate the ability of CBP binding data to accurately identify cis-regulatory modules, we tested 33
predicted enhancer elements using reporter gene assays in transgenic animals. We focused on putative enhancers that
have developmentally restricted CBP association during embryogenesis. These 33 non-coding sequences are positive for
CBP and H3K4mel at an average of 4.3 and 4.4 stages, respectively, across development; four are within static
H3K27me3 domains, 19 are within developmentally dynamic H3K27me3 domains, and 11 enhancer predictions fall
outside of any H3K27me3 domain (Supplementary Table 4). In contrast, seven negative controls that show no
detectable reporter gene expression in transgenic assays are positive for CBP and H3K4mel at an average of 1.2 and 0.1
developmental stages, respectively. Thirty of the 33 predicted enhancer elements produce specific reporter expression
patterns, identifying previously unknown cis-regulatory modules active during embryonic stages (Fig 2f; Supplementary
Fig 19). These results indicate that information from whole-animal chromatin dynamics can guide the identification of
regulatory sequences regulating tissue and stage-specific expression patterns. Such enhancer discovery/validation
approaches will lead to a more precise evaluation of how broadly CBP, H3K4mel, and other marks coincide with
functional enhancers.

Finally, we selected a set of putative insulator binding sites and tested their activity in an enhancer-blocking assay
based on the eve stripe 2 and 3 enhancers. We assayed a set of 15 genomic fragments associated with the binding of
CP190 + CTCF (class 1), CP190 + Su(Hw) (class I1) and GAF *'. In agreement with our subdivision of insulator-binding
proteins into two classes, we found that five of eight CTCF sites showed strong enhancer-blocking activity and the
remaining three showed weak or variable activity. In contrast, neither of the GAF sites nor any of the five Su(Hw) sites
we tested blocked enhancer-promoter interactions in our assay (Supplementary Fig 20). These results support a role for
CTCEF in insulator activity in vivo, but suggest that other proteins that have classically been associated with insulator
activity are not strictly linked to this function.

Transcription factor binding sites and gene regulation

To further annotate predicted enhancers and to determine whether dynamics of chromatin and gene expression
from whole animals can be associated with specific factors, we mapped 38 TFs involved in a range of known biological
processes at various developmental stages. As expected, we found many examples of TF binding to well characterized
enhancers. We compared our data with the CAD database (Fig. 2g) and observed that many factors are specifically
enriched in particular enhancer classes. For example, blastoderm enhancers showed enrichment for Engrailed (En), Even-
skipped (Eve) and Gro binding sites, among other TFs.

Indeed, enhancers are usually characterised by multiple TFs binding in concert to target genomic DNA. Thus,
determining which TFs bind in proximity to one another can potentially reveal relationships between TFs. We therefore
compared genome-wide overlap for each pair of factors to identify significantly co-occurring transcription factor pairs
(Supplemental Fig 21). We found extensive overlap in TF binding sites (Fig. 3a). Of 38,536 unique binding sites



mapped by the 38 modENCODE TFs, 38.3% are bound by more than two factors, 5.2% sites are bound by more than
eight factors, and 2.6% are bound by ten or more factors (Supplementary Table 5). Regions with large numbers of TF
binding sites may reflect complex regulation, or may be areas of open chromatin that tend to attract TFs but have no
function in gene regulation ***. We wished to systematically define such regions. Using Gaussian kernel density
estimation across the binding profiles of 41 TFs mapped in early embryos in this and two previously published studies
1114 we defined a “TF complexity’ score based on the number and proximity of contributing TFs (see Supplemental
Methods). We thus identified 2,006 regions with a complexity of eight or more, and considered these as High Occupancy
Targets (HOT) regions. HOT regions appear to be a conserved property of metazoan genomes, as they also have been
observed in C. elegans (Gerstein, submitted) and human (ENCODE project, unpublished results). As expected, factors
that are significantly enriched within the binding regions of other factors are associated with higher complexity categories
(Supplementary Fig. 21, 22). We found that regions of higher complexity are weakly associated with more highly
expressed genes (r* = 0.19), suggesting that low-complexity binding sites are associated with more restricted expression
patterns. Interestingly, annotated enhancers, CBP, activating histone marks including H3K4mel, and HDACs 1, 4a, 6,
and 11 are most significantly enriched within low to moderate complexity category (CC) regions (CC2-CC8) (Fig 3b).
These enrichments consistently decrease at regions of high complexity (CC8-16). In contrast, we found that coding exons
and HDAC3, which marks actively transcribed exons (Fig 3b, Supplemental Fig. 22 *), are depleted from moderate to
high complexity regions (>CC4). To distinguish whether binding of TFs in HOT regions is indeed due to increased
chromatin accessibility, we compared nucleosome enrichment data from embryos to HOT regions determined from TFs
assayed in similarly staged embryos *’. We observed a significant correlation between nucleosome depleted regions and
HOT regions (Fig. 3b). Interestingly, when compared to our enhancer validations and negative controls that were selected
independent of HOT spot determination, there appears to be no obvious relationship between enhancer activity and HOT
spots; 13 validated enhancers overlap with HOT spots but so did several sequences that give no enhancer activity (Fig. 2f;
Supplementary Table 4 and data not shown). Taken together, these results indicate HOT regions are primarily
associated with open chromatin but not necessarily cis-regulatory elements.

The existence of HOT spots presents a problem for simple interpretation of which co-occurring TFs are
functionally related. For example, pair-wise clustering of TF binding sites resulted in very large groups of co-occurring
TFs, revealing few specific relationships (Supplemental Fig. 21). For this reason, we removed all HOT regions defined
above from our binding site dataset and re-computed pair-wise TF overlap enrichments for all 38 modENCODE TFs as
well as TFs from 20 publicly available datasets. The resulting clustergram shown in Fig. 4c reveals structure that is
otherwise obscured when HOT regions are included. For example, binding sites from different stages assayed for the
same TF show tighter clustering in the hotspot subtracted data (e.g. Trl, Ubx. EcR), positive controls from previous
genome-wide mapping studies show tight clustering (e.g. Tin-Twi, Bin-Bam), and the same factor technically repeated at
the same stage shows tight clustering (e.g. Cad, Gro).

TFs known to physically interact with one another at specific enhancers also showed highly significant
association throughout the genome. For example, the co-repressor complex of Groucho (Gro) and Engrailed (En)® and the
Drosophila SWI/SNF chromatin remodeling complex components Brahma (Brm) and Snf5-related 1 (Snrl) show
significant co-binding (z > 20; *). Co-binding enrichment genome-wide was also observed for TFs that are known to
bind independently to particular enhancers, such as Ultrabithorax (Ubx) and En that each bind to the DMX enhancer of
the distalless (dIl) gene, and each independently contribute to dll repression in different embryonic segments *. DIl was
itself enriched for co-binding with En, Gro and Ubx, indicating common regulation of target genes. Interestingly, such
previously undescribed interactions were seen at levels equal to or of greater significance for known interactions. For
example, while the previously reported mesodermal TF dataset'* (Tin, Twi, Bin, Bam, dMEF2) all had high overlap with
one another as expected, these factors also all showed highly significant overlap with Gro, Cad and En. Many other
notable overlap pairs were identified, including the Ecdysone Receptor with the GAGA factor Trithorax-like (Trl), the
peripheral nervous system (PNS) master regulator Senseless ** with the axon guidance TF Disconnected (Disco), and the
Jak/Stat signaling pathway TF Stat92E with Brm and Snrl chromatin remodeling complex factors - all potential new
connections between well studied regulatory pathways or mechanisms. In total there are 831 very highly significant
positive pair-wise co-binding interactions in Fig 4c (Z score > 20; bright red in Fig. 4c), most of which are previously
undescribed.



While most significantly associated TF pairs did show positive overlaps, we observed a few instances of highly
significant negative associations (shown in blue, Fig. 3c). One of the most anti-correlated pairs of TFs is Brakeless (Bks)
and Caudal (Cad) in the early embryo. Bks is a co-repressor that has been implicated in gap gene regulation, for example
acting to restrict the expression of knirps (kni) and giant (gt) in the posterior blastoderm *. In contrast, Caudal, activates
kni and gt in the same embryonic domain **. Even when Bks and Cad have multiple binding sites nearby one another, they
appear to be non-overlapping and in different putative cis-regulatory elements (Supplemental Fig 23). The biologically
opposing roles of these two TFs appear to have led to the evolution of a very strong repulsion for occupying the same
regulatory elements. To our knowledge this genome-wide aversion in terms of TFs co-occupancy has not previously been
observed in a metazoan genome. Interestingly, Bks and the peripheral nervous system (PNS) master regulator Senseless **
also show this aversion in early embryos. Bks is involved in PNS development in the developing eye . Its embryonic
role in PNS development is unknown, but these results raise the possibility that it counteracts Sens activity as it does Cad
in early embryos.

To further visualize the regulatory interactions among transcription factors, we built an intuitive hierarchy that
allows a clear mining of underlying regulatory association between various regulators (Fig. 4a, Supplemental Fig 24).
This network was constructed using TFs and their target genes from 61 TFs datasets generated by the modENCODE
project (pink nodes) and 20 TFs from recently published work ***** (green and yellow nodes). Specifically, we built a
core-hierarchy using a breadth-first search algorithm in a bottom-up fashion. First, the TFs that regulate less than five
other TFs formed the bottom layer. Second, we searched the regulators that directly regulated the bottom layer factors
and placed them in the second layer. The direct regulators of the second layer factors were then identified as the third
layer TFs. This procedure was iterated until all factors were included in the hierarchical network. In total, the network
model characterized 835 interactions; 686 were established by TFs mapped in this study (blue edges),125 were derived
from previously published data (grey edges), and 24 were auto-regulatory. The network captures many known
regulatory interactions, for example Eve regulates ftz and prd *. However, the vast majority of the 686 interactions
among TFs from this study represent potential new regulatory relationships.

TFs that regulate one another and also co-regulate sets of target genes are often involved in complex biological
processes that require feed forward loops such as observed with segmentation and mesoderm development TFs. To
characterize the potential TF regulatory interactions that also involve co-regulation of common targets, we used the
observed overlap of their target binding sites (red dashed edges in Fig. 4a connect TFs pairs with binding site overlap
enrichment z-scores > 10). Examples include pair-rule genes such as Ubx, En, and DIl as well as Brm, Snr1, and Ubx.
Overall, TFs with regulatory interactions from the network in 4a also have higher co-binding associations (p<0.01).
Notably, particularly highly connected nodes in this network also shared a high proportion of target binding sites with
connected nodes (Note, for example, the density of associated edges for Trl, Cad, DI, and Sens).

Finally, to better understand how combinatorial TF binding regulates developmentally dynamic gene expression,
we integrated gene expression data from our RNAseq time-course and an independently performed 64 time point
expression microarray time course. RNAseq allows for very accurate quantification of gene expression levels, and thus
clustering is largely driven by variations in absolute transcript levels “. A microarray timecourse, by contrast, measures
relative levels of expression and therefore clustering is driven more by dynamic patterns. We partitioned the expression
datasets into 18 and 64 k-means clusters, respectively, which resulted in gene sets with widely varying temporal
specificity (Fig. 4b, ¢). For each cluster of genes, we then quantified the enrichment of promoter-proximal binding sites
for 90 novel and previously published TF datasets. From the microarray timecourse clustering, five metaclusters were
identified. Genes within these metaclusters are most highly expressed at third instar through adulthood (1), first instar
through pupal-adult ecdysone pulse (I1), early embryos (I11), embryogenesis and larval life (1) and late embryos (V). In
both the microarray and RNAseq timecourses, all clusters are significantly associated with a core set of TFs including
Sin3A, Ubx, Cad, Sens and Trl. All of these factors have relatively high numbers of binding sites (Table 1), and thus are
likely to contribute to the expression of many genes, but this result also likely reflects the involvement of these factors in
multiple stages and development processes since other TFs with similar numbers of binding sites are associated with only
one or a few developmental expression patterns. For example, all metaclusters are enriched for Trl binding sites except V,
which is enriched for Snrl, another Trithorax group gene; this result is consistent with reports that Snrl has specialized
functions ***. Metacluster 11 is most highly expressed during adult central nervous system development “ and enriched



for several unique factors with known function in neuronal differentiation (Kr, Kni and Jumu) *°. Metacluster 111 uniquely
is associated with TFs known to have embryonic roles establishing pattern and organogenesis (e.g. Run, Hb, Twi).
Notably, many of the co-enrichments within gene expression clusters correspond to co-enrichments (Figs. 3c and 4a),
indicating that many of the co-associations of TFs with developmental expression patterns reflect co-binding and
coordinate regulation at target sites in the genome.

In summary, these TF binding results defined HOT spots of increased TF complexity and their association with
HDACSs and open chromatin. Subsequent HOT region subtracted analysis of significantly co-bound TFs and TF networks
greatly expands the existing view of potential regulatory interactions among TFs, and it associates specific sets of TFs
with specific developmental gene expression patterns. While still a crude map of TF interactions and regulatory
potentials, the newly mapped TFs in this study serve to annotate the Drosophila genome with over 35,000 unique TF
binding regions. Overlaid on the dynamic chromatin map (Fig. 1, 2), they help to further delineate cis-regulatory
elements and thus provide starting points for dissecting the expression for thousands of genes. However, clearly only a
fraction, approximately 10%, of the total TFs encoded in the genome have been mapped by this and other studies (Table
1, 121 These TF data, however, will provide a valuable comparison point for future studies.

Discussion

To produce a regulatory annotation map of the Drosophila genome, we generated 313 high-resolution genome-
wide datasets that were released to public databases prior to publication. This work is intended to serve as a foundational
resource for the Drosophila research community. We produced 65 ChIP grade antibodies or epitope-tagged TFs on
transgenic BACs *° and we generated 25 data sets on request using antibodies provided by the Drosophila community. As
a result, the factors analyzed in the modENCODE Project represent a much more diverse collection of trans-regulators
than was previously available. Additionally, while some factors analyzed here are well studied (e.g., Engrailed, Ubx,
Eve) with hundreds of publications, several, such as Jumu, Chinmo and GATAe, are referenced in fewer than a dozen
publications (Supplementary Fig. 25). Interestingly, some of these less studied factors are strongly implicated in
regulatory relationships with the highly studied factors. For example, Jumu and Ubx show highly significant co-binding
at target sites throughout the genome (Fig. 3c).

Although our results are based on a limited number of analysis methodologies, we have been able to identify or
predict thousands of regulatory elements in this and a previous study, including 537 silencers, 2,307 newly annotated
promoters, 12,285 candidate enhancers and 7,685 putative insulators (*’; Supplementary Tables 6-14). There have also
been several unexpected results from this initial phase of cis-regulatory mapping for the modENCODE Project. For
example, we revealed a specific class of unmarked promoters, identified a surprising association of HDAC4a and
HDAC1/rpd3 to PREs, and discovered pairs of TFs that systematically avoid binding near each other throughout the
genome. Other observations serve as launchpoints for new investigations, such as the apparent swapping of HDAC3 and
HDACS6 binding associations in human and Drosophila, the nature of H3K27me3 domain dynamics during development
and hundreds of newly defined TF co-binding interactions at genomic targets.

As the datasets available from modENCODE grow and the algorithmic approaches for predicting different classes
of regulatory elements are refined, we expect to continue to improve the annotations of cis-regulatory elements at higher
resolution and with higher accuracy. Expanding the matrix of TF co-binding and co-regulatory patterns also will help to
define the regulatory architecture of the genome. Researchers trying to identify the interactions or regulatory functions of
their favorite factor can directly use the data and analyses presented in the cis-regulatory map presented here, and they can
compare their own ChIP data to help provide context for their results.
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Figure Legends

Table 1: Summary of datasets produced.

Figure 1: Chromatin dynamics across Drosophila development. (A) Distribution of the number of genes marked (y-
axis) by 6 histone modifications of chromatin modifying enzymes (colors), plotted against the number of developmental
stages the gene is marked in (x-axis). (B) Pair-wise overlap enrichment between non-TF datasets (block bootstrap
enrichment Z-score, from <-5 (blue) to >80 (red)). The RNAseq time course was used to segregate all transcripts into 4
quartiles by FPKM. All factors studied for the chromatin time-course project (marked with 't") have been ordered per
factor by developmental stage. (C) Clustering H3K27Me3 domains by temporal dynamics. Domains (columns) are
grouped into clusters based on the temporal pattern (y-axis) of Histone mark presence (blue) or absence (white) and are
arranged along the x-axis; selected clusters are numbered at top. (D) Use of the classifier to annotate each gene promoter
as marked or unmarked (see Methods), as in S. Figure 3. At a precision of 0.95, the number of unmarked active genes
increases over time from 13% in embryos to 31% in adult males.

Figure 2: Annotation and prediction of promoters and enhancers with chromatin marks. (A) Prediction of novel
promoters. Number of novel CAGE-validated promoter predictions (y-axis) per developmental stage are depicted in grey
bars, cumulative total of unique CAGE-validated predictions in black dots. Distribution of H3K4Me3 (grey) and Polll
(black) marks relative to gene TSSs depicted in inset. (B) Novel promoter prediction validation. Individual experiments,
in triplicate, are represented as a single bar. Mean log,, transformed, normalized luciferase measurements from constructs
(x-axis) with inserts in the forward (blue) and reverse (green) orientations (y-axis). Black lines depict standard error. The
central portion of the graph depicts the validation of novel promoter predictions based on data from 0-12 hour embryos,
while the right depicts validation of novel promoter prediction from Kc cell data. (C) Enrichment of CBP and H3K4mel
(rows) within regions marked by other chromatin modifications, factors, or annotated enhancers (columns). Note that (i)
CBP is enriched within all active marks (H3K4me3, H3K27Ac, H3K9Ac, H3K4mel and Polll) at all stages of
development and (ii) early embryo (0-16h) CBP and H3K4mel marked regions are enriched within H3K27me3 domains
and annotated enhancers (right panel). (D) Heatmap depicting fold enrichment of CBP bound regions (columns) at
different developmental stages for each of the 20 clusters of TSS-distal regions (rows) grouped by their protein binding
profiles. A subset of the clusters shows significant enrichment for CBP at different developmental stages (all values
greater or less than zero are significant, p-value < 0.001). (E) Enrichment of enhancer categories (columns) for each of
the 20 clusters of TSS-distal regions (rows). Most of the clusters that have significant enrichment for CBP
(C2,C3,C4,C5,C7,C9,C18) are also strongly enriched for enhancers. (F) Embryo-specific CBP binding predicts
unannotated enhancers. RNA in situs with a Gal4 probe were used to stain embryos transfected with five different
enhancer predictions (rows), at four to five different stages (columns). Bottom right panel depicts endogenous expression
pattern (RNA in situ) of neighboring gene of EO044. (G) Enrichment of enhancer annotations (rows) within the binding
sites of each transcription factor (columns). For panels A,C-E gray boxes indicate no overlap.

Figure 3: Transcription factor binding site complexity.

(A) Number of TFBS (left y-axis, black circles) and distribution of genomic annotation classes (right y-axis, colors) as a
function of TFBS complexity (x-axis). (B) Heatmaps of TFBS enrichment (color scale, depleted in blue, enriched in red)
of TFBS sorted by TF binding site complexity (y-axis) within annotated enhancers (CM: cardiac mesoderm, Ht: heart
muscle, SM: somatic muscle; VM: visceral muscle.), HDAC binding sites, early embryo chromatin marks. At right isa
heatmap depicting nucleosome density as a function of TFBS complexity.

Figure 4. Transcription factor interactions and associated gene expression patterns.

(A) Hierarchical transcriptional regulatory network defined by TFBS interactions between pairs of TFs in this and
published data. Nodes (TFs) identified in this study in pink, those based on two previous studies in green and yellow.
Previously identified edges (regulatory interactions) depicted in grey, those derived from this study in blue. Edges
connecting factors whose binding sites significantly overlap (block bootstrap Z > 10) are depicted as red dashed lines. (B-
C) Gene expression medoids (blue to red) for each of 64 and 18 k-means clusters (y-axis) derived from independent microarray (B)



and RNAseq transcription time courses, at each developmental stage (x-axis, labeled by stage). Metaclusters (described in main text)
are boxed and labeled in roman numerals.

Supplementary Figures Legends

Supplementary Text 1: Supplementary Methods. This document describes all reagents and materials as well as the
algorithms and analytic tools used.

Supplementary Table 1. modENCODE datasets generated for this study. The different datasets produced for this study
are listed here. They are ordered by groups of coherent production.

Supplementary Table 2. Chromatin time-course datasets. This table indicates for each dataset of the chromatin time-
course the number of peaks and their median length in base pairs.

Supplementary Table 3. Promoter validation results. This Table is listing the coordinates of the novel promoters assayed
for their activity. The coordinates of each fragment is indicated as well as the result for each orientation tested.
"Validated" means that in two out of three independent experiments, the average of the triplicate transfections was greater
than 2 standard deviations (SD) above the mean of the negative controls. "Supported" means that only one out of the
three independent experiments had the average of the triplicates for that experiment greater than 2 SDs above the mean of
the negative controls. "Unsupported" means that none of the experiments had the average of the triplicates greater than 2
SDs above the mean of the negative controls. "Incomplete” means that for that orientation all three experiments have not
yet been performed.

Supplementary Table 4. Enhancer validation summary.

Supplementary Table 5. TF complexity percentages. This table indicates for each complexity category the total amount
of genome covered, the number of TF associated to each category and the median length of the merged binding sites. It
also indicates the number of transcripts associated to each binding region (+/- 1kb from an annotated TSS), their mean
RPKM value and the number and percentage of active genes associated to each TF complexity category.

Supplementary Table 6. TSS class annotation at FDR 0.05

Supplementary Table 7. TSS class annotation at FDR 0.1

Supplementary Table 8. Novel promoter prediction based on co-occurence of H3K4me3, Polll and RNA in embryos.
Supplementary Table 9. Novel promoter prediction based on co-occurence of H3K4me3, Polll and RNA in Kc167 cells.
Supplementary Table 10. Insulators Class I.

Supplementary Table 11. Insulators Class I1.

Supplementary Table 12. HDAC associated PREs.

Supplementary Table 13. CBP embryo only enhancer predictions.

Supplementary Table 14. CBP driven 20 clusters.

Supplementary Table 15. Insulator validation.

Supplemental Figure 1. Pair-wise overlap enrichment between datasets (block bootstrap enrichment Z-score, from <-5
(blue) to >80 (red)) generated by our group, the BDTNP, and regulatory element predictions. The RNAseq time course
was used to segregate all transcripts into 4 quartiles by FPKM. All factors studied for the chromatin time-course project
(marked with 't") have been ordered per factor by developmental stage.

Supplementary Figure 2. Example of the distributions of the 8 chromatin marks studied.

These profiles all correspond to ChIP-seq data from the pupal stage. Note the striking difference between the distributions
of H3K9me3 and H3K27me3 (in blue) and all other marks. Conversely H3K4me3, H3K9Ac, H3K27Ac and H3K4mel
(purple) all exhibit an occupancy profile similar to that of Polll (red). CBP (green) is also correlated to the RNAseq
coverage (orange).

Supplementary Figure 3. Morphology of the TF binding data.

This browser shows different binding site distributions for different factors. While some factors mainly bind narrow
peaks (ex. Babl and Brm), others mainly bind large domains (ex. DIl and Gro) while still others bind a combination of
both (ex. Bks and Chinmo).



Supplementary Figure 4. H3K9me3 defines heterochromatic regions. In our chromatin time-course experiments,
H3K9me3 is largely overlapping with H3K27me3 domains. Using peptide competition assays followed by ChIP we were
able to demonstrate that this overlap is resulting from an antibody cross-reactivity at this particular locus (data not shown).
We detected the real H3K9me3 domains by comparison with HP1, a chromodomain protein recognizing specifically this
Histone modification. H3K9me3 is located in large domains at the centromeric end of chromosomes 2L, 2R, 3L and along
the chromosome 4.

Supplementary Figure 5. Domains of H3K27me3. (A) Genome browser example of the distribution of the repressive
H3K27me3 mark along chromosome 2R? over developmental time starting with embryos (turquoise) and progressing to
adults (red) . Most domains appear to be present at all time-points, but a substantial fraction show some stage specificity
(starred examples). (B) Genes within H3K27me3 domains have lower RPKM values than genes outside the domains.
Supplementary Figure 6. GO categories analysis of H3K27me3 associated genes. (A) Summary of main enriched GO
categories in the different clusters of H3K27me3 domains. (B) Example of GO terms overrepresented (red) or under
represented (blue) in a stage specific cluster of H3K27me3 domains.

Supplementary Figure 7. Spatial restriction of H3K27me3 associated genes. (A) Example of Tomancak clusters of
similar expression profile from in situ experiments enriched or depleted in H3K27me3 cluster 89. Enriched clusters are
enriched for spatially restricted genes while the depleted clusters are enriched for ubiquitously expressed genes. (B,C)
Examples of genes within H3K27me3 domains or immediately adjacent showing differences in spatial expression.
Supplementary Figure 8. Percentage of genes associated with each factor conditional upon gene expression status during
the time-course. The union of Agilent and Solexa peaks has been used for each factor to assign genes as "marked" or
"unmarked" depending to the presence of a specific factor or Histone mark within -1kb to +1kb of the TSS. Genes have
also been classified as "active" or "inactive™ according to their sequencing coverage in the RNAseq experiments. The
distribution of "marked" and "unmarked" genes is represented for (A) H3K4me3 (as in Fig. 1b), (B) H3K4mel, (C) Polll,
(D) H3K9Ac, (E) H3K27Ac and (F) CBP. On each graph, for each time point, the genes in red are active and the genes in
blue are inactive. The genes in dark color are "marked" while the genes in light color are "unmarked". The red line
separates the active genes from the inactive genes at all stages.

Supplementary Figure 9. Building a classifier of gene expression from chromatin marks. (A) Distribution of FPKM
estimates for all12 developmental stages. (B) AUC values across a range of FPKM thresholds for models trained on each
developmental stage separately. (C) Recovery of marked active genes across a range of FPKM thresholds for models
trained on each developmental stage separately (FDR= 0.10). (D) ROC curves for the logistic regression classifier across
multiple FPKM values for 12 developmental stages. Line colors correspond to different FPKM thresholds: red = 0.1,
green = 0.5, blue = 1.0, cyan = 1.5, magenta = 2.0, black = 2.5.

Supplementary Figure 10. The classifier of gene expression detects an umarked active gene category. (A) Binary
classifier outcome transcript distribution. Outcomes defined at FDR = 0.10. MA = marked active, MI = marked inactive,
UA = unmarked active, Ul = marked inactive. (B) Distribution of FPKM values for binary classier outcomes. a, MA vs.
Ml at FDR = 0.05. b, UA vs. Ul at FDR = 0.05. ¢, MA vs Ml at FDR = 0.10. d, UA vs Ul at FDR = 0.10.
Supplementary Figure 11. Unmarked active genes have temporally restricted expression patterns. (A) Enrichment of
FlyAtlas spatial expression terms for the unmarked active and marked active genes in the Adult male (a similar pattern is
observed with adult female). Note that the marked active class is more enriched in tissue specific terms. (B) Predictability
of active and inactive transcripts. a-b, Predictability of active transcripts is defined as the number of times a transcript is
classified as marked (FDR = 0.05 (a), FDR = 0.10 (b)) normalized by the number of stages the transcript is active. c-d,
Predictability of inactive transcripts is defined as the number of times a transcript is classified as unmarked (FDR = 0.05
(c), FDR =0.10 (s)) normalized by the number of stages the transcript is inactive.

Supplementary Figure 12. Examples of active genes not associated to H3K4me3. This genome browser view shows the
occupancy profile of H3K4me3 (purple) and the RNAseq coverage (orange) around the Trypsin gene complex on the
chromosome 2R. Genes associated to H3K4me3 are highlighted. We can observe that they are all expressed at all stages
investigated. The Trypsin genes however, as well as the gene sha and nompA are transiently expressed and do not have
H3K4me3 at their promoters.



Supplemental Figure 13. H3K4me3 unmarked, detected genes in Kc cells. (A-B) Seven representative examples of
unmarked active genes observed in embryos and synchronized cell culture. (C) gPCR validation of unmarked active
genes from synchronized cell culture.

Supplementary Figure 14. HDACs are associated with TSSs, transcribed exons, and PREs. (A-B, D-E) Enrichment of
HDAC binding sites (y-axis) around active (A; FPKM > 1) and inactive (D; FPKM < 1) metagenes (x-axis corresponding
to 2000 bp upstream and 1000 bp downstream of the TSS and 1000bp upstream and 2000 bp downstream of the TES of
genes). Each of five different HDACs is plotted as a seperate color, as labeled. FPKM estimates were derived from
pooled RNAseq data from stages EO-4h, E4-8h and E8-12h. HDAC1, 4a, 6 and 11 show a strong enrichment at the TSS
and depletion along the gene body. In contrast, HDAC3 shows a strong depletion at the TSS and an enrichment along the
gene body. (B, E) Enrichment of 4 different Histone tri-methylations (y-axis) across active (B) and inactive (E) metagenes
(x-axis). Note the striking similarity between (i) H3K4me3 and HDAC 1, 4a, 6 and 11 profiles and (ii) H3K36me3 and
HDAC3 profiles. In contrast, genes defined as inactive have reduced enrichment of HDACs at the promoter and a
depletion along the gene body. Similar differences are also observed for the corresponding Histone tri-methylations. (C)
HDAC enrichment (y-axis) is correlated with target gene expression level (x-axis). (F) HDAC enrichment (y-axis) at
varying distances from PHO sites (x-axis). HDAC4a and 1 are strongly enriched in the proximity of PHO sites, while
HDACS6 and 11 show a moderate enrichment and HDAC3 a strong depletion.

Supplementary Figure 15. Prediction of silencers. Flowchart of silencer prediction from HDAC1 and HDAC4a binding
site data. The union of HDAC1 and HDACA4a binding sites (n=6191) was filtered for sites overlapping H3K4me3. Sites
within the remaining 2521 sites that overlapped regions of H3K27me3 to predict 537 PREs.

Supplementary Figure 16. Examples of silencers. This IGB browser example is centered around the homeotic gene
cluster ANT-C. The PC and PHO data are from . Common binding regions for HDAC1 and HDAC4a are associated with
either H3K4me3, GAF or PCL/PHO Binding Regions representing Polycomb Response Elements (blue squares).
Supplementary Figure 17. CBP and H3K4mel are associated with enhancers.

This IGB browser example represents signal for CBP (green) and H3K4mel(pink) at three different time-points (Adult
Male, Pupae and Embryos 0-4h) around the region of even-skipped that contains well characterized enhancers
(represented by the REDFly track in purple). Also represented are the insulators, the blue dashed line representing Class |
gene boundaries. In embryos, the several enhancers within the intergenic region around eve are bound by CBP and contain
H3K4mel signal. Note that both signals are not present later during development when these enhancers are not active.
Supplementary Figure 18. Clustering CBP bound regions. (A) Illustration of criteria used to associate experiments with
CBP regions. (B) Bayesian information criterion score vs cluster number used in model training. (C) Enrichment of
chromatin and Polll profiles within each CBP cluster. The rows of the enrichment map correspond to the CBP clusters 1-
20, where the number of regions is indicated in the row label. Columns of the enrichment map correspond to chromatin
time course experimental data. Each cell represents the enrichment (red) or depletion (blue) of each experimental binding
site set within the binding sites of each CBP cluster.

Supplementary Figure 19. "CBP embryo only" enhancer validation examples. (A) CBP Chip-seq data, across the
developmental time course, for genomic regions corresponding to enhancer predictions that were tested in Fig. 4c. (B)
Additional examples of tested regions for which reporter expression overlaps aspects of available RNA in situ patterns for
neighboring genes (known gene expression data from FIyExpress).

Supplementary Figure 20. Insulator validation. (A) Diagram of the insulator validation strategy; A recipient P element
integrated at 3R:13373664 containing the even skipped stripe 2 and 3 enhancer elements separated by an eye-expressed
eGFP is used as a substrate for Recombination Mediated Cassette Exchange, replacing the eGFP with a genomic DNA
fragment. (B — U) Immunohistochemistry with an anti b-Galactosidase antibody to detect reporter expression. All stage
10/11 embryos are oriented anterior to the left dorsal to the top. (B — E) Control lines: (B) recipient construct showing
strong expression in eve stripe 2 and 3 territories, with weaker expression in stripe 7 and cephalic territories. (C-D) The
characterised 1A2 and scs insulators block stripe 3 expression. (E) A negative control spacer fragment from the eve locus
shows no enhancer blocking activity. (F — N) Class | elements generally show enhancer blocking activity. Each fragment
is associate with CTCF and CP190 binding. Strong: (F) 2894, (G) 11628, (H) 4762, (1) 7635, (J) 9220, (K &L) 11742
shows variable activity with some embryos showing strong enhancer blocking (K) and others weak (L). (M & N) 8562
(M) and 11319 (N) are class I elements that show weak enhancer blocking activity. (O & P) Two GAF positive regions



show no enhancer blocking activity. (O) Antpl, (P) fab4. (Q — U) Class Il elements that bind Su(hw) and CP190 show
little or no enhancer blocking activity. (Q) 12404, (R) 8767, (S) 3557, (T) 2738, (U) 4432. See supplementary table 15
for full details of the assayed fragments

Supplementary Figure 21. TF clustering, including HOT spots. Pair-wise enrichment for all transcription factor
combinations, including TFBS overlapping HOT regions

Supplementary Figure 22. Hotspot distributions. (A) Distribution of HOT regions (in red) over the genome in relation
to GC content (gray scale). (B) Distribution of HOT regions (in red) over the genome in relation to gene density (gray
scale). (C) The fraction of HOT regions that overlap with five classes of genomic annotation (5' UTR (dark blue), coding
exon (orange), intron (purple), 3'UTR (green), and intergenic(ligght blue)), for each set of merged transcription factor
binding sites, binned by complexity (x-axis). From Category 1 to 8, the proportion of intergenic and TSS regions covered
increases at the expense of CDS and intron categories. (D) Heatmap depicting the —log transformed Fisher's exact test p-
value quantifying the pairwise enrichment between each TF binding site set and merged binding site complexity
categories.

Supplementary Figure 23. TFBS interaction vignette.

Supplementary Figure 24. Networks constructed exclusively from Furlong et al. data (A) and BDTNP data (B).
Supplementary Figure 25. Number of references found for each protein that we have studied in either PubMed (blue
line) or FlyBase (red line).
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