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Abstract

The charged particle spectrum at large transverse momentum ($p_T$), dominated by hadrons originating from parton fragmentation, is an important observable for studying the properties of the hot, dense medium produced in high-energy heavy-ion collisions. The study of the modifications of the $p_T$ spectrum in PbPb compared to pp collisions at the same collision energy can shed light on the detailed mechanism by which hard partons lose energy traversing the medium. In this thesis, the transverse momentum spectra of charged particles in pp and PbPb collisions at $\sqrt{s_{NN}} = 2.76$ TeV measured up to $p_T = 100$ GeV/c with the CMS experiment at the Large Hadron Collider (LHC) are presented. In the transverse momentum range $p_T = 5–10$ GeV/c, the charged particle yield in the most central PbPb collisions is suppressed by up to a factor of 7 compared to the pp yield scaled by the number of incoherent nucleon-nucleon collisions. At higher $p_T$, this suppression is significantly reduced, approaching roughly a factor of 2 for particles with $p_T$ in the range $p_T = 40–100$ GeV/c. A simple modeling of the parton energy loss applied to the PYTHIA Monte-Carlo (MC) reveals that the charged particle spectrum with the pQCD-motivated fractional parton energy loss can describes the shape of the measured suppression well in the range $p_T = 5–100$ GeV/c.
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1. Introduction

One can ask a naïve question, “what will happen if one puts ordinary matter under extreme conditions of temperature and density?” Answering this seemingly naive question necessitates the understanding of nature of fundamental building blocks of nuclear matter\(^1\) and the force that governs them. Quantum Chromodynamics (QCD) is a theory of the strong interaction that describes the interaction of the fundamental building block of nuclear matter, quarks and the force mediator, gluons [1, 2]. (see Chap 2.1)

Due to the properties of the strong interaction, the nuclear matter exists in wildly different matter phases at different conditions of temperature and density. At sufficiently high temperature, however, a universal matter phase is known to occur, where quarks are no longer bound in hadrons (e.g., proton or neutron) unlike ordinary nuclear matter we see around us, but rather roam freely in a “soup” of quarks and gluons [3–5]. This new state of matter is known as Quark-Gluon-Plasma (QGP), a term first introduced in Ref. [5]. (see Chap 2.2)

While this new state of matter is postulated to have existed shortly after the creation of universe known as Big Bang or in the core of neutron star [3], verifying the existence of it has long been sought after. A similar condition of temperature and density as in the universe few \(\mu s\) after the Big Bang can be created experimentally in a collision of heavy atomic nuclei such as gold (Au) or lead (Pb) nucleus at a nearly speed of light, where nuclear matter is squeezed into a very small region of space (\(\sim 10\) fm\(^3\)) for a very short period of time (\(\sim 1\) fm/c). The resulting matter created in such collisions, which we call “medium” hereafter, can be studied via the detection and the analyses of the final state particles that stream out of the collisions. Many intriguing properties of the medium produced in the collisions of various nucleus species in a wide range of center-of-mass energies have been known to this date based on the studies carried out with the experimental programs at different accelerator facilities. (see Chap 2.3)

One of the most interesting phenomena, which was observed at Relativistic Heavy Ion Collider (RHIC) for the first time and served as an early indication of the strong medium effect and therefore as a signature of the new state of matter, is “jet quenching”. Jet quenching refers to the loss of energy of highly energetic quark or gluon, or indistinguishably called parton, due to their interaction with hot and dense system created in heavy-ion collisions. As a consequence of jet quenching, the momentum spectrum of parton and their final state products, i.e., charged particles, is known to be modified in the presence of the medium. The modification of the spectrum is typically quantified by dividing the transverse momentum (\(p_T\)) spectrum of charged particles in

\(^1\)The nuclear matter refers to any system of interacting nucleons or their building blocks, quarks and gluons.
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heavy-ion collision by the transverse momentum spectrum of charged particles in a reference nucleon-nucleon collision at the same center-of-mass energy after accounting for multiple nucleon-nucleon collisions that can occur in the case of heavy-ion collisions, and this factor is known as nuclear modification factor \( R_{AA} \).\(^2\) While numerous theoretical model predictions can describe the \( R_{AA} \) measurements at RHIC, the extension of the theoretical model predictions at higher center-of-mass energy varies greatly in particular for high momentum particles, exhibiting large theoretical uncertainty. (see Chap. 2.4)

In the winter of 2010, after an intense period of running with proton beams, the Large Hadron Collider (LHC) at the European Organization for Nuclear Research (CERN) delivered the first Pb ion beams and their collisions at the highest center-of-mass energy ever achieved in an accelerator, which is approximately 14 times larger than the center-of-mass energy achieved at RHIC. During the two four-week runs in 2010 and 2011, the LHC delivered over a billion heavy-ion collisions. The CMS experiment, one of the four major experiments at the LHC, collected those collisions data with very high efficiency, allowing detailed studies of the produced medium. (see Chap 3)

The measurement of \( R_{AA} \) in the PbPb collisions at the LHC has been performed based on the data collected by the CMS detector. The measurement involves the “reconstruction” of the detected particles with the CMS tracking system and the detailed analysis of the reconstructed particles in well defined sets of collision events. In order to identify individual particle unambiguously and estimate its momentum precisely in the much higher particle density environment presented in heavy-ion collisions than in pp collisions, the tracking reconstruction algorithms and the track selection criteria were modified from the default ones used for pp collisions and thoroughly tested. The information from the CMS calorimeters was additionally used to suppress the spurious high-\( p_T \) tracks. (see Chap. 4, 5, and 6)

This thesis presents the measurement of the nuclear modification factor \( R_{AA} \) in PbPb collisions at a center-of-mass energy of \( \sqrt{s_{NN}} = 2.76 \text{ TeV} \) and the studies of jet quenching based on the comparisons of the measurements to numerous theoretical model predictions as well as to simple modelings of the parton energy loss applied to the PYTHIA Monte-Carlo (MC) [6]. (see Chap. 7, 8, and 9)

\(^2\)see Eq. 2.14 in Sec 2.4.3 for the formula of \( R_{AA} \)
2. Motivation

From the studies of heavy-ion collisions, we hope to better understand the nature of strong interaction in the domain of extreme temperature and density, that maybe realized in the early universe ($\sim 10^{-5}$ s after the big bang\(^1\)) or in the core of neutron star [3]. The QCD provides the theoretical framework for studying heavy-ion collisions. However, it's applicability is rather limited as it is notoriously difficult to solve QCD Lagrangian for a many-body, strongly interacting system. A series of different approaches that are using the perturbation theory (pQCD), the lattice gauge theory (LQCD), or the duality known as Anti-de Sitter/Conformal-Field-Theory (AdS/CFT) correspondence are employed to overcome such difficulty and explain some of the observed phenomena. Observation of jet quenching phenomenon in heavy-ion collision at collider energies is an important 'tool' to study QCD medium and the nature of QCD energy loss mechanisms since the quantification of jet quenching via an observable such as nuclear modification factor $R_{AA}$ allows a direct comparison with theoretical predictions that are made based on the pQCD or the AdS/CFT calculations of parton energy loss in the QCD medium.

2.1. Quantum Chromodynamics

Quantum Chromodynamics (QCD) is a theory of the strong interaction, one of the four fundamental forces in the Standard Model of particle physics, that describes the interaction of the fundamental building block of hadronic matter, quarks and the force mediator, gluons [1]. There are six known types so-called 'flavors' of quarks with three different 'color' charges\(^2\). This is the force that is responsible for the binding of nucleons inside nuclei via exchange of gluon, manifested as pion exchange. The QCD Lagrangian, a function that summarizes the dynamics of strong interaction for quark and gluon, is given by [8, 9],

$$\mathcal{L}_{QCD} = -\frac{1}{4} F_{\mu\nu}^{(a)} F_{\mu\nu}^{(a)} + i \sum_q \bar{\psi}_q \gamma^\mu (D_\mu)_j^i \psi_j^q - m_q \delta^i_j \psi_j^q,$$  \hspace{1cm} (2.1)

The detailed explanation of each term in Eq 2.1 can be found in Appendix A and in the references in Ref. [2]. Here, a brief explanation of what each term in the Lagrangian

\(^1\)This estimation is based on the extrapolation of the present conditions to the early universe using a relation between the size of observable universe, $R$, a time after the big bang, $t$, and temperature, $T$ from the Friedmann equation; $R \propto T^{-1} \propto t^{1/2}$ in a relativistic phase and $R \propto t^{2/3}$ during non-relativistic phase [7].

\(^2\)The six flavors are $u, d, c, s, t$ and the charges are $R$(red), $B$(blue), and $G$(green).
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implies in the dynamics is given. The first term consisting of gluon field tensors \(F_{\mu\nu}^{(a)}\) in the Lagrangian describes the dynamics of gluons including self-interactions (e.g. gluon-gluon) and the second term consisting of quark fields describes the motion of free quark and their interaction with gluons, as shown in Fig. 2.1

![Figure 2.1. Feynman diagrams of quark-gluon and gluon-gluon interaction vertices.](image)

What distinguish QCD from Quantum Electrodynamics (QED), a quantum theory of the electromagnetic interaction, is that the gluon field tensor \(F_{\mu\nu}^{(a)}\) contains a non-vanishing term, known as SU(3) structure constants which are expressed as a commutation relation. For that reason, QCD is called a non-Abelian (i.e., non-commutative) gauge theory. Unlike in QED where photon, a force carrier of the electromagnetic interaction, interacts with only charged particles, and therefore no direct photon-photon interactions exist, in QCD there exist gluon-gluon interactions as a direct consequence of this non-zero structure constant. Another crucial aspect that distinguishes QCD from QED is the existence of different kinds of charges, known as ‘color’ charges. The concept of color charge was first introduced in order to cure a situation where three quarks (identical quantum states) coexist in a composite particle (hadron) known as \(\Delta^{++}\), which seemingly violates the Pauli exclusion principle without an additional quantum state\(^3\).

By assigning different colors \((R, G, \text{and } B)\) to each quark in \(\Delta^{++}\), the violation of the Pauli exclusion principle could be avoided. While it’s not related with the color we see in nature, it was named ‘color’ in analogy to the white color (‘colorless’ hadron) that can be created from the combination of red, blue, and green (red, blue, and green quarks). Each color also has anti-color just as there exists an anti-quark, anti-particle of a quark. While a quark carries one of the three colors, gluons carry mixture of color and anti-color which allows nine possible color and anti-color combinations with a color single state ruled out by the lack of long range gluon interaction\(^4\). This notion of color was later supported experimentally from the comparison of the measured cross-sections

\(^3\)The quarks inside \(\Delta^{++}\) have the same spin state \((\uparrow\uparrow\uparrow)\) with 1/2 each, same flavors \((uuu)\), and symmetric spatial wavefunction (inferred from the positive parity of \(\Delta^{++}\), thereby having symmetric wavefunction, which is forbidden by the Pauli exclusion principle requiring the fermion wavefunction to be anti-symmetric.

\(^4\)If the single gluon existed, the interaction between color singlets, e.g., proton and proton, would have a long range (infinite because gluon is massless) component, which we do not observe in the singlet interactions \([10]\)
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between $e^+e^- \rightarrow \mu^+\mu^-$ and $e^+e^- \rightarrow q\bar{q} \rightarrow$ hadrons [1], which is directly sensitive to the number of colors.

2.1.1. Asymptotic Freedom and Confinement

Different interactions in nature are characterized by their strength of interaction because it plays an important role in dynamics. The strength of interaction in turn is characterized by the coupling constant ($\alpha$). For example, the electromagnetic interaction is characterized by the coupling constant known as a fine structure constant $\alpha = e^2/4\pi\varepsilon_0hc \sim 1/137$.

On the contrary to what name, ‘constant’, suggests, the fine structure constant is indeed not constant. Rather it varies as a function of energy scale, equivalently as a function of length scale or momentum transfer ($Q$). This running coupling constant is a general phenomenon in quantum field theory due to quantum fluctuation which makes vacuum as a polarized medium. As a consequence of the polarization, the effective charge, which is a sum of the charge of interest (i.e. test charge) and the induced charge, appears to be dependent on the distance scale. In QED, the vacuum polarization leads to the ‘screenings’ of electric charge. Therefore, the effective charge appears weaker at a larger distance. On the other hands, in QCD because of the gluon self couplings, the polarization leads to the ‘anti-screening’ of charge (color) and so the effective charge appears stronger at a larger distance. In the opposite direction, the effective charge becomes weaker and weaker at a shorter distance. QCD reveals that the strong interaction approaches asymptotically free gauge theory with vanishing coupling constant. In other words, $\alpha_{\text{strong}}(Q) \rightarrow 0$ as $Q \rightarrow \infty$. This is called the asymptotic freedom, which is unique for the non-Abelian gauge theories [11, 12].

While the absolute size of $\alpha_s$ is not predicted in QCD, the energy dependence can be precisely determined through the renormalization$^6$ [12];

$$\alpha_s(Q^2) = \alpha_s(\mu^2) \frac{1 + \alpha_s(\mu^2)(33 - 2n_f)\log\frac{Q^2}{\mu^2}}{1 + \alpha_s(\mu^2)\frac{32}{12\pi}n_f} \tag{2.2}$$

where $n_f$ is the number of quark flavor and $\mu$ is an arbitrary momentum or energy scale introduced in the renormalization$^7$. It is noted that QCD is asymptotically free and possess the aforementioned feature of anti-screening only if $n_f$ is less than 16 ($\because$ it requires $33 - 2n_f > 0$) as it can be seen from the denominator of Eq. 2.2. In fact, there are only six known flavors. It can also be seen from the equation that as $Q^2$ becomes larger, $\alpha_s(Q^2)$ decreases asymptotically. The asymptotic freedom has been extensively tested in various measurements [12, 13], which is nicely summarized in Fig. 2.2.

As mentioned in Chap. 1, QCD have been remarkably successful in describing vari-

$^5$ $\alpha = e^2/4\pi\varepsilon_0hc \sim 1/137$

$^6$ The renormalization in field theory is a procedure to re-normalize un-renormalized constants that appear in Lagrangian such that the observable quantities is kept finite when the ultraviolet cut-off is removed [11]

$^7$ It is nature to identify the renormalization scale with the physics energy scale of the process of interest, $\mu^2 = Q^2$
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![Figure 2.2: Summary of the measurements of $\alpha_s(Q)$ in comparison with the QCD predictions shown as a function of the energy scale $Q$. Also shown is the $\alpha_s$ at a fixed, standard energy scale of Z boson mass, i.e., $Q = M_Z$.](image)

Figure 2.2.: Summary of the measurements of $\alpha_s(Q)$ in comparison with the QCD predictions shown as a function of the energy scale $Q$ [12]. Also shown is the $\alpha_s$ at a fixed, standard energy scale of Z boson mass, i.e., $Q = M_Z$.

ous phenomena of strong interactions. However, interestingly, an individual quark or gluon, basic ‘building block’ of QCD, has never been detected in nature. But rather, it has been observed only within the colorless bound state\(^8\). The ‘colorless’ means a state of the bound state is a color singlet under rotation in color state. This phenomenon is hypothesized under a name ‘color confinement’. While a rigorous theoretical description of the color confinement is lacking, it is made plausible by the asymptotic freedom; because of the running coupling constant, the force between two quarks increases as the distance between them increases, which requires an infinite amount of energy to separate the quarks completely\(^9\). Experimentally, when two quarks are separated by a large amount of energy (e.g. in a hard-scattering of two quarks in particle collisions), what one sees instead is a spray of colorless bound states collimated in space. This is so called ‘jet’. And this materialization of quark or gluon into jet is called fragmentation or hadronization [14]. The fragmentation is understood on a semi-empirical ground as the transformation of the field energy created between the separating quarks at some point when the creation of quark and anti-quark pair is more favorable energetically.

---

\(^8\)The simplest colorless bound state configuration of quarks are either three quarks (so-called baryon) or quark and anti-quark (as symmetric superposition of red+anti-red, blue+anti-blue, and green+anti-green (so-called meson) [14].

\(^9\)The potential energy between two quarks, $q$ and $\bar{q}$, for example, is phenomenologically known to be linear with a separation distance, i.e. $V(r) \sim r$
than keeping the color flux in the field growing.

2.2. QCD Phase Diagram

Thermodynamically distinct phase of matter is often presented in the form of a phase diagram. A phase diagram of the nuclear matter exhibits a rich structure with distinct phases at a different combination of temperature and density due to the properties of strong interaction. However, the detailed phase structure is not well established either experimentally and theoretically, and thus it is subject to extensive studies. When crossing boundary between different phases, a phase transition is expected to occur. The phase transition in general is characterized by the order of the derivative (i.e., \( n^{\text{th}} \)-order) of one or more state variables (e.g., Gibbs free energy) with respect to some thermodynamic variables such as temperature and pressure\(^\text{10}\).

\[
\text{QCD Phase Diagram}
\]

Figure 2.3.: Schematic phase diagram of nuclear matter as a function of temperature and baryon chemical potential [15]. (see text)

A schematic diagram in Fig. 2.3 shows our current understanding of nuclear matter phase as a function of temperature \( T \) (y-axis) and baryon chemical potential \( \mu_B \)

\(^{10}\)The first-order phase transitions are discontinuous in entropy and volume, which are both first derivative of the Gibbs free energy, for example, \( G(p, T) = U + p V - TS \), where \( U \) is the internal energy, \( p \) is pressure, \( V \) is volume, \( T \) is the temperature and \( S \) is the entropy. The phase transition between liquid and vapour below a critical temperature is first-order, for example. Second-order phase transitions are continuous in the first derivative, but exhibit discontinuity in a second derivative.
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(x-axis). The baryon chemical potential is defined as the Gibbs energy\textsuperscript{11} required to add or remove a baryon at fixed pressure and temperature and is proportional to the net baryon density, which is defined as baryon density subtracted by anti-baryon density. Figure 2.3 is based on a body of experimental and theoretical results, including various model calculations, perturbative calculations in asymptotic regimes, and lattice calculation from the first principle. While the exact locations of distinct phases in the diagram and boundaries between them are uncertain and therefore subjects to further studies, semi-quantitative thermodynamic description of the phase diagram can be made.

As well known from the matter surrounding us, at low temperature quarks and gluons are bound in hadrons, mostly nucleons around us, e.g., proton and neutron, which are in turn bound together forming nuclei under normal conditions. Staying below the temperature of the order of the nuclear binding energy ($\approx$1–10 MeV), a first-order phase transition of ‘liquid’ nuclear matter into a gas of individual nucleons takes place when the baryon chemical potential increases \textsuperscript{16}. This gaseous state is referred to as hadronic gas. The phase transition ends at a critical point at the temperature around 10 MeV, which is indicated in the bottom-middle of Fig. 2.3.

As the net baryon densities increases (i.e., along the $x$-axis) staying close to $T \approx 0$ (i.e., staying with ‘cold’ nuclear matter), the aforementioned hadronic phase experiences a first-order phase transition to color superconducting phases \textsuperscript{17}, where a degenerate Fermi liquid of quark, with a condensate of Cooper pair\textsuperscript{12} near the Fermi surface is formed. It is possible since the strong interaction becomes weaker, allowing the quarks near the Fermi surface almost free, and the interaction in some quark interaction channels is attractive \textsuperscript{19}. Depending on how many colors and quark flavors can effectively form the Cooper pair, the color superconducting phase is divided into two distinctive phases, two-flavor superconducting phase (so-called ‘2SC’ phase) and Color-Flavor Locked (CFL) phase. In the 2SC phase, only two out of three colors as well as two out of the three ‘light’ flavors ($u$ and $d$ quark)$\textsuperscript{13}$ are involved in the forming of the Cooper pair. At even higher baryon density ($\mu_B \gg m_u$), where QCD coupling becomes even weaker, the CFL phase starts to be dominant resulting in the CFL quark matter. The Cooper pair in this regime is formed from all three colors and the three flavors ($u,d,$ and $s$). While the two phases may be realized in the core of neutron stars with interesting phenomenological consequences \textsuperscript{19, 21}, it is not yet found experimentally whether the core of the neutron star is dense enough to create such phases. A detailed review of the color superconducting phase can be found from Ref. \textsuperscript{19}.

Now moving along the $y$-axis (i.e., changing the temperature), regardless of the

\textsuperscript{11}It is similarly defined for the internal energy ($U$) with a fixed entropy and volume, and for the enthalpy ($H$) with a fixed entropy and pressure instead.

\textsuperscript{12}The Cooper pair is two electrons (or fermions in general) that are bound by net attractive force (e.g., via an exchange of phonon, the quanta of lattice vibration energy). While an electron is a fermion, the pair of electron behaves as a boson and therefore can form a condensate that leads to superconductivity in a certain condition \textsuperscript{18}.

\textsuperscript{13}$c, b, t$ quarks do not play a major role at the density scale of interest because of their much larger masses \textsuperscript{20}. 
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baryon chemical potential, there exists a universal matter phase at sufficiently high temperature, known as Quark-Gluon Plasma (QGP)\(^{14}\) [3–5]. QGP phase is the phase where the quarks are liberated from hadrons, known as color deconfinement and freely moving in an extended volume. The transition to the QGP phase can occur with or without the first-order phase transition depending on \(\mu_B\), which is indicated by the solid line and by ‘Crossover’, respectively, in Fig. 2.3. The crossover implies there is no ordered transition with smooth changes of state variables. The end of the first-order phase transition or the crossover is marked by a point in the phase diagram, known as a critical point. While the existence of the crossover region close to \(\mu_B \sim 0\) and the critical point in turn is supported by the rigorous Lattice-QCD (LQCD) calculations [23, 24]\(^{15}\), the precise location of critical point being very dependent on the model assumptions is yet uncertain [25].

The energy density and and the temperature that are required for the QGP phase transition along the \(x\)-axis (i.e., \(\mu_B = 0\)) are estimated to be, \(\varepsilon_c \sim 700\, \text{GeV/fm}^3\) and \(T_c \approx 140–200\, \text{MeV}\), respectively, based on the aforementioned LQCD calculations [23, 26–28] as well as on the more recent calculation [29]. Figure 2.4 shows such result in Ref. [26, 27] in the form of the energy density as a function of temperature. It clearly shows energy density increases rapidly around \(T \approx 170\, \text{MeV}\), indicating that the relevant number of degree of freedom increases due to the liberation of quark and gluon from hadrons. The \(y\)-axis is expressed as a fraction of \(T^4\) to compare with Stefan-Boltzmann prediction\(^{16}\). Well above \(T_c\), the energy density flattens out reaching the energy density only about 20% below the energy density in Stefan-Boltzman (SB) limit (i.e., non-interacting gas of massless quark and gluon). It is noted that the attainable temperature at the critical point is already above \(T_c\) and at the LHC it is at least three times higher than the calculated critical temperature needed for the QGP phase transition, as marked in Fig. 2.4.

While the energy density attainable at RHIC and LHC being 20% lower than the SB limit is somewhat contradictory to the naïve expectation of non-interacting system of quarks and gluons due to the asymptotically vanishing interaction at a short distance scale, there exist firm evidences that the system created in the heavy-ion collisions exhibits significant interaction among its constituents, one of the most important discoveries at RHIC, which will be elaborated in the forthcoming section (Sec. 2.3). Moreover, the non-perturbative calculations of the energy density based on the AdS/CFT correspondence [30, 31], albeit with an assumption of large number of quark flavors (referred to as large-N limit), shows quantitatively similar trend supporting the lattice-based calculations.

\(^{14}\)It has also been called with different terms such as strongly-coupled QGP (sQGP) [22], weakly-coupled QGP (wQGP), or Quark Gluon Liquid, referring to specific properties of this new state of matter.

\(^{15}\)Lattice-QCD calculations solve the QCD Lagrangian after discretizing it on a discrete Euclidean space-time lattice, thereby overcoming a difficulty of numerical calculation of the QCD Lagrangian in strongly interacting regime [20]. Yet, it requires formidable computational power for the calculations.

\(^{16}\)Stefan-Boltzmann prediction of \(\varepsilon_{SB} = 3P_{SB}\), where \(P_{SB} = N_{d.o.f} \times (\pi^2/90)\, T^4\). For a system with only pions (\(\mu_B \sim 0\)) of three charges neglecting their mass, \(\varepsilon/T^4 \approx 3 \times 3 \times (\pi^2/90) \approx 1\). For QGP with three light quark flavors, \(\varepsilon/T^4 = (\varepsilon_{\text{pion}} + (7/8) \times \varepsilon_{\text{quark}})/T^4 = (\pi^2/90) \times (2\text{spin} \times 8\text{colors} + (7/8) \times 2\text{spin} \times 2qg \times 3\text{colors} \times 3\text{flavors}) \approx 12\), as shown in Fig. 2.4. The factor of 7/8 appeared to account for a different statistics between Fermion and Boson.
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At a finite non-zero baryon chemical potential in the finite temperature regime, the first-order transition is expected with the critical temperature decreasing as the baryon chemical potential increases. This is the regime where a numerical calculation of the QCD Lagrangian is notoriously difficult, so it is more rigorously studied based on effective theories with model calculations as well as the ‘low’ energy heavy-ion collision experiments [20].

![Image of 2.4](https://example.com/image.png)

Figure 2.4.: LQCD calculation of $\varepsilon / T^4$ as a function of $T$ with different number of quark flavors up to three ($u, d, s$) with equal mass and two equal and one heavier mass scenarios [26, 27]. Also shown is the energy density estimated based on the Bjorken formula [32] (see also Sec. 2.3.2) in the initial stage of heavy-ion collisions at the SPS, RHIC, and LHC.

2.3. Relativistic Heavy Ion Collisions

Extremely hot and dense nuclear matter can be created in head-on collisions of heavy ions, with large amount of energy concentrated in a small volume for a very short period of time from the near simultaneous collision of many nucleons. In a head-on collision of Pb ions at the LHC, for example, up to about 1900 nucleon-nucleon collisions [33] can take place with $\sim \mathcal{O}(1)$ TeV energy concentrated in a central region [34]. Collisions of heavy ions followed by the detailed analysis of detected signals being the most useful tool to study experimentally the nuclear matter in the domain of extreme temperature and density have been pursued for more than two decades. A wealth of interesting

---

The Alternating Gradient Synchrotron (AGS) at Brookhaven studied the collisions of ‘light nuclei’ such as sulphur ($^{32}$S) and silicon ($^{28}$S) from $\sqrt{s_{\text{NN}}} = 2.5$ to 4.3 GeV. The AGS is currently used as an injector for the RHIC. The Super Proton Synchrotron (SPS) at CERN studied the collisions of sulphur ($^{32}$S) as well as lead ($^{208}$Pb) from $\sqrt{s_{\text{NN}}} = 8$ to 17.3 GeV.
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and intriguing results have been produced from the analyses of the heavy ion collisions, relating various observables with the properties of the produced matter in heavy ion collisions [35, 36].

Before the advent of the Large Hadron Collider (LHC), the highest energy heavy ion collisions was achieved at Brookhaven’s Relativistic Heavy Ion Collider (RHIC), where billions of $d+Au$, $Cu+Cu$, and $Au+Au$ collisions have been recorded at energies up to $\sqrt{s}_{NN} = 200$ GeV [37]. At RHIC, a series of measurements were made supporting unambiguously that the initial energy density reached in the collision is considerably higher than the critical energy density [39, 40]. At the same time, intriguing evidences that the constituents of the produced matter with large density interact strongly in contrast to a naive expectation of weakly interacting system with small coupling constant were found. The evidence are based on the interpretations of two interesting observations, ‘azimuthal anisotropy’ and ‘jet quenching’.

The azimuthal anisotropy refers to the anisotropy of produced particles in the azimuthal direction with respect to the reaction plane, which was defined by the line between the center of nuclei (i.e., impact parameter, $b$) and the direction of incoming nuclei (i.e., beam direction, $z$). In the off-center collisions of incoming nuclei (i.e., $0 < b < 2R_{nuclei}$), the overlap region has an asymmetric shape, often referred to as an ‘almond shape’, causing anisotropic origin of particle productions in space. If the quarks and gluons behave collectively with strong interaction between them, the pressure gradient can be built during the system expansion resulting in an anisotropic azimuthal distribution of the out-going particles. The magnitude of the azimuthal anisotropy is characterized by the amplitude of the second term, known as $v_2$ or ‘elliptic flow’, in the Fourier expansion of the azimuthal distribution of final-state out-going particles, $dN/d\phi$. Non-zero, in fact, unexpectedly large azimuthal anisotropy observed in the RHIC data indicates that the quarks and gluons inside the medium indeed interact strongly to the extent that the systems resembles more closely a liquid than an weakly interacting ideal gas. A detailed comparison with ideal hydrodynamic calculations also reveals that the local thermal equilibrium (i.e., thermalization) should take place in a very short time scale ($< 1$ fm/c) implying that the thermalization is achieved in a very early stage of the evolution [42–44]. Furthermore, an observation that $v_2$ of meson and baryon scale with the number of constituent quarks, $n_q = 2$ and $3$, for meson and baryon, respectively, further supports the interpretation that the system behaves collectively with the partonic degree of freedoms rather than with hadronic degree of freedoms [45, 46].

---

18NN refers to the Nucleon-Nucleon and it means, for example, 200 GeV center-of-mass energy per nucleon pair, i.e., $\sqrt{s}_{NN}$ multiplied by the number of nucleons in a nucleus gives the total center-of-mass energy in nucleus-nucleus collision.

19Also, the initial temperature is estimated based on the measurement of the enhanced direct photon yield to be between 300-600 MeV [38], which is higher than the critical temperature.

20The system expands and cools down quickly as a consequence of the large excess of pressure built in the medium with respect to the surrounding, i.e., vacuum.

21It is further supported by the calculation made based on the gauge/gravity duality (i.e., AdS/CFT) description of the strongly coupled system [41]. 1 fm/c corresponds to $3.336 \times 10^{-24}$ sec.
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The observation of jet quenching in the RHIC data supports the idea of strongly interacting medium, but it provides different insight to the medium produced in heavy ion collisions, which is discussed in more details in the following section 2.4. A thorough overview of the experimental and theoretical results in heavy ion collisions made at RHIC can be found from the proceedings of the ‘Quark Matter’ conference series [47–51] and from the ‘White Papers’ from the four RHIC experiments [52–55].

The highest collision of heavy ion was recently achieved in 2010 at the LHC with 2.76 TeV center-of-mass energy per nucleon pair. The collision of Pb ions at such high energy allows to probe the produced matter at unprecedentedly high energy density, which is generally accepted to be far beyond the critical temperature of the QGP phase transition as shown in Fig. 2.4. The abundant production of particles with large momentum transfer involved such as quarks or gluons, various resonances ($J/\psi$, $\psi'$, $\Upsilon$ and so on), $Z^0$, $W^\pm$ and photon-jet events, known as ‘hard-probe’ in particular allows to study various properties of the medium in a ‘tomographic’ manner [56], potentially opening a new era in the history of heavy ion physics.

2.3.1. Evolution of Hot and Dense Matter

The space-time evolution of the produced medium can be viewed with different characteristic stages that follow subsequently in time. The picture for the evolution of hot and dense matter that follows is based on reasoning and theoretical model calculations but only partly based on experimental observations because experimentally only the final state products are studied, which may or may not carry the information about the different stages of the evolution. Therefore, the picture below is largely model-dependent.

Before a collision, the two incoming nuclei are envisaged as two highly squeezed ‘pancakes’ due to Lorentz contraction when viewed from a lab reference frame. At the instance of collision, near-simultaneous collisions of many nucleons take place with a chance of large momentum transfer between two partons inside the nucleons, ‘hard-scattering’. The resulting system with the squeezed nuclear matter over an extended volume begins to expand and cool down rapidly as a result of the pressure gradient established between the system created and the surrounding vacuum. During the expansion, the constituents\(^\text{22}\) interact through elastic or inelastic (re-)scattering.

During the expansion the system evolves from the partonic matter (QGP) to the hadronic matter. In this evolution, there are two characteristic stages, known as ‘freeze-out’. One is chemical freeze-out and the other one is thermal freeze-out [57], as shown as a dotted line between the QGP phase and the hadron phase and as solid line at the end of the evolution in Fig. 2.5, respectively. When the system cools down to a some temperature below $T_c$, hadrons begin to form out of ‘soup’ of the quarks and gluons. This is known as chemical freeze-out. The chemical freeze-out marks the end of all the inelastic interaction and the fixation of hardon abundances. The system now consisting of the hadronic gas further cools down and at some point when the interaction rate be-

\(^{22}\)The constituents can be either partons, hadrons, or mixtures of them, depending on the stage of the evolution.
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Figure 2.5.: Schematic light-cone diagram of the (longitudinal) evolution of hot and dense system created in the collision of heavy ions [36]. The hyperbolic lines represent the contours of constant proper time $\tau$.

Between the hadrons is not high enough to maintain the thermalization, the momentum of each hadron is fixed and the hadrons stream away freely, which is in the end being detected by an experimental apparatus. This is known as thermal (or kinetic) freeze-out. From the studies of the abundances of produced hadron species in heavy-ion collisions, whose relative abundance is well described by a simple statistical model, a temperature and a baryon chemical potential at the point of chemical freeze-out can measured for a given center-of-mass energy [20, 36].

2.3.2. Energy Density

The energy density achieved in heavy ion collision at a given time, $t$, in the central mid-rapidity region (i.e., 90 degree with respect to the beam direction) can be estimated based on the approach by Bjorken [32] as

$$\epsilon_{Bj}(t) \approx \frac{d\langle E_T \rangle}{dy} \times \left( \frac{1}{2t_0.\mathcal{A}} \right) \left( \frac{\text{total energy contained in a volume}}{\text{volume}} \right)$$

where $d\langle E_T \rangle/dy$ is the traverse energy per unit rapidity in the mid-rapidity region, $\mathcal{A}$ is the transverse area of the incident nuclei, and $t_0$ is the formation time, i.e., time elapsed until the thermalized deconfined matter is formed. At the LHC, for example, where $d\langle E_T \rangle/dy$ is measured as 2.1 TeV in the mid-rapidity for the events with near-head-on collisions [34] and $\mathcal{A}$ can be estimated by $\pi \times (R_{\text{nuclei}})^2 = \pi \times (7 \text{fm})^2$, with an assumption for the formation time of $t_0 \sim 1.0 \text{ fm}/c$, it is estimated to be about 7 GeV/fm$^3$, which is approximately three to four times larger than the energy density that can be estimated.
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for RHIC\(^{23}\). While this approach is considered as lower limit as it is based on a simple assumption that the volume is approximated as a cylinder with transverse area equal to that of a gold nucleus with a length growing as a function of time during the expansion. Also it doesn't take into account effects from longitudinal evolution. Nonetheless, it is already about 10 times higher than the expected critical energy density \((ε_c ≈ 0.7 \text{ GeV/fm}^3)\) for the deconfiment of the quarks and gluons.

2.4. Jet Quenching

Jet quenching refers to a phenomenon that out-going quarks or gluons (i.e., partons) produced from a hard-scattering of incoming partons loose its energy due to the interaction with hot, dense medium created in heavy-ion collisions. It is called jet quenching because the collimated spray of hadrons, i.e., jet, is expected to be attenuated or disappeared as a consequence of the energy loss of out-going parton. The idea of jet quenching was first introduced in the early eighties [61–63] and a distinctive evidence of jet quenching was found at the RHIC. The observation has been considered as one of the most important discoveries at the RHIC to date.

Study of jet quenching phenomenology is one of the most useful tools to probe hot, dense medium because the energy loss of parton traversing the medium, \(ΔE=E_{\text{final}} - E_{\text{initial}}\) provides a fundamental information on the properties of the medium [8, 64, 65]. For the hadrons with momentum greater than \(Ω(1) \text{ GeV/c}\), originated from the fragmentation of hard-scattered parton, it involves large momentum transfer \((Q^2, \text{where } Q^2 \text{ is defined as four-momentum squared known as virtuality})\) in the hard-scattering of incoming partons. It implies that hard-scattered partons are produced in a very short time scale, \(t ≈ Ω(1/Q)\), and therefore they have enough time to traverse, interacting with the produced medium. The jet quenching can be seen in an analogous way from a charged particle with a known charge and energy passing through matter, where the energy loss (or the rate of energy loss per unit path length, \(-dE/dx\)) depends on the properties of the matter such as the electron density, the mean excitation potential of the target material and so on\(^{24}\) [8]. Because of this possibility of probing inside and extracting information about the medium via the attenuation pattern of highly energetic parton passing through the medium, the jet quenching is often referred to as ‘tomography’ of heavy-ion collisions.

\(^{23}\)More precise estimation of the energy density can be made. See Ref. [55, 58–60]

\(^{24}\)For the moderately relativistic heavy charged particles, for example, the average energy loss per path length can be described by the Bethe–Block formula, \(-dE/dx \propto KZ^2 \frac{1}{\beta A^3}\), where \(Z\) is the atomic number of absorber, \(A\) is the atomic mass of the absorber, \(z\) is the charge number of incident particle, and \(\beta\) is the fractional speed of the incident particle, i.e., \(v/c\). A detailed description of the formula can be found in the section, “Passage of particle through matter” from Ref. [8]
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2.4.1. Energy Loss Mechanisms

The total energy loss of a quark or a gluon traversing a medium is the sum of the energy losses due to two dominant mechanisms [64], collisional energy loss and radiative energy loss (i.e. $\Delta E = \Delta E_{\text{coll}} + \Delta E_{\text{rad}}$), which is illustrated with diagrams in Fig. 2.6 for a quark of energy $E$ traversing the medium. It is noted that the collisional energy loss is elastic (i.e., scattering without particle production), but the radiative energy loss is inelastic (i.e., scattering with a production of new particles)

Figure 2.6.: Schematic diagram of collisional and radiative energy loss for a quark with energy $E$ traversing a medium [64]. Note the second diagram takes place in the absence of any medium as well (c.f. the QCD radiation probability which follows the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGALP) evolution equation [8] in vacuum.)

While the energy loss due to the electromagnetic interaction (QED) can also be understood as the sum of the collisional and radiative energy, the energy loss due strong interaction (QCD) is more sophisticated because of the properties of strong interaction such as the running coupling constant (i.e., $\alpha_s(Q)$), the difference of the interaction strength between quark and gluon, and above all, the presence of gluon self coupling, a direct consequence of non-Abelian nature of QCD interaction.

2.4.2. High-energy Parton Propagation in Medium

2.4.2.1. Collisional Energy Loss in QCD

The collisional energy loss of the quark or gluon due to their interaction with the constituents quark or gluons that comprise the medium, often referred to as thermal quarks or gluons, can be captured in a relatively simple expression of differential cross section formula given [61, 66] by

\[ \frac{\text{d}^2 \sigma}{\text{d}^2 \mathbf{q}} = \frac{1}{\mathbf{q}^2} \frac{1}{\mathbf{Q}^2} \left| \langle \mathbf{q} | \mathbf{T} | \mathbf{Q} \rangle \right|^2, \]

where $\mathbf{q}$ is the four-momentum transfer and $\mathbf{Q}$ is the momentum transfer in the medium.

25The relative strengths of the different quark and gluon interaction vertices are proportional to the ‘color factors’; $\alpha_s C_F(q \to qg)$, $\alpha_s C_A(g \to gg)$, $\alpha_s T_R(g \to q\bar{q})$, where $C_A = N_c$, $C_F = \frac{N_c^2 - 1}{2N_c}$, and $T_R = 1/2$, as determined from SU($N_c$) color group. With three colors, i.e., $N_c = 3$, $C_A = 3$, $C_F = 4/3$, and $T_R = 1/2$ [8].
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\[
\frac{d\sigma}{dq^2} \simeq C_i \frac{2\pi \alpha_s^2}{(q^2)^2}
\]

(2.4)

where the constant, \( C_i \), are 9/4, 1, 4/9, respectively for \( gg \), \( gq \), and \( qq \), and \( q^2 \) is the (four) momentum transfer squared. The energy loss per path length in the medium can be obtained by integrating the above cross section over all possible momentum transfer range between the incident quark or gluon with the medium [66],

\[
-d\frac{E}{dx} \simeq \frac{4\pi \alpha_s^2 T^2}{3} \left( 1 + \frac{N_c}{6} \right) \ln \frac{cE}{\alpha_s T}
\]

(2.5)

where \( c \) is a constant of \( \mathcal{O}(1) \) and \( T \) is the temperature of the medium. With an energy density and the temperature relation, i.e., \( \epsilon \propto T^4 \)

26 It is estimated in the leading order coupling constant as \( \epsilon = (8/15)\pi^2 T^4 (1 + 21N_c/32) \) [61, 66]

27 While in the original calculation [61], only the \( t \) channel processes are considered (only Compton-like scattering), \( u \) and \( s \) channels (QCD Mollerand and Bhaba scatterings) are included in this work.

28 Note that it can be compared to the energy loss of highly energetic quark propagating hadronic matter, which is estimated to be around the same order [70].

For a quark with 20 GeV energy propagating the medium with the temperature \( T = 250 \text{ MeV} \), for example, the collisional energy loss per path length is estimated based on Eq. 2.5 as 0.2–0.3 GeV/fm [67, 68]. Assuming a medium of size \( L \sim 10 \text{ fm} \), the collisional energy loss amounts to about 2–3 GeV, which is only about 10% loss of the initial energy. The collisional energy loss of a quark as a function of initial energy \( E \) for individual processes including the additional contributions\(^{27}\) that were not included in the original calculation is calculated in Ref. [69], and is shown in Fig 2.7. One can see from Fig. 2.7 that \( dE/dx \) for the 20 GeV quark is estimated to be 0.8 GeV/fm, which is larger than the original estimation, and attributed to the inclusion of the additional processes with larger \( \alpha_s = 0.3 \) used in the calculation [69].

As illustrated, the collisional energy loss is small (\( dE/dx \simeq \mathcal{O}(1) \text{ GeV/fm} \))\(^{28}\) and usually considered as negligible contribution in the calculations of parton energy loss in medium, overtaken by the radiative energy loss (see Sec. 2.4.2.2). However, more detailed studies [69, 71–74] of the collisional energy loss mechanism revealed that the size of the collisional energy loss can be bigger than originally estimated in Ref [61] (as already seen in Fig. 2.7), resulting in a comparable energy loss with the radiative one in a certain kinematic region. The importance of the collisional energy loss for heavier quarks (\( c, b \)), in particular, is found highly relevant for the estimation of the total energy loss in medium.

2.4.2.2. Radiative Energy Loss in QCD

The radiative energy loss is mainly caused by gluon radiation induced by multiple scattering of a quark or a gluon traversing the medium, known as medium-induced gluon...
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Figure 2.7.: The collisional energy loss of a quark propagating a medium of temperature $T = 250$ MeV with an initial energy $E$ \cite{69}. The prime (') denotes different quark flavors.

radiation (or gluon Bremsstrahlung), and this energy loss mechanism is known to be more efficient than the collisional energy loss in reducing the energy of propagating parton, and therefore can dominate the total energy loss in the high energy regime \cite{66, 75}. Considering a very energetic quark of energy $E$ traversing the medium with a size $L$, the energy loss due to the medium induced gluon radiation can be obtained with several assumptions and approximations as follows. A thorough review of the radiative energy loss can be found in Ref. \cite{66, 76}.

First, the medium is modelled as a collection of independent and static scattering centers as schematically show in Fig. 2.8. The loss of parton energy amounts to the energy carried away by the radiated gluon. The radiated gluon is assumed to suffers the subsequent multiple scatterings in a coherent manner (i.e., many scattering centers acting as a single one) due to the interaction with the medium with the mean free path ($\lambda_g$, the subscript $g$ is dropped hereafter), which depends on the density of scattering center in the medium ($\rho$) and the scattering cross section ($\sigma$) via $\lambda = 1/\rho \sigma$. As a useful variable that characterises the medium, $\mu$ is introduced as the Debye screening mass (an inverse of Debye screening length\textsuperscript{29}). It also characterizes the typical momentum exchange with the medium. With the assumption of independent scattering center, the mean free path $\lambda$ of the propagating parton is considered much larger than the Debye screening length (i.e., the inverse of the Debye screening mass $\mu$), that is, $\mu^{-1} \ll \lambda$.

In each collision on a scattering center, the gluon receives momentum of $k_\perp$ in the transverse direction, which is typically about the same as $\mu$. After $N_{coh}$ (coherent) scat-

\textsuperscript{29}The Debye length is a characteristic length scale over which an long range interaction (Column potential) is effectively screened.
2. Motivation

Figure 2.8.: A schematic of a typical gluon radiation diagrams in the presence of the medium (courtesy of M. van Leeuwen). The blue circle represents the scattering center and the red wiggled-line represents the radiated gluon.

...terings, therefore, the gluon acquires a total momentum $k_T$ in the transverse direction with respect to the direction the parton is propagating to

$$\langle k_T^2 \rangle \approx N_{coh} \mu^2$$  \hspace{1cm} (2.6)

with $N_{coh} = l_{coh}/\lambda$, where $l_{coh}$ is the path length travelled by the propagating parton during the emission of the gluon. The emission of gluon involves a formation time ($t_{coh}$), which is the minimum time needed for a quanta to be resolved from the incident parton, i.e., to become an independent quanta. The formation (or coherence) time in the gluon reference frame $t_{coh}^{gluon}$ can be expressed as $t_{coh}^{gluon} \sim 1/k_T^{30}$. When the energy of the emitted gluon is $w$, this means the formation time, and therefore the coherence length in the lab reference frame can be expressed with the small angle approximation, i.e., $\theta \sim k_T/w$ as

$$t_{coh} = l_{coh} \approx \frac{2w}{\langle k_T^2 \rangle}$$  \hspace{1cm} (2.7)

Using Eq. 2.6 it can be rewritten as

$$l_{coh} = \sqrt{\frac{2w\lambda}{\mu^2}}$$  \hspace{1cm} (2.8)

The average momentum transferred squared $\mu^2$ from the medium to the gluon per mean free path is conveniently defined as

$$\hat{q} \equiv \frac{\mu^2}{\lambda}$$  \hspace{1cm} (2.9)

---

$^{30} Et \sim h$
which is commonly used in characterizing the ‘stopping power’ of medium and known as a transport coefficient, pronounced as ‘que-hat’. Therefore, in a thick medium where \( \lambda < l_{coh} < L \) (i.e., \( \lambda \ll L \)) known as Landau-Pomeranchuk-Migdal (LPM) regime, the gluons will be emitted up to a characteristic energy \( \omega_c \), which is defined as the radiated energy when \( l_{coh} = L \)

\[
\omega_c \equiv \frac{1}{2} \frac{\mu^2 L^2}{\lambda} = \frac{1}{2} \frac{\hat{q} L^2}{\omega}
\]  

Finally, the energy spectrum of radiated gluon per path length estimated in the LPM regime as

\[
\omega \frac{dI}{d\omega d\hat{x}} \simeq a_s C_R \sqrt{\frac{\mu^2}{\omega \lambda}} = a_s C_R \sqrt{\frac{\hat{q}}{\omega}}
\]  

where \( C_R \) is \( C_F \) for a quark and \( C_A \) for a gluon\(^{31}\). Over the entire path length \( L \),

\[
\omega \frac{dI}{d\omega} \simeq a_s C_R \sqrt{\frac{\hat{q}}{\omega}} \sqrt{L} = a_s C_R \sqrt{\frac{\hat{q} L^2}{\omega}} = a_s C_R \sqrt{\frac{2 \omega_c}{\omega}}
\]  

Now the average medium-induced energy loss can be obtained by integrating the energy spectrum up to the characteristic energy scale \( \omega_c \)

\[
\langle \Delta E \rangle = \int_{0}^{\omega_c} \omega \frac{dI}{d\omega} d\omega \simeq a_s C_R \omega_c \propto a_s C_R \hat{q} L^2
\]  

As can be seen from this equation, the energy loss is larger by a factor of 9/4 for a gluon than for a quark traversing the medium because of the color factor \( C_R \). It is interesting to see that the average energy loss due to the medium induced gluon radiation in this LPM regime is proportional to \( L^2 \). Note that in the same LPM regime, the radiative energy loss in QED is proportional to \( L \)\(^{[64]}\). From the \( L^2 \) dependence, it can be inferred that \( dE/dx \propto L \), which can be also derived directly by integrating Eq. 2.11 over \( \omega \) in the range \( 0 < \omega < E \)\(^{[66]}\). While this linear \( L \) dependency in \( dE/dx \) (quadratic dependence in \( \Delta E \), equivalently) is not immediately intuitive, it can be understood as follows.

The hard momentum transfer involves ‘close’ collision, which can be treated ‘microscopically’ and the resulting energy loss per path length should not be dependent on the size of the medium (only the total energy loss does) since the involved scale is much smaller than the size of the medium. On the other hand, the soft momentum transfer involves ‘distant’ collisions from many scattering centres acting coherently as a single one\(^{32}\). It implies that the energy of the softly emitted gluon per path length travelled

\(^{31}\)There are several steps involved in Eq. 2.11. First, \( \omega \frac{dI}{d\omega d\hat{x}} \simeq \frac{1}{l_{coh}} \frac{\omega dI}{d\omega} \) because the scattering centers act as a single scattering center. Second, \( \omega \frac{dI}{d\omega} \simeq a_s C_R \) for the single scattering spectrum in the soft \( \omega \) limit\(^{[77]}\).

\(^{32}\)The de Broglie wave length of the exchanged particle is comparable to the inter-scattering spacing.
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is dependent on the maximum coherent scattering length, i.e., the size of a medium \( L \) because the gluon can radiate up to the characteristic energy \( \omega_c \), which is essentially determined by the size of the medium. Knowing \( dE/dx \propto L, L^2 \) dependence of the total energy loss \( \Delta E \) is evident. The argument, of course, is valid only in the regime where the mean free path is much smaller than the size of the medium with many coherent scattering taking place before exiting the medium, i.e., LPM regime.

Also interesting is that the energy loss in the above formalism is independent of the initial parton energy \( E \), as found in Ref. [78–80]. It is noted, however, depending on the way the medium-induced gluon radiation is formulated, (logarithmic) \( E \) dependency is retained in different models [81–83]. The radiative energy loss of a quark as well as a gluon as a function of initial energy \( E \) is calculated in Ref. [69] using the formula found in Ref [84], which has the logarithmic \( E \) dependence. The result is shown for \( \Delta E \) in Fig 2.9 in comparison to the collisional energy loss in the same initial energy range. It can be clearly seen that for \( E > 10 \) GeV, the radiative energy loss is a dominant source of the total energy loss in medium for both quark and gluon.

![Graph showing energy loss for quark and gluon](image)

Figure 2.9.: The radiative energy loss of a quark and a gluon propagating a medium with an initial energy \( E \) [69].

While non-trivial simplifications with various approximations are involved in the aforementioned formalisms of the medium induced gluon radiation, it is regarded as an important piece for the understanding of jet quenching phenomenology in the field of heavy-ion physics [85].
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2.4.3. Nuclear Modification Factor $R_{AA}$

One of the interesting phenomenological consequences of jet quenching is the modified energy spectrum of jet and in turn of charged particles, dominated by hadrons originating from parton fragmentation. The modified charged particle spectrum can be quantified by comparing the charged particle spectrum in nucleus-nucleus (AA) to the charged particle spectrum in nucleon-nucleon (NN) collision, often referred to as ‘baseline spectrum’. It is typically expressed in terms of the nuclear modification factor, known as $R_{AA}$, as a function of transverse momentum ($p_T$) of produced particles,

$R_{AA}(p_T) = \frac{d^2N_{AA}^{ch}/dp_T d\eta}{\langle T_{AA} \rangle d^2\sigma_{NN}^{ch}/dp_T d\eta} \left( \approx \frac{\text{“hot, dense QCD medium”}}{\text{“QCD vacuum”}} \right)$ (2.14)

where $N_{AA}^{ch}$ and $\sigma_{NN}^{ch}$ represent the charged particle yield per event in nucleus-nucleus collisions and the charged particle cross section in nucleon-nucleon collisions, respectively. In order to compare the yield of high-$p_T$ charged particles produced in AA and NN collisions, a scaling factor, the nuclear overlap function $T_{AA}$, is needed to provide a proper normalization at a given impact parameter in AA collisions. This factor is computed as the ratio between the number of binary nucleon-nucleon collisions $N_{coll}$, calculated from the Glauber model of the nuclear collision geometry [86], and the inelastic nucleon-nucleon (NN) cross section $\sigma_{inel}^{NN} = 64 \pm 5$ mb at $\sqrt{s} = 2.76$ TeV [8]. This normalization scheme, based on the assumption of independent point-like scattering, is known as binary collision scaling or $N_{coll}$ scaling (see Sec 4.0.10.1 for more detailed discussion).

As illustrated inside the parentheses in Eq. 2.14, $R_{AA}$ can be understood as a measure of the final state effect of the hot, dense medium on the produced particles via the comparison to the baseline where no final state effect is present. In the absence of initial- and/or final-state effects on the $p_T$ spectrum in AA collisions, $R_{AA}$ at high $p_T$ is unity by construction with the binary collision scaling.

From the measurement of nuclear modification factor in a control experiment with the collisions of nucleon(s)-nucleus such as pAu or deuteron-gold (dAu), the size of initial-state effect on the $R_{AA}$ measurement can be inferred. Figure 2.10(a) shows one of the $R_{AA}$ measurements made for $\pi^0$ and $\eta$ in dAu collisions at RHIC [87], where the sizeable and strong centrality-dependent suppression observed in AuAu collisions cannot be seen. Based on the measurement, the size of the initial-state effect can be inferred to be smaller than 10%, which is also estimated in the pQCD calculation as discussed in Ref. [64].

While similar experimental observation has not been made at the LHC energy yet\(^3\), the recent measurements [88–90] made by the CMS collaboration on the nuclear modification factor of ‘colorless’ probes such as $Z^0$, $W$ and the isolated photon convincingly suggest that no sizeable initial-state effect is present in the PbPb collisions at $\sqrt{s_{NN}} = 200$ GeV. It also establishes the binary scaling within the quoted systematic uncertainty. Figure 2.10 shows a collection of the $Z^0$, $W$ and isolated photon $R_{AA}$ measurements as

\(^3\)A dedicated pPb run period at LHC is planned to be in the late 2012.
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![Figure 2.10.](image)

Figure 2.10.: (Left) $R_{AA}$ of $\pi^0$ and $\eta$ in dAu collisions at RHIC [87]. (Right) $R_{AA}$ of the ‘colorless’ probes: $Z^0$, $W$ and isolated photon.

a function of $m_T$, which is defined as $\sqrt{m_{Z^0,W}^2 + p_T^2}$ and used in this plot to compare on an equal footing of hard-scattering scale.

As briefly mentioned in the beginning of this chapter, the quantification of jet quenching via $R_{AA}$ allows comparisons with various theoretical predictions made based on pQCD or AdS/CFT calculations of parton energy loss in a medium. From such comparisons, certain properties of the medium such as an average transport coefficient $\hat{q}$ or the initial gluon density $dN_g/dy$ of the expanding medium can be extracted. For example, the average transport coefficient $\langle \hat{q} \rangle$ or the initial gluon density $dN_g/dy$ are linked to the measured suppression factor via Eq. 2.13 and the GLV modeling [83] of jet quenching, respectively,

$$\langle \Delta E \rangle \propto \alpha_s \langle \hat{q} \rangle L^2$$  \hspace{1cm} or  \hspace{1cm} $$\langle \Delta E \rangle \propto \alpha_s^2 C_R \frac{1}{A_{\perp}} \frac{dN_g}{dy} L$$  

(2.15)

where $A_{\perp}$ is the transverse area of the medium before expansion.

The use of fast moving parton and its products for the study of jet quenching as a ‘well-calibrated probe’ relies on firm theoretical and experimental grounds of particle production at large momenta. In fact, a direct comparison of various model predictions with the charged particle $R_{AA}$ measurement is possible only when hard-scattered parton production cross section with their probability of fragmenting into charged particle in nucleon-nucleon collision at the same center-of-mass energy of nucleus-nucleus collision is known. In the following sections, a brief review on the theoretical and experimental aspects of the high momentum particle production and the status of $R_{AA}$
2.4. Jet Quenching

2.4.3. Hadron Productions at Large Transverse Momenta

Hardron production of high transverse momenta particles ($p_T \geq 2$ GeV/$c$), which originates from the fragmentation of hard-scattered partons [91], is theoretically well understood and experimentally well verified. The fragmentation of hard-scattered partons into hadrons is described by the probability of finding a hadron carrying a specific fraction of the parton momentum, known as the fragmentation function (FF). In hadronic collisions, a full description also requires knowledge of the distribution of the initial partons within the colliding hadrons, known as the parton distribution function (PDF). The measurement of the inclusive charged particle $p_T$ spectrum at large transverse momentum, therefore, measures in essence the convolution of three pieces: the hard-parton scattering cross section, the PDFs and the FFs.

Theoretically, in the QCD factorization scheme of hadron-hadron collisions [91, 92], the invariant cross section for inclusive high-$p_T$ hadron production is given by:

\[
E_c \frac{d^3\sigma(AB \rightarrow CX)}{d^3p_c} = \frac{1}{\pi} \sum_{a} \int_{0}^{1} dx_a \int_{0}^{1} dx_b \, q_a^a(x_a; Q^2) q_b^b(x_b; Q^2) \frac{1}{z} D_c^c(z; Q^2) \frac{d\hat{\sigma}(ab \rightarrow cd)}{d\hat{t}} \tag{2.16}
\]

where the parton distribution function $q_a^a(x_a)$ describes the number density of constituents $a$ within hadron $A$ with longitudinal momentum fraction $x_a$ (in the range $x_a \rightarrow x_a + dx_a$). The fragmentation function $D_c^c(z)$ represents the probability that parton $c$ hadronizes into $C$ carrying a fraction $z$ of the parton energy. $Q^2$ is the characteristic energy scale of the hard scattering. The LO cross section for the hard scattering of partons $a$ and $b$ at short distance is denoted by $\hat{\sigma}$. The summation is over all partons $a$, $b$, $c$, and $d$. The hadronization of parton $d$ is implicit in the summation. A direct calculation of Eq. 2.16 is possible up to a certain order in $a_s$ provided that $q_a^a(x_a)$ and $D_c^c(z)$ are given. The formulation of the inclusive cross section in the factorized QCD can be illustrated as,

\[
\sigma_{\text{had}} = PDF_{a/A} \otimes PDF_{b/B} \otimes \hat{\sigma}(\text{hard parton scattering}) \otimes FF \tag{2.17}
\]

On the experimental side, the inclusive charged particle $p_T$ spectra have been measured in $pp$ and $p\bar{p}$ over a wide range of center-of-mass energies from 31 GeV to 1.96 TeV [93–97], and recently at 2.36 TeV at LHC [98, 99]. While $p_T$ range of the previous measurements were limited below 50 GeV/$c$, the latest measurements presented and discussed in this thesis extended the $p_T$ reach up to about 200 GeV/$c$ at $\sqrt{s} = 7$ TeV, confirming the validity of factorized QCD for the inclusive hardon production at the highest collider energy to date.
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2.4.3.2. Modified Hadron Spectrum in Heavy Ion Collisions

One of the most exciting results from RHIC was the observation [52–55] of the modified (i.e., suppressed) hadron spectrum in AuAu collisions at $\sqrt{s_{NN}} = 200$ GeV compared to the hadron spectrum in pp collisions at the same center-of-mass energy. The yield of $p_T \sim 5$–10 GeV/c charged particles was observed to be suppressed in the head-on collisions of heavy-ion by up to a factor of five compared to that in pp collisions (i.e. $R_{AA} \approx 0.2$), indicating that there is strong final state medium effect on the produced particles.

Figure 2.11.: Measurements of the nuclear modification factor $R_{AA}$ in central heavy-ion collisions at three different center-of-mass energies, as a function of $p_T$, for neutral pions ($\pi^0$), charged hadrons ($h^{\pm}$), and charged particles [100–104], compared to several theoretical predictions [105–110].

Figure 2.11(a) shows the measurements of $R_{AA}$ at the RHIC not only for hadrons but also for neutral pion $\pi^0$, the latter being less suppressed below $p_T \approx 8$ GeV/c [103, 104] likely due to parton recombination processes that enhance proton production and thus the overall yield of charged hadrons [111]. Also shown is the measurement of $R_{AA}$ for $\pi^0$ at $\sqrt{s_{NN}} = 17.3$ GeV at the SPS, where no strong modification is observed, indicating that the final state medium effect is far less stringent, if any, in the low energy PbPb collisions. The rising trends of $R_{AA}$ seen in the low-$p_T$ region ($p_T < 3$ GeV/c) at different center-of-mass energies is interpreted as the consequence of the enhancement.
of hadron yield in nucleon-nucleus (NA) or AA collisions compared to NN collisions, known as ‘Cronin effect’ [112, 113]. This enhancement, which is seen more prominently from the measurements in the lower energy NA collisions [112–114], is known to be caused by the multiple scattering of incoming or outgoing parton and/or of the produced hadrons\[115\]. The theoretical predictions of GLV made for the two center-of-mass energy [106, 107] seem to be in good quantitative agreements with the measurements.

At LHC, the charged particle production is found to be about 50% more suppressed below $p_T \approx 10 \text{ GeV}/c$, and has the same quantitative suppression value as for neutral pions measured by PHENIX [103]. At higher $p_T$ limited below 20 GeV/c a similar level of suppression is observed but with an indication of a fast rise (i.e., less suppression) toward the higher momentum region, as shown in Fig. 2.11(a). While the various theoretical model predictions made for the LHC energies (2.76 TeV and 5.5 TeV) have similar level of suppression below 20 GeV/c and predict the generally rising behavior of $R_{AA}$, the magnitude of the predicted slope varies greatly between models, depending on the assumptions for the jet-quenching mechanism. Therefore, a measurement up to higher $p_T$ range can clearly help in constraining the quenching parameters used in these models and improve the understanding of parton energy loss in a hot and dense medium.

2.5. Goal of this Thesis

This thesis presents the measurement of phase-space-invariant differential yield, $E d^3N_{ch}/dp^3$, of primary charged particles in pp and PbPb collisions at $\sqrt{s_{NN}} = 2.76 \text{ TeV}$ and the measurement of nuclear modification factor, $R_{AA}$, up to $p_T = 100 \text{ GeV}/c$. As mentioned earlier, the $R_{AA}$ measurement presented in this thesis should further help in constraining the quenching parameters used in various models and improve the understanding of parton energy loss in a hot and dense medium. Comparisons with various model predictions as well as a simple parton energy loss model applied to the PYTHIA MC will be made and discussed.

Also presented is the measurement of phase-space-invariant yield in a lower (0.9 TeV) and a higher (7 TeV) center-of-mass energy pp collisions. From the measured yields at different pp collision energies, the energy-independent scaling behaviour of the inclusive charged particle production known as $x_T$ scaling is studied. To test the scaling, the spectra at 2.76 TeV will be interpolated based on the measurements at different center-of-mass energies using the $x_T$ scaling. The interpolated spectrum will be compared to the measured spectrum. Together with the comparisons to pQCD predictions, the measurements establish the firm experimental ground on the inclusive production of high $p_T$ charged particle over a wide kinematic range at a various collision energies and serve as the well-calibrated probe of the jet quenching measurement.

A key technique used in the spectra analyses is to use the data sampled by the trigger based on the presence of jet in events, so-called jet-trigger. This technique not only al-

\[^{34}\text{The exact mechanism of the Cronin effect is yet to be understood [115]. In the parton recombination model, for example, the Cronin effect is also described by the parton recombination at the hadronisation rather than the multiple scattering [115].}\]
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lows to enhance the $p_T$ reach of the measurements but also helps to minimize the num-
ber of mis-identified tracks in the samples through an implicit use of the calorimeter
information, which will be discussed in details in Chap. 4. One of the main challenges
in the analysis was to develop the reconstruction algorithms with a set of track quality
selections that gives very low rate of mis-identified tracks while maintaining high track
reconstruction efficiency in the most dense track environment in PbPb collisions. A
detailed discussion will also follow in Chap. 5.
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The results presented in this thesis are based on the analyses of the pp and PbPb collisions data collected during the period of 2010–2011 by the Compact Muon Solenoid (CMS) experiment, one of the four experiments at the Large Hadron Collider (LHC). After an intense period of commissioning and a short period of pp collisions at center-of-mass energies of 0.9 and 2.36 TeV in 2009 [116], the LHC delivered pp collisions at different center-of-mass energies of 0.9, 2.76 and 7 TeV and PbPb collisions at a center-of-mass energy per nucleon pair of 2.76 TeV, the latter being the highest heavy ion collisions ever achieved in an accelerator. The LHC is scheduled to continue running until the end of 2012 and have a shut-down to prepare for running at a designed center-of-mass energy of 14 TeV in pp and 5.5 TeV in PbPb [117].

3.1. Large Hadron Collider

The Large Hadron Collider (LHC) is a two-ring-superconducting hadron accelerator with a circumference of 26.7 km installed between 45–170 m beneath the ground [118]. The LHC is categorized as a superconducting synchrotron, i.e., it is cyclic at a fixed radius of circulation with the electric field (to accelerate the hadrons or nucleus) and the magnetic field (to keep them in a fixed radius) synchronized with the beams. The LHC was designed to deliver beams of proton (or Pb ions) and collide them with a center-of-mass energy up to 14 TeV (or 5.5 TeV per nucleon pair \(^1\)), equivalently 2.24 (8.8) in micro-joules (\(\mu\)j). The layout of the LHC with CERN accelerator complex is shown in Fig. 3.1. The LHC consists of eight arcs and eight straight sections (not shown in the layout) [118]. The arc is 2.45 km long and it contains the superconducting dipole magnets used for bending, which operates at the nominal magnetic field of 8.33 T [119]. The straight section is 545 m long and it serves as an experimental or utility sections. The two multi-purpose detectors, ATLAS and CMS, are located in the intersections where high luminosity \(^2\) beams are delivered and crossed. Two other detectors, ALICE and LHCb, dedicated for heavy ion physics and B-physics are located in the intersections, where relatively lower luminosity beam are delivered and crossed.

\(^1\)The center-of-mass energy per nucleon pair in heavy ion collisions is calculated as the center-of-mass energy in pp scaled by the charge-to-mass ratio of the ions, i.e., \(A/Z\) for the same magnetic rigidity of the LHC. e.g., for Pb ions, an equivalent center-of-mass energy per nucleon is 14 TeV x (82/208) = 5.5 TeV

\(^2\)In accelerator physics, the luminosity, often denoted as \(\mathcal{L}\), is defined as the number of particles per unit area pre unit time multiplied by the opacity of the target, which is an important quantity not only for the characterization of the accelerator performance but also for the cross section measurement of a certain interaction.
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The circulation of the beams inside the LHC rings follows the injection chain in the CERN accelerator complex [121, 122]: First, protons are obtained from the source of hydrogen gas after removing electrons through a cathode chamber inside the Duoplasmatron [123]. Second, the protons from the LINAC2 are injected at an energy of 50 MeV into the PS Booster (PSB), where the protons are boosed to an energy of 1.4 GeV. Third, the protons are sent to the Proton Synchrotron (PS) and to the Super Proton Synchrotron (SPS) sequentially to achieve an energy of 450 GeV. Lastly, they are sent to the two rings of the LHC for final acceleration to boost to an energy of 7 TeV per proton per beam. The injection chain of Pb ions is similar to that of pp except the initial phase of the acceleration before the PS. The Pb ions are generated from the source of heated (temperature around 550°C) purified lead vapour, which are ionized subsequently by an electric current in the LINAC3. The lead ions with different charge states are sent through a carbon foil to select mostly Pb$^{54+}$. Pb$^{54+}$ ions are accumulated and accelerated in the Low Energy Ion Ring (LEIR), which are sent to the PS and SPS subsequently, where they are sent through a second foil to fully strip electrons to produce a beam of Pb$^{82+}$ ions [121, 122].
3.2. CMS Detector

The Compact Muon Solenoid (CMS) is a multi-purpose detector designed to operate in the highest particle density environments created in pp and PbPb collisions at the center-of-mass energy up to 14 TeV and 5.5 TeV per nucleon pair at luminosities up to $10^{34} \text{cm}^{-2}\text{s}^{-1}$ and $10^{27} \text{cm}^{-2}\text{s}^{-1}$, respectively [124]. The CMS, installed about 100 m beneath the ground, has an overall dimension of 21.6 m in length, 14.6 m in diameter, and a total weight of 12500t. The overall layout of the CMS detector is shown in Fig. 3.2.

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing an axial magnetic field of 3.8 T. Immersed in the magnetic field are the pixel tracker, the silicon strip tracker (SST), the lead tungstate crystal electromagnetic calorimeter (ECAL), and the brass/scintillator hadron calorimeter (HCAL). Muons are measured in gas ionisation detectors embedded in the steel return yoke. The CMS experiment uses a right-handed coordinate system, with the origin at the nominal interaction point, the $x$-axis pointing to the center of the LHC ring, the $y$-axis pointing up perpendicular to the plane of the LHC, and the $z$-axis along the counterclockwise beam direction. The azimuthal angle ($\phi$) is measured in the $(x, y)$ plane.

![Figure 3.2.: Overall layout of the CMS detector [124]](image)

3.2.1. Tracker

The CMS tracker was designed to measure the trajectories of charged particles originated from pp and PbPb collisions within the nominal pseudorapidity range $|\eta| < 2.4$ inside a 3.8 T axial magnetic field. It is also capable of measuring the precise positions
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of the primary vertex (i.e., collision points) and the secondary vertex within 10–20 µm resolution. It consists of two main components: silicon pixel detector and silicon strip detector (SST). The detailed descriptions of each component are found in the following sections, Sec. 3.2.1.1 and Sec. 3.2.1.2.

The overall layout of the CMS tracker is shown in Fig 3.3. The silicon pixel detector covers 4 to 15 cm in radius and 49 cm on either side of the nominal collisions points along the LHC beam line. The silicon strip detector covers 25 to 110 cm in radius and 280 cm on either side of the nominal collisions points along the LHC beam line. Further dissection of the CMS tracker as shown in Fig 3.3 is as follows. The three cylindrical layers of the pixel detector modules are located at a radii of 4.4, 7.3 and 10.2 cm with two disks of the pixel detector modules on each side of the three layers. From the inside out, the next four layers of the silicon strip detectors modules (Tracker Inner Barrel, TIB) with three disks (Tracker Inner Disk, TID) on each side are located between 20–55 cm in radius, surrounded by six layers of the silicon strip modules (Tracker Outer Barrel, TOB). The Tracker EndCap (TEC), consisting of nine layers, are located on each side of the TIB and TOB in between 22.5 and 113.5 cm in radius as shown in Fig 3.3.

![Figure 3.3.: Overall layout of the CMS tracker](image)

A detector module is represented a line with double line indicating modules mounted back-to-back. Also shown is the η coverage of each detector module.

With the axial magnetic field generated by the super-conducting solenoid, the tracker is designed to provide an impact parameter resolution of about 100 µm and a transverse momentum resolution of about 0.7% (5.0%) for 1 (1000) GeV/c charged particles at normal incidence (η = 0) [125]. The tracker was aligned as described in Ref. [126] using cosmic ray data prior to the LHC commissioning. The precision achieved for the positions of the detector modules with respect to particle trajectories is 3–4 µm in the barrel.
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3.2.1. Silicon Pixel Detector

The pixel detector consists of three 53.3 cm-long barrel layers and two endcap disks on each side of the barrel section. The innermost barrel layer has a radius of 4.4 cm, while for the second and third layers the radii are 7.3 cm and 10.2 cm, respectively as discussed in 3.2.1. There’s a total of 66 million active pixels with an area of about 1 m². The pixel detector provides up to three precise measurement points, ‘hits’, with efficient η coverage depending on the number of hits³.

The active pixel has a dimension of 100 × 150 µm², which allows similar resolution in $r$–$φ$ and $z$ directions ⁴.

![Schematic view of the CMS pixel system. The forward pixel detectors (FPix) are in turbine-like geometry tilted by 20° [127].](image)

The sensor adopted for the pixel is n⁺ implant on n⁻ substate detector, known as ‘n-on-n concept’ (n⁺ pixelated implants on n-bulk), which allows operation even at very high particle density⁵. When a charged particle passes through the biased sensor, electrons are created due to ionization and at the same time holes are created in opposite

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>No. layers (or disks)</th>
<th>Direction</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barrel Pixel (BPix)</td>
<td>3 layers</td>
<td>$r$–$φ$ × $z$</td>
<td>15–20 µm²</td>
</tr>
<tr>
<td>Forward Pixel (FPix)</td>
<td>2 disks</td>
<td>$r$–$φ$ × $r$</td>
<td>15–20 µm²</td>
</tr>
</tbody>
</table>

Table 3.1.: Resolution of the pixel system

³With three-hits, the efficient geometrical acceptance covers $|η| < 2.2$. With two-hits only, the efficient geometrical acceptance covers $|η| < 2.5$.

⁴For a dimension of p (i.e., pitch of p), the position resolution arising from geometrical consideration can be estimated as $σ_x \approx p / \sqrt{12}$ with $⟨Δx^2⟩ = (1/p) \int_{-p/2}^{p/2} x^2 dx = p^2/12$

⁵In this design, even after the charge sign inversion due to a radiation damage, the highest electrical field is formed closest to the collection electronodes. Therefore, the sensor can still operate efficiently as far as the pixels are isolated from each other [128].
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directions. The electrons are collected and amplified by the readout chip (ROC) creating a measurement point, i.e., hit [128]. How the position of individual hit is determined will be discussed in Chap. 5. Figure 3.5 shows the photos of four pixel cells in the barrel and in the forward. Details on the inter-pixel isolation techniques that are used for manufacturing the pixel sensors can be found in Ref. [124].

![Figure 3.5.: Photos of four pixel cells used in the barrel (left) and in the forward (right)](image)

Sensor signals are read out by ROCs bump bonded to the sensors. The main purpose of the read-out chip is to amplify and buffer the charge signals from the sensors. Only signals above an adjustable threshold are read out, which is known as zero-suppression (ZS). While the readout of the sensor signals is processed, lower level trigger (L1) verification is done, rejecting signals without corresponding L1 trigger. The signals readout by the ROCs are digitized and formatted in the pixel front end driver (pxFED), which is eventually sent to one of the units known as event builder in the CMS data acquisition (CMS DAQ) system.

Due to the strong magnetic field present in the CMS tracker, the electrons created in the pixel are Lorentz drifted in the azimuthal direction enhancing the charge sharing over more than one pixel and therefore allowing to enhance the position resolution. With the Lorentz-drift-enhanced position determination, a spatial resolution is in the range 15–20 \( \mu \text{m} \) is achieved [124]. The forward detectors are tilted by 20° in a turbine-like geometry to create the Lorentz drift and therefore to enhance charge sharing.

### 3.2.1.2. Silicon Strip Tracker (SST)

The silicon strip detector consists of the detector modules grouped into several sub-systems, TIB, TID, TOB, and TEC, depending on the \( r \) and \( z \) positions, as discussed at the beginning of the section 3.2.1. There is a total of 9.3 M active elements (i.e., the number of read-out channels) in 24244 sensors with an effective area reaching 198 m\(^2\).

\[ \text{While the position resolution for a single pixel is given by } p/\sqrt{TZ}, \text{ when there's more than one pixel sharing the charges, the position can be interpolated giving a better position resolution.} \]
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Figure 3.6 shows the layout of the silicon strip detector viewed in the plane perpendicular to the beam direction. The first two layers of the TIB and TOB, highlighted in blue, are double-sided.

Figure 3.6.: Schematic of the SST viewed in the plane perpendicular to the beam direction [129].

The sensor elements in the SST use single sided AC-coupled\(^7\) p-on-n type silicon micro-strip sensor [124, 131]. The typical cell size is 10 cm \times 80 \mu m with extended pitch in the outer region (55 cm \(< r < 110 \text{ cm})

\(\text{While the inner tracker subsystems use the thinner sensor with the thickness of 320 \mu m, the outer tracker subsystems use the sensor with the thickness of 500 \mu m. The first two layers in TIB and TOB, as indicated as double lines in Fig 3.3 (also in Fig. 3.6), use the single module mounted back-to-back, known as 'stereo module', with the second module (farther in } r \text{) rotated by 100 mrad with respect to the first module, which allows a measurement in the orthogonal direction. Also, the first two rings of TID and the first two and the fifth ring of the TEC are equipped with stereo modules. Table. 3.2 shows the number of sensor elements, the thickness of the strip and the mean pitch in each subsystem [124, 132].

Sensor signals from the silicon sensors are read out by a custom integrated circuit called APV25 [133], where the signal amplification, the signal shaping, and the transmission to the Front End Driver (FED) designated to the strip tracker via optical fibres. The APV25 has a total of 128 read-out channels and operates at a voltage of 1.25 and 2.5

\(^7\text{It means the sensor is equipped with integrated capacitors, which allows the AC coupling of the signals from the strip to the read-out electronics [130].}\)
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<table>
<thead>
<tr>
<th>Subsystem</th>
<th>No. layers</th>
<th>thickness (µm)</th>
<th>mean pitch (µm)</th>
<th>Direction</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIB</td>
<td>4</td>
<td>320</td>
<td>80(2)/120(2)</td>
<td>$r-\phi (z)$</td>
<td>23-34(23) µm</td>
</tr>
<tr>
<td>TOB</td>
<td>6</td>
<td>500</td>
<td>183(4)/122(2)</td>
<td>$r-\phi (z)$</td>
<td>35-52(52) µm</td>
</tr>
<tr>
<td>TID</td>
<td>3</td>
<td>320</td>
<td>100–141</td>
<td>$\phi$</td>
<td>91-100 µrad</td>
</tr>
<tr>
<td>TEC (inner)</td>
<td>4</td>
<td>320</td>
<td>97–184</td>
<td>$\phi$</td>
<td>45-100 µrad</td>
</tr>
<tr>
<td>TEC (outer)</td>
<td>3</td>
<td>500</td>
<td>97–184</td>
<td>$\phi$</td>
<td>45-100 µrad</td>
</tr>
</tbody>
</table>

Table 3.2.: Specification of each subsystem in the SST. For the barrel systems, the mean pitch is shown separately for inner and outer rings with the number of layers. (e.g., for TIB, first two layers have 80µm and the second two layers have 120µm.)

V. For a trigger latency up to 4 µs, the APV25 can hold data to buffer. The FED receives data from 96 optical fibers with two APV25 (256 channels equivalently) assigned to each fiber. The received optical signal is converted to electric signal and subsequently digitized, which in turn is used for the pedestal and the common mode noise subtractions.

3.2.1.3. Superconducting Solenoid Magnet

The superconducting solenoid magnet with a main purpose to achieve an excellent momentum resolution, generates an axial magnetic field of 3.8 T inside a 6-m diameter and 12.5-m length solenoid with a returned flux outside of the solenoid. The entire tracker system and the calorimeter are located inside the magnet and the muon detector systems are located outside. The coil of the solenoid magnet are made from the four layers of superconducting cable NbTi conductor [124]. The solenoid is contained in a cryostat where an operation temperature of 4 K is maintained.

3.2.2. Electromagnetic Calorimeter (ECAL)

The Electromagnetic Calorimeter (ECAL) in CMS uses the lead tungstate (PbWO$_4$) crystals with almost $4\pi$ coverage over the pseudorapidity range $|\eta| < 3.0$. Figure 3.7 shows the schematic layout of the CMS ECAL [134]. The ECAL consists of a barrel part, Ecal Barrel (EB) and two endcap parts, Ecal Endcap (EE) and ECAL preshower, the latter being a sampling calorimeter with two layers of the silicon strip sensor placed in between the lead absorber. The EB covers the pseudorapidity range $|\eta| < 1.479$ and it is divided in the azimuthal direction into 18 sectors so-called Supermodules, each of which contains 1700 crystals. The EE covers the pseudorapidity range $1.479 < |\eta| < 3.0$ and it is divided vertically into a smaller unit called ‘Dee’, each of the Dee is further divided into a smaller subunit of 5×5 crystals called ‘Supercrystals’, as shown in Fig. 3.7. Lastly, the ECAL preshower, placed in front of the EE, covers the pseudorapidity range $1.653 < |\eta| < 2.6$. While the preshower was designed specifically for the identification of neutral pion, it also helps the separation between $\pi^0$ and photon.

---

6While the designed field strength was 4.0 T, the operational field strength achieved during 2009–2011 running was 3.8 T.
The PbWO$_4$ was chosen for the ECAL because of the high density (8.28 g/cm$^3$), the short radiation length\(^9\) ($X_0 = 0.89$ cm), and the small Molière radius (2.2 cm), which allows to design a compact system with a fine granularity [124]. The crystal in the barrel has a $x$–$y$ dimension of 22(26) mm × 22(26) mm at the front (rear) face of the crystal (equivalently, 0.0174 × 0.0174 in $\eta$–$\phi$) with a length of 230 mm, which corresponds to 25.8$X_0$. In the endcap, the crystal has a $x$–$y$ dimension of 28.62(30) mm × 28.62(30) mm at the front (rear) face of the crystal with a length of 220 mm, which corresponds to 24.7$X_0$. For the detection and the amplification of scintillation light from the PbWO$_4$, different choices of the photodetectors are used for the barrel and the endcap because of different magnetic field strength and the radiation level [124]. The barrel uses the custom-designed Avalanche Photo Diodes (APDs) and the endcap uses again the custom-designed Vacuum Photo Triodes (VPTs). The use of the APD is largely driven by the requirement for the operation in the presence of strong magnetic field and high radiation levels [135].

A typical energy resolution is given by the following parametrization, $(\sigma/E)^2 = (2.8%/\sqrt{E})^2 + (0.12/E)^2 + (0.30%)^2$, where the total resolution is the sum of three contributions, namely, stochastic term, noise term, and constant term from left in the right hand side, each of which was measured with the electron test beam in 2004 [124].

3.2.3. Hadron Calorimeter (HCAL)

The Hadron Calorimeter (HCAL) in CMS is a brass/scintillator sampling hadron calorimeter located outside of the ECAL. The HCAL consists of the barrel (HB) and the endcap (HE) hadron calorimeters surrounded by the solenoid magnet, the outer (HO) hadron calorimeters located outside of the solenoid magnet, and the forward (HF) hadron calorimeter at high $\eta$. Figure 3.8 shows the schematic longitudinal view of the CMS

\(^9\)The radiation length of a material is a characteristic length scale of the energy loss rate of an electron traversing the material due to electromagnetic radiation [134].
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detector.

Figure 3.8.: Schematic longitudinal view of the CMS detector with the HCAL subsystems, HB, HE, and HO shown with their $\eta$ (dotted-lines) coverages.

The HB covers the pseudorapidity range $|\eta| < 1.3$ and it is divided in z direction into two parts, HB+ and HB−, with the 36 identical wedges aligned parallel to the beam axis. The wedges are made of flat brass absorber plates. Each wedge occupies $20^\circ$ in the azimuthal direction and is segmented into four azimuthal sector. Together with the plastic scintillator divided into 16 $\eta$ sectors, HB has the granularity of $(\Delta \eta, \Delta \phi) = (0.087, 0.087)$.

The HO covers the similar rapidity range as the HB does, i.e., $|\eta| < 1.3$. Being located outside of the solenoid, it utilizes the solenoid coil as an additional absorber material and ensures that the hadronic shower is sampled with enough interaction lengths\[^{10}\]. There is a single layer of the HO scintillator at a radial distance of 4.07 m except in the middle (i.e., $\eta = 0$), where there is two layers of the HO scintillator since at $\eta = 0$, the absorber depths is minimum. The HE covers the pseudorapidity range $1.3 < |\eta| < 3.0$. The granularity of the HE is $(\Delta \eta, \Delta \phi) = (0.17, 0.17)$. Lastly, the HF covers the pseudorapidity range $4.5 < |\eta| < 5.0$ and has the granularity of $(\Delta \eta, \Delta \phi) = (0.175, 0.175)$.

The scintillation light, converted by WaveLength-Shifting (WLS) fibers, is detected by photo-detectors known as Hybrid Photo-Diodes (HPD). The detected (analogue) signal is then converted to a digital signal by a charge-integrating ADC ASIC called QIE (Charge Integration and Encode) [124].

3.2.4. Muon Systems

The CMS muon system comprises three sub-detector components with a primary goal to provide robust and precise measurements of muons as well as triggering information [124]. The three subsystems are the Drift Tube (DT) chambers, the Cathode Strip

\[^{10}\] The interaction length, usually noted as $\lambda$, is defined as the mean path length.
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Chambers (CSC) and the Resistive Plate Chambers (RPC). The layout of the muon system is shown in Fig. 3.9, where the location of each sub-detector component with the respective $\eta$ coverage is shown.

![Figure 3.9.: Schematic longitudinal view of the CMS detector with the muon subsystems, DT, CSC, and RPC shown with their $\eta$ (dotted-lines) coverages [136].](image)

The DTs, located radially outside of the calorimeter system, cover the barrel region with the pseudo-rapidity range $|\eta| < 1.3$. The DTs are gaseous detector with a 50 $\mu$m diameter wire in the middle of the DT cell acting as an anode. The DTs are used as tracking detector with the single position resolution of about 200 $\mu$m and the global position resolution in $r - \phi$ of 100 $\mu$m. The CSCs located in the endcap cover the pseudo-rapidity up to $|\eta| < 2.4$. The CSCs are multiwire proportional chamber with each CSC comprised of 7 trapezoidal panels with 6 gas gaps. It is capable of providing up to 6 space coordinates with the position resolution of 100–200 $\mu$m and the angular resolution of order of 10 mrad [136]. The RPCs are located in the barrel region as well as in the endcap region, in-between the DTs and the CSCs as shown in Fig. 3.9, covering the full pseudo-rapidity range $|\eta| < 2.4$. The PRCs are gaseous parallel-plate detectors with double-gap structure operated in avalanche mode [124]. The double gap structure allows to operate at lower gas gain with an effective efficiency higher than the single gap structure [124]. It provides a fast ($t \ll 25$ ns) response with good timing resolution of 1.5 ns but with coarser position resolution around 1.5 cm in $r - \phi$. The momentum resolution achieved standalone (i.e., only the muon system) is approximately 10 (25%) at 100 (1000 GeV). When combined with the CMS tracking system (global), the achieved momentum resolution is about 1 (10%) at 100 (1000 GeV).

$^{11}$The precise position is made based on the charge distribution induced on the cathode strips.
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3.2.5. Beam Scintillating Counter (BSC)

The Beam Scintillating Counter (BSC) is a set of 16 scintillator tiles located at a distance of 10.86 m from the nominal interaction point (IP), one on each side, and covers the $|\eta|$ range from 3.23 to 4.65 [137, 138]. As shown in Fig 3.10, it is mounted to the front of the HF and consists of a ring-shape scintillator segmented into eight sectors and four pedal-shape scintillators split vertically into two. The BSC with a primary purpose to provide information on the relative rates of collisions and beam backgrounds is capable of measuring hit and coincidence rates with a time resolution of 3 ns and an average minimum ionising particle (MIP) detection efficiency of 95.7% [137].

It is made of plastic polyvinyl-toluene (PVT) scintillation tiles with Wavelength shifting fibres (WLS) and the photomultiplier (PM) tubes for the readout of the output light from the WLS fibres. During the 2010 and 2011 pp and PbPb runs, the BSC was heavily used for the selection of ‘good’ collision events and the rejection of beam background, which will be further discussed in the following chapter (Chap. 4). The BSC is a part of CMS Beam Conditions and Radiation Monitoring System (BRM) system, which provides monitoring information on the beam condition and radiation field in and around the CMS detector [124, 139]. Other sub-system parts of the BRM systems includes BCM, BPTX, and PLT [124].

Figure 3.10.: Schematic layout and the illustration of the segmentation of the BSC detector system [138]

3.2.6. Beam Pick-Up Timing Experiment (BPTX)

The Beam Pick-Up Timing Experiment (BPTX), located at a distance of 175 m from the nominal IP, one on each side, is designed to provide information on the time structure of the LHC beam [124, 140]. It is a system of two electrostatic pick-up device with a good timing resolution (<200 ps) [124]. When proton or lead-ion beams pass through the device, induced charges are created into electrodes and gives accurate beam timing and position information. The BPTX measurements are used as an input to the global
decision of the CMS detector system for event selections as it provides information on
the presence of beams in the opposite direction. When the relative phase of the BPTX
signals from each side is provided, the interaction point in the $z$ direction can also be
calculated. The BPTX was also heavily used for the selection of ‘good’ collision events
and the rejection of beam background along with the BSC during the pp and PbPb runs,
which will be further discussed in Chap. 4.

### 3.2.7. CMS Trigger and Data Acquisition System (TriDAS)

The trigger system in the CMS consists of two levels, a custom hardware trigger, the
Level-1 Trigger (L1) and a software trigger, the High Level Trigger (HLT) [141]. The CMS
Data Acquisition (DAQ) system is designed to read out the detectors and record data at
the LHC bunch crossing frequency of up to 40 MHz. The rate of the event recording (i.e.,
HLT output rate) for the offline processing and analysis is $O(10^2)$ Hz. The architecture
of the CMS DAQ system is shown in Fig 3.11.

![Figure 3.11. Schematic of the CMS DAQ system architecture [136].](image)

The CMS TriDAS is described in detail in Ref. [142]. While the collision rate in PbPb
runs is much lower than in pp runs $^{12}$, because of the larger data volume per event
($O(10)$ MByte as opposed to $O(1)$ MByte) as well as the larger computing time involved
in the HLT processing $^{13}$, intense commissioning of the CMS TriDAS for the PbPb runs
in 2010 and 2011 were done.

$^{12}$In pp, the collisions rate reaches 600 MHz with approximately 20 inelastic collisions per crossing
(known as “pile-up”) at nominal instantaneous luminosity of $10^{34}$ cm$^{-2}$s$^{-1}$.

$^{13}$During the 2011 PbPb runs, the full Heavy Ion tracking algorithm (see Sec. 5) was ran in the HLT in
addition to the signal zero-suppression algorithms, which required on average $O(1)$ minute.
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3.2.8. Simulations

The Monte-Carlo (MC) simulation of the CMS detector response is made in the CMS Simulation Software (CMSSW) based on the simulation package GEANT4 [143]. The full-scale MC event generation and the simulation of the detector response of the generated particle as well as the reconstruction based on the response are all performed within the CMSSW software framework [144] in the same manner as it is done for ‘real’ data. The analysis of the reconstructed objects (i.e., tracks, vertices, calorimeter energy, and etc) is also usually done in the framework. All the source codes that can be used in the CMSSW framework as well as the technical reference manual is available for browsing, searching and downloading in the following URLs.

- http://cmssw.cvs.cern.ch/cgi-bin/cmssw.cgi/CMSSW/
- http://cmslxr.fnal.gov/lxr/
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While the rate of Pb beam crossing in the CMS detector reaches 8 MHz with an interaction probability of $\mathcal{O}(10^{-4} - 10^{-3})$, only those events with actual PbPb collisions are selected by collisions triggers with given trigger efficiencies and recorded in tape. Further offline selections are performed to select a clean sample of collisions events for analyses. The selected and reconstructed events are classified depending on their collisions geometry and vertex position.

4.0.9. Collision Trigger

An identification of inelastic collision event is made based on the information from various sub-detector systems. Since the collision requires the presence of two beams crossing inside the CMS, a coincidence of the signals from both side of the BPTX detector (i.e., $z^+$ and $z^-$) is minimally required. While the requirement of the BPTX signals ensures the presence of the beams in the $z^+$ and $z^-$ directions with a given efficiency, the presence of the beams does not always ensure the collisions of two Pb ions. This is because the interaction probability for a given beam crossing is much lower than unity, $\mathcal{O}(10^{-3})$, and also there exist interactions between the beam and the gas inside the beam pipe, resulting in ‘beam-halo’, ‘beam-gas’, and ‘beam-scrapping’ events. For the identification (or rejection) of collisions (or non-collision) events, the presence of signals from either or both sides of the forward detectors such as the HF or the BSC, or the presence of at least one reconstructed trajectory of charged particle (i.e., track) and the trajectory–vertex compatibility are required in the tracker. This set of requirements ensures the presence of activities in the CMS detector as a signature of collision, and therefore the presence of collision. A so-called ‘trigger’ is a custom-hardware or software unit that makes a decision based on single or multiple signals readout from the various sub-detectors. It will be discussed further in the following sections, Sec. 4.0.9.1 and Sec. 4.0.9.2.

The analyses presented in this thesis use two types of triggers, a minimum bias (Min-Bias) trigger and jet-triggers. The minimum bias trigger is a trigger that is designed to select a large fraction of total inelastic cross sections of PbPb with a least possible bias as the name suggests. The MB trigger was highly prescaled in the 2010 and 2011 data taking (i.e., only a small fraction, 0.01–0.1%, of all the available MB events are recorded) to fit in the storage limit while other ‘object’ triggers that trigger on a particular object, such as high energetic jet, photon, or muon are either not-prescaled or prescaled by a smaller factor, depending on the energy thresholds. The jet-trigger is one of the object triggers that is designed to select events with jet having the jet energy above a certain
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jet energy threshold. The jet-triggers are used in the analyses presented in this thesis in order to extend the statistical reach of the spectra in the highly prescaled MB sample.

4.0.9.1. Minimum Bias Selection

A clean sample of minimum bias events from PbPb collisions was collected, based on a trigger requiring a coincidence between signals in the opposite sides of either the HF or the BSCs. To ensure a pure sample of inelastic hadronic collision events, additional offline selections were performed. These include a beam-halo veto, based on the BSC timing, an offline requirement of at least 3 towers on each HF with an energy deposit of more than 3 GeV per tower, a reconstructed vertex, based on at least two pixel tracks with $p_T > 75$ MeV/c, and a rejection of beam-scraping events, based on the compatibility of pixel cluster shapes with the reconstructed primary vertex.

The distribution of first layer pixel hits versus total energy deposited in the HF is shown in Fig. 4.1 both before and after all event selections are applied. The combination of the above selections is sufficient to clean up the sample from non-diagonal contributions (beam-gas, beam-halo, beam-scraping, UPC).

Figure 4.1.: (Left panel) Correlation for 60k minimum bias events in one collision run between the number of pixel hits and the total energy deposited by the HF. Good collisions (colored points) have a tight correlation, while events firing the BSC halo bits, displaying beam-scraping event-like features, or lacking a valid reconstructed vertex are off-diagonal (black points). (Right panel) The same correlation for only those events passing all selection cuts described in the text.

The determination of the overall selection efficiency for selecting hadronic inelastic collision is discussed in Sec 4.0.10.2.
4.0.9.2. Jet Events Selection

An identification of an event with jet requires an online jet finding, and energy and position reconstruction. The jet-triggers are based on the calorimeter-based jet reconstruction in heavy ion collisions, which is performed with an iterative cone algorithm modified to subtract the soft underlying event on an event-by-event basis [145]. Details on the jet reconstruction and background subtraction technique can be found in Refs. [145, 146]. The offline jet reconstruction is done using the same jet finding algorithm but with more sophisticated tower cleaning as well as more accurate jet energy correction.

Figure 4.2 shows the efficiency curve for one of the jet-triggers at the HLT level, named as HLT_HIJet50U, where the efficiency is defined as the ratio of the number of triggered events over the number of minimum bias events as a function of the transverse energy \( (E_T) \) of leading jet, i.e., most energetic jet that is found in each event.

![Figure 4.2: Trigger efficiency of HLT jet-trigger with (un-corrected) energy threshold of 50 GeV.](image)

As seen in Fig. 4.2, the efficiency becomes fully efficient above 80 GeV or so, which is higher than the threshold used in the event selection. This is because the offline reconstruction uses more sophisticated tower cleaning and more accurate jet energy correction as well as the narrower \( \eta \) range than in the online reconstruction.

4.0.10. Collision Geometry

In heavy-ion physics, the geometrical aspects of heavy-ion collision is highly relevant for the characterization of the colliding system, and consequently for the characterization of the produced medium and their final state particles that are being detected. Thus, the properties of produced medium in heavy-ion collisions is frequently studied as a function of collision geometry.
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The high energy heavy ion collision can be viewed as the collision of two extended objects with varying impact parameter, $b$, defined as the distance between the centers of the two nuclei that is perpendicular to the direction of the projectile motion as illustrated in Fig. 4.3. The collisions of heavy-ion that can occur in a broad range of impact parameter are divided up in percentile of total inelastic cross section, known as collision ‘centrality’. For example, 0–5% centrality means 5% of the total (inelastic) cross section that are thought to represent the most head-on collision. While the collision impact parameter having a femtoscopic length scale is not a directly measurable quantity, it can be estimated from the modelling of heavy ion collision geometry and associating it with measurable quantities such as $dN/d\eta$, energy deposited in the forward detector, and etc with a basic assumption that the impact parameter $b$ is monotonically related to the number of particles that are produced. Such modelling also allows to determine so-called centrality variables such as the number of nucleons that ‘participate’ in collisions ($N_{\text{part}}$) and the number of binary nucleon-nucleon collisions ($N_{\text{coll}}$) as well as the impact parameter ($b$).

Figure 4.3.: Illustration of high energy nucleus-nucleus collision viewed transversely (left) and sideways (right).

4.0.10.1. Glauber Model and Centrality Variables

A Glauber model \[147\] is most commonly used in the description of the nuclear reactions, and is used for determining the aforementioned centrality variables in relativistic heavy ion physics. It is a semi-classical model of multiple-scattering of nucleons in nuclear target, which treats a nucleus-nucleus collision as independent collisions of the

---

1The size of de Broglie wavelength of nucleus moving nearly at a speed of light is much smaller than the size of nucleus, therefore the geometry of nucleus is a relevant degree of freedom in characterizing collisions. For example, for $^{208}$Pb with a center-of-mass energy of 2.76 TeV, de Broglie wavelength is calculated as $\lambda = 2\pi \hbar/p \approx 2\pi \times 197 \text{MeV} \cdot \text{fm}/2760 \text{GeV}$, which is much smaller than the size of Pb nucleus, $R \approx 7 \text{fm}$.

2Approximating the nucleus as a hard sphere, the impact parameter range is $0 < b < 2R$, where $R$ is a radius of the heavy-ion
nucleons that are distributed inside a nucleus according to a smooth density distribution. In this model, two nuclei are arranged with a random impact parameter, and the interaction probabilities between two nucleons from each nuclei are calculated based on the known nucleon-nucleon inelastic cross section at a given center-of-mass energy \[147, 148\]. The nucleon density is usually parametrized by a ‘Wood-Saxon’ distribution \[148\],

\[
\rho(r) = \frac{\rho_0}{1 + \exp\left(\frac{r-R}{d}\right)}, \tag{4.1}
\]

where \(\rho_0\) is the charge density in the center of the nuclei, \(R\) is the radius of nuclei, and \(d\) is the characteristic length scale known as ‘skin depth’. For example, for a lead ion \(^{208}\text{Pb}\), \(R \approx 7\) fm and the skin depth of \(d = 0.54\) \(\text{fm}\).

The Glauber model assumes that at sufficiently high energy the trajectory of each nucleon with sufficient momentum remains un-deflected as two nuclei pass through each other with an interaction probability given by an inelastic nucleon-nucleon (NN) cross section, \(\sigma_{\text{NN}}^{\text{inel}}\). With this assumption, which holds as a good approximation at high energy \[36\], the total nucleus-nucleus (AA) cross section can be expressed analytically in terms of the inelastic NN cross section \[150\]. While detailed derivations can be found in the respective references, quoting the net result, the total inelastic PbPb cross section at \(\sqrt{s} = 2.76\) TeV is given by \(\sigma_{\text{AA}}^{\text{inel}} = 7660\) mb \[150\] with \(\sigma_{\text{NN}}^{\text{inel}} = 64\) mb. Also, the minimum bias cross section for the hard-process (i.e., process that involves relatively large momentum transfer) is approximately given by \(\sigma_{\text{AA}}^{\text{hard}} = A \times A \times \sigma_{\text{NN}}^{\text{hard}}\) \[150\].

### 4.0.10.2. Centrality Determination

Determination of the aforementioned centrality variables involves two steps: 1. defining centrality class (often referred to as ‘bin’) for a measured distribution that varies monotonically with particle multiplicity (e.g., \(dN/d\eta\), energy deposited in the forward detector, and etc) and a distribution calculated from phenomenological Glauber calculation. 2. associating (mapping) the measured distribution and the calculated distribution in a given centrality bin. A cartoon in Figure 4.4 shows how a measured quantity, charged particle multiplicity in this example, is related to the collision geometry and corresponding centrality variables.

In order to define centrality boundaries and therefore centrality bins in fractions of total inelastic cross section, as shown as dotted lines in Fig. 4.4, it is important to use a clean sample of minimum bias events with a well known (trigger) selection efficiency. The trigger efficiency is estimated based on the simulated minimum bias PbPb events from the heavy ion MC event generator such as HYDJET \[151\] with realistic detector conditions. It is determined for a given multiplicity \(M\) as the fraction of MC events with \(M\) that pass the same offline and online event selections applied in the data, i.e.,

\[
\epsilon(M) = \frac{N_{\text{MC}}^{\text{sel}}(M)}{N_{\text{MC}}(M)}.
\]

The systematic uncertainty of the estimation is determined

\[3\]The radius is calculated based on a empirical formula, \(R = 1.19A^{1/3} - 1.61A^{-1/3}\) and a skin depth \(d = 0.54\) fm as given in \[149\].
4. Event Characterization

Figure 4.4.: A cartoon that illustrates how a measured charged particle multiplicity is related to the collision geometry and centrality variables [148].

by varying the MC parameters that affect the multiplicity and overall normalization with the range of each parameter chosen from the comparison of the multiplicity distribution in the data and MC. The overall efficiency for selecting hadronic inelastic collisions is estimated in this way to be $(97 \pm 3)\%$. It is noted that the sizeable inefficiency indeed comes from the events in the peripheral bin where the particle multiplicity is low (close to that of pp collision in the most peripheral event) compared to the multiplicity in the central events, as one can expect from the fact that the selection efficiency is generally dependent on the particle multiplicity in particular in the tail of the low multiplicity distribution.

In the analyses presented in this thesis, the collision event centrality is determined from the event-by-event total energy deposition in both HF calorimeters. The distribution of this observable in minimum bias events from the 2010 data sample, shown in Fig. 4.5, is used to divide the event sample into 40 centrality bins, each corresponding to 2.5\% of the total inelastic cross section. Figure 4.5 shows the distribution of events according to centrality bin, which is flat by construction for the minimum bias selection, except in the most peripheral events where the trigger and offline event selection are no longer fully efficient. Figure 4.5 also shows the distributions of the total HF energy and of the cross-section fraction for the events selected by single-jet triggers with calibrated transverse energy thresholds of $E_T = 65$ GeV (Jet65) and 80 GeV (Jet80) from the 2011 data samples. The events are analysed in six centrality bins: 0–5\% (most central), 5–10\%, 10–30\%, 30–50\%, 50–70\%, and 70–90\% (most peripheral).

The mean and r.m.s. of the $N_{\text{part}}$, $N_{\text{coll}}$, and $T_{\text{AA}}$ distributions evaluated using fully sim-
Figure 4.5.: (a) Probability distribution of the total HF energy for minimum bias events (black line), Jet65-triggered (blue-shaded region), and Jet80-triggered (red-shaded region) events. (b) Distribution of the events in bins of fractional cross section for minimum bias (black line), Jet65-triggered (blue-shaded region), and Jet80-triggered (red-shaded region) events.

ulated and reconstructed MC events based on the Glauber model of the incoming nuclei and studies of bin-to-bin smearing, caused by finite resolution effects [152], along with their corresponding systematic uncertainties, are listed in Table 4.1 for the six centrality bins used in this analysis. The uncertainties on the centrality variables are derived from the propagation of the uncertainties on the event selection efficiency and on the parameters of the Glauber model, the former being dominant in peripheral bins [33].

4.0.11. Vertex Reconstruction

When a collision occurs, there exists a position in space from which all the primary particles produced in the collision originate. This position in space is known as ‘vertex’ and it is important to know a rather precise vertex position in each event since it is used as a starting point for the reconstruction of charged particle trajectories. Also, the presence of reconstructed vertex in a given beam crossing is used to decide whether a collision takes place or not (see Sec. 4.0.9). In the PbPb bunch crossing a chance of having more than one collisions and therefore more than one vertices was low because of low interaction probability intended in the beam condition during 2010 and 2011 runs. In the pp bunch crossing, on the other hand, the probability was much higher resulting in the number of collisions per bunch crossing to reach up to 20 during the high-luminosity runs.

The reconstruction of vertex position in PbPb collision at CMS is done as follows. First, a rough estimate of the position in $z$-direction is obtained by stepping through
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Table 4.1.: Centrality Tables

<table>
<thead>
<tr>
<th>Centrality bin</th>
<th>( \langle N_{\text{part}} \rangle ) r.m.s.</th>
<th>( \langle N_{\text{coll}} \rangle ) r.m.s.</th>
<th>( T_{\text{AA}} ) (mb(^{-1})) r.m.s.</th>
<th>( T_{\text{AA}} ) (mb(^{-1})) r.m.s.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–5%</td>
<td>381 ± 2 19.2</td>
<td>1660 ± 130 166</td>
<td>25.9 ± 1.06 2.60</td>
<td>25.9 ± 1.06 2.60</td>
</tr>
<tr>
<td>5–10%</td>
<td>329 ± 3 22.5</td>
<td>1310 ± 110 168</td>
<td>20.5 ± 0.94 2.62</td>
<td>20.5 ± 0.94 2.62</td>
</tr>
<tr>
<td>10–30%</td>
<td>224 ± 4 45.9</td>
<td>745 ± 67 240</td>
<td>11.6 ± 0.67 3.75</td>
<td>11.6 ± 0.67 3.75</td>
</tr>
<tr>
<td>30–50%</td>
<td>108 ± 4 27.1</td>
<td>251 ± 28 101</td>
<td>3.92 ± 0.37 1.58</td>
<td>3.92 ± 0.37 1.58</td>
</tr>
<tr>
<td>50–70%</td>
<td>42.0 ± 3.5 14.4</td>
<td>62.8 ± 9.4 33.4</td>
<td>0.98 ± 0.14 0.52</td>
<td>0.98 ± 0.14 0.52</td>
</tr>
<tr>
<td>70–90%</td>
<td>11.4 ± 1.5 5.73</td>
<td>10.8 ± 2.0 7.29</td>
<td>0.17 ± 0.03 0.11</td>
<td>0.17 ± 0.03 0.11</td>
</tr>
<tr>
<td>50–90%</td>
<td>26.7 ± 2.5 18.84</td>
<td>36.9 ± 5.7 35.5</td>
<td>0.58 ± 0.09 0.56</td>
<td>0.58 ± 0.09 0.56</td>
</tr>
</tbody>
</table>

from -30 to 30 cm and determining the compatibility of the pixel cluster lengths with the vertex hypothesis, as illustrated in Fig. 4.6. The maximum in the number of compatible hits is called the ‘cluster vertex’. For the precise determination of the position not only in the \( z \) direction, but also in \( x \) and \( y \) directions, the hits in the pixel tracking system are used. Starting from a tracking region around this cluster vertex, groups of the three “hits” in the subsequent pixel layers (pixel triplet) that are compatible with a trajectory assumption are generated. The \( \eta-\phi \) extent of the tracking region is restricted in events with many pixel hits as the quality of the vertex reconstruction does not improve significantly for more than \(~50\) tracks, limiting the the time to perform the pixel triplet generation in a reasonable time scale \((t << 1 \text{ min per event})\). From the generated pixel triplets, the median peak position is found. The pixel triplet tracks from the previous step that are compatible with the beam-spot position in \( x-y \) position and this median vertex position in \( z \) are passed to a full 3-d vertex fitter.
The beam-spot is the luminous region produced by the colliding beams at CMS, which is measured in an average over many events. The width of the “beam-spot” in the CMS interaction region during the nominal run is expected to be about 16µm and vary approximately within 20% during a beam lifetime, $\mathcal{O}(10)$ hours. The beam-spot position is used as a precise estimate of the interaction region in $x-y$ direction, which provides a constraint for the vertex reconstruction as well as the track reconstruction (see Sec 5). The beam-spot measurement is done with the so called $d_0-\phi$ algorithm [153, 154], which is based on a fast $\chi^2$ fit of the parametrized track impact parameter distribution as a function of $\phi$, i.e., $d_0(\phi)$.

In the cases where there are sufficiently many tracks for the fit to succeed, the 3-d vertex is used. For very low multiplicity events where the fit fails, it chooses the 1-d median vertex for the $z$ position and the beam spot for the transverse position. Figure 4.7 shows a comparison of the reconstructed $z$-vertex distribution between the data and the HYDJET simulated MC events for different centrality bins. It shows nicely that the distribution in the data and MC are in a good agreement throughout the centrality bins.

![Figure 4.7: rz distributions of reconstructed vertices in data and MC for different centrality bins](image)

The resolution of vertex reconstruction in $(x,y,z)$ are determined by a data-driven method. All the tracks in a single event are randomly divided into two two sub-events. The vertex reconstruction is performed separately based on the tracks in each sub-event and the difference of the $x, y, z$ positions between the two resulting vertices are related to a vertex resolution in each direction. The vertex resolution in each direction determined in this way is shown in Figs. 4.8 as a function of the number of associated tracks $N_{trk}$ (i.e., tracks that are found to be compatible with a vertex) and compared to the resolution obtained from the comparison of generator level (i.e., “true”) and reconstructed vertex position in the HYDJET and AMPT MC samples. The pull distribution, defined as the residuals divided by sum in quadrature of the uncertainty, $|V_z^{1} - V_z^{2}|/\sqrt{\sigma_1^2 + \sigma_2^2}$ with $V_z$ representing the $z$ vertex position, are also shown in the right panel. While the resolution stays almost independent of the number of associated tracks around 50 µm in the transverse direction and 30 µm in the $z$ direction for $N_{trk} > 10$, below 10 associated tracks, there’s a strong $N_{trk}$ dependence in all directions, implying the vertex resolution
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in more peripheral event is poorer.

Figure 4.8.: Vertex resolution and pull size in $x$, $y$, $z$ directions as a function of the number of associated tracks.
5. Particle Reconstruction

The reconstruction of charged particles is performed based on hits (i.e., measurement points) in the silicon pixel and strip detectors. The standard CMS track reconstruction algorithm used in pp collision, known as the combinatorial track finder, consists of three steps with multiple iterations of each step [155, 156]. Final track selections, which are tuned to achieve high track reconstruction efficiency with low fraction of misidentified tracks (‘fake’), are followed for the measurements of charged particle momentum spectra. While the reconstruction of charged particles in PbPb collisions is based on the standard CMS pp tracking, it is slightly modified to cope with the challenges presented by the much higher hit density in central PbPb collisions. It also uses additional information based on the energy deposition in the CMS calorimeters to achieve high tracking efficiency while keeping the fake fraction low even in the most dense track environment in the central PbPb collisions.

5.1. Generation of Seeds

The first step in the standard CMS track reconstruction is to generate “seed” by grouping two (pairs) or three (triplets) reconstructed hits in the pixel barrel and endcap detectors with constrains from a beam spot or a vertex position [157], which are reconstructed as described in Sec. 4.0.11. Prior to the seed generation, the spatial positions of hits each track leaves in the pixel and the silicon detectors are ‘reconstructed’ and used as input for the track reconstruction as described in the sections that follow.

5.1.1. Hit Reconstruction

The reconstruction of hits, so-called ‘local reconstruction’, transforms the digitized hit information into the reconstructed hits in the local coordinate system \(^1\) of the sensors in the tracker and is done in two steps. First, a set of adjacent pixels or strips above threshold \(^2\) are grouped to form a ‘cluster’, known as clustering [158, 159]. With a finite width of the pixel and silicon sensor, an incoming particle does not always enter and leave the same sensor, rather it drifts inside the sensor resulting in a charge sharing over more than one silicon sensor. The drift is enhanced in the presence of the magnetic field due

---

\(^1\)In the local coordinate system, \(x\)-axis is defined as a direction perpendicular to the beam axis, \(y\)-axis is defined as a direction parallel to the beam axis, and \(z\)-axis is defined as a direction that is always perpendicular to the silicon module [158].

\(^2\)The average effective thresholds in the pixel detector are approximately 3500e in the barrel and 3000e in the endcap, where \(e\) is the magnitude of the electron charge [125].
to the Lorentz force. Figure 5.1 shows the cluster charge distributions measured in the pixel barrel and in the endcap from the 0.9 TeV minimum bias data and fully simulated PYTHIA MC samples. The comparison between the data and MC shows a good agreement except the data distribution is slightly wider possibly due to the gain variation in pixel [125].

Figure 5.1.: Distribution of the cluster charge in the pixel barrel (left) and in the endcap (right) [125]. The same figure with the semi-log scale is shown in the inset.

For a given cluster, the hit position is evaluated with the projected impact angles of the track onto the local coordinate system. With the size of charges deposited in the sensor at the incidence and at the departure, along with the information of the shared charge width determined from the projected angles, the hit position in the \( x \) – \( y \) direction is computed \(^3\) along with the corresponding position uncertainty based on a parametrization of the error as a function of the cluster size and the angles or the root-mean-square values of the hit residual in the absence of the angles information [158]. If only one sensor has been hit, the middle of the sensor in the local \( x \) and \( y \) directions will be the position coordinate.

### 5.1.2. Pair and Triplet Seed Generation

From various combinations of hits in the two subsequent pixel layers in the barrel and endcap (e.g., 1st and 2nd layers, 1st and 3rd layers, 2nd and 3rd layers, and etc), hit pairs are formed. Figure 5.2 and Fig. 5.3 shows all possible layer and disk combinations of pixel hits used for finding pixel pairs and pixel triplets, respectively. Starting from the outer layer, a second hit in the inner layer is searched, constrained by the vertex (or beam-spot) position and the outer layer hit position and guided by the analytical prediction for its position. The pixel triplet is formed by adding one more hit to a given pixel pair.

\(^3\)It’s basically the geometric center of the cluster with the adjustment due to the weighting with the size of charges and a correction due to the Lorentz shift [158]
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From the found pixel pair and triplets, corresponding seeds are generated with the track parameters and its uncertainties estimated using the equations of an ideal helix passing through two hits with the beam-spot or vertex position in case of pixel pair and three hits in case of pixel triplet, from which the radius of the curvature \( R \) is extracted and the momentum \( p_T(\text{GeV/c}) \approx 0.003BR[T][\text{cm}] \) is estimated.

![Possible pixel layer and disk combinations for finding pixel pairs.](image)

**Figure 5.2:** Possible pixel layer and disk combinations for finding pixel pairs.

![Possible pixel layer and disk combinations for finding pixel triplets.](image)

**Figure 5.3:** Possible pixel layer and disk combinations for finding pixel triplets.

### 5.1.2.1. Track Parameters

In the CMS track reconstruction [156], the five parameters are used to describe a trajectory of track. The five parameters are the coordinates in the transverse plane \( (d_0) \) and in the longitudinal plane \( (z_0) \), the azimuthal angle of the momentum vector \( (\varphi) \), the (cotangent of) polar angle \( (\cot(\theta)) \), and the transverse momentum \( p_T \), defined at the point of closest approach of track to the beam axis, i.e., the impact point. With this parametrization, the helix equation of motion of a track in the presence of a magnetic field parallel to the \( z \)-axis is given by [156, 160]
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\begin{align*}
x(\varphi) &= x_r + d_0 \sin \varphi_p - \frac{p_T}{q B_z} (\sin \varphi - \sin \varphi_p) \quad (5.1) \\
y(\varphi) &= y_r - d_0 \sin \varphi_p + \frac{p_T}{q B_z} (\cos \varphi - \cos \varphi_p) \quad (5.2) \\
z(\varphi) &= z_r + z_0 - \frac{p_T}{q B_z} (\varphi - \varphi_p) \cot(\theta) \quad (5.3)
\end{align*}

where \( \vec{r}_r = (x_r, y_r, z_r) \) is the reference point, \( q \) is the magnitude of the charge, and \( B_z \) is the \( z \)-component of the magnetic field.

5.2. \textit{Trajectory building}

The seed found in the first step is then propagated outward using a combinatorial Kalman filter \(^4\) algorithm in search of compatible hits \([162]\), which is equivalent to a global least square minimization \([163]\). The propagation is done by extrapolating the first estimate of track parameters obtained from the seed to subsequent layer according to equations of motion of a charged particle in a constant magnetic filed (i.e., helix motion). The propagation accounts for multiple scattering and energy loss in the traversed material. To find compatible hits, a compatible pixel or strip layer is first determined. A detector layer is consider compatible if the position of the extrapolated trajectory on the detector layer is within \( n \times \sigma \) of the position uncertainty on the layer with \( n \) ranges between 3 to 5 configurably. For each compatible detector layer, compatible hits (or measurements) are found based on the \( \chi^2 \) residual between the measured positions and the predicted position from the the initial seed.

A compatible hit is added to the trajectory and the track parameters and the respective uncertainties are updated accordingly. When there's more than one compatible hit are found, multiple trajectories are created for each compatible hit in parallel (i.e., combinatorial). If there's no hit found in a certain compatible layer, a trajectory is still propagated further treating it as ‘invalid’ hit in order to maximize the track finding efficiency. This procedure of trajectory building is repeated until there's no furhter compatible hit is found or the outermost layer of the tracker is reached. Once all the possible trajectories are built from the seeds, cleaning step is applied to remove potentially duplicate tracks. Duplicate tracks are created when the same trajectory is built twice from two different seeds or more than one trajectory are built from a single seed. Based on a shared hit fraction defined as \( f_{\text{shared}} = \frac{N_{\text{hit}}^{\text{shared}}}{\min(N_1^{\text{hit}}, N_2^{\text{hit}})} \), the track with the least number of hits is removed. This cleaning is repeated for all the possible combination of the built trajectories.

\(^4\)The Kalman filter is in general a set of mathematical equations used to estimate the states of dynamic system recursively (i.e., the state is updated with the inclusion of new measurements) in a way that the a global least square error is minimized. The update of the state is done recursively with the inclusion of new measurement, i.e. repetition of (\textit{prediction} \rightarrow \textit{measurement} \rightarrow \textit{filtering}) \([161]\).
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5.2.1. Final track fit and Iterations

Lastly, the collection of hits in each trajectory built from the previous steps is fitted with a least $\chi^2$ in the form of Kalman filter for the final and optimized estimation of the track parameters. The aforementioned steps with the track selections described in the following section are performed up to six iterations with different combinations of the seed types (e.g., pixel pair, pixel triplet, or pixel pair+pixel triplet) and the (seeding) track selection criteria for seeding tracks, which are progressively looser, which is known as ‘iterative tracking’. At each iteration, those hits that are unambiguously belonging to the tracks found in previous iteration are removed to avoid creating duplicate tracks. While the first two iteration ($0^{th}$ and $1^{st}$) suffice to find the vast majority of primary tracks, the next iterations ($2^{nd}$ and $3^{rd}$) and the final two iterations ($4^{th}$ and $5^{th}$) are designed to find tracks with displaced vertex position and tracks with no pixel hits, respectively [164]. Detailed settings of each iteration can be found in Table 5.1 (Sec. 5.2.2).

For a given track trajectory, the momentum $\vec{p}$ is estimated as follows. The momentum components, projected onto $\rho - \phi$ and $\rho - z$, are determined first. perpendicular and parallel to the beam axis. From the measured $p_T$, the size of the momentum ($|\vec{p}|$) is determined from $p = p_T/\cos \lambda = 0.3 BR/\cos \lambda$. $p_i$ can be determined at a given point. The uncertainty for the momentum estimation is directly translated from the uncertainty of the $R$ determination with a given number of measurements.

5.2.2. Track Selections

In order to minimize fake tracks retaining high track reconstruction efficiency, a set of quality selections is made for the reconstructed tracks (i.e., ‘quality cuts’). The tracks that satisfy the standard (tightest) quality selections made in CMS is called highPurity tracks. This criterion, described in Ref. [154], consists of numerous selections on the properties of the tracks, including the normalised $\chi^2$, the compatibility with the beamline and primary vertices, the number of valid hits, and etc. A list of quality variables used in the selection is listed below.

- Number of valid hits: $N_{valid \, hits}^\text{valid}$
- Number of detector layers with measurements: $N_{\text{layers}}$
- Fit chi-square and normalized fit chi-square: $\chi^2 (\chi^2/N_{d.o.f})$
- Distance of closest approach in $x - y$ direction: $d_0$ (or $d_{xy}$)
- Corresponding error of $d_0$: $\sigma(d_0)$
- Distance of closest approach in the longitudinal direction: $d_z$
- Corresponding error of $d_z$: $\sigma(d_z)$
- Relative $p_T$ error: $\sigma(p_T)/p_T$
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and the combined variables such as \(d_{0,z}/\sqrt{\sigma(d_{0,z}^2) + \sigma(v_{0,z})}\) are also used as it is proven to be more discriminant between the genuine and fake tracks. The variables related to the distance of closest approach of track at the point of impact, (i.e., transverse and longitudinal impact parameter), which is calculated with respect to the vertex position, are referred to as 'vertex compatibility'. The aforementioned iterative tracking uses different settings in each iterations, which can be found in Table 5.1. The parameters are slightly different as they are tuned in each software (CMSSW) version, which can be found from the CMS Iterative Tracking page [165].

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Seeding Layers</th>
<th>(p_T) cut (GeV/c)</th>
<th>(d_0) cut (cm)</th>
<th>(d_z) cut (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>pixel triplets</td>
<td>0.5</td>
<td>0.2</td>
<td>15.9</td>
</tr>
<tr>
<td>1</td>
<td>pixel pairs</td>
<td>0.9</td>
<td>0.2</td>
<td>0.2*</td>
</tr>
<tr>
<td>2</td>
<td>pixel triplets</td>
<td>0.2</td>
<td>0.2</td>
<td>17.5</td>
</tr>
<tr>
<td>3</td>
<td>pixel pairs</td>
<td>0.35</td>
<td>1.2</td>
<td>7.0</td>
</tr>
<tr>
<td>4</td>
<td>TIB 1+2 and TID/TEC ring 1+2</td>
<td>0.5</td>
<td>2.2</td>
<td>10.0</td>
</tr>
<tr>
<td>5</td>
<td>TOB 1+2 and TEC ring 5</td>
<td>0.8</td>
<td>5.2</td>
<td>10.0</td>
</tr>
</tbody>
</table>

Table 5.1.: Setting for each iteration in the iterative tracking. The \(p_T\) cut and impact parameter cuts are applied during the seeding. \(d_z\) is calculated with respect to the center of the CMS detector except the 1st iteration where it’s calculated with respect to the reconstructed vertex, noted by the symbol *.

For the measurement of charged particle \(p_T\) spectra in pp collision, in order to minimise the contribution from misidentified tracks and tracks with poor momentum resolution following quality cuts are additionally applied to the highPurity tracks: the requirement of at least five hits on the track \((N_{\text{hit}}^{\text{valid}} \geq 5)\), the normalized \(\chi^2\) per degree of freedom divided by the number of tracker layers used in the fit less than a maximum value which varies from 0.48 and 0.07 depending on \(\eta\) and \(p_T\), \((0.48 \geq (\chi^2/N_{\text{d.o.f}})/N_{\text{layers}} \geq 0.07)\) and a relative momentum uncertainty of less than 20% \((\sigma(p_T)/p_T \geq 0.2)\). Furthermore, to reject non-primary tracks (i.e., the products of weak decays and secondary interactions with detector material), selections are placed on the impact parameter of the tracks with respect to the primary vertex position. Specifically, the transverse and longitudinal impact parameters are required to be less than 0.2cm and also less than 3 times the sum in quadrature of the uncertainties on the impact parameter and the corresponding vertex position, \(d_{0,z}/\sqrt{\sigma(d_{0,z}^2) + \sigma(v_{0,z})}\), where \(\sigma(v_{0,z})\) is the uncertainty in the vertex position in the transverse and longitudinal direction. In the case of multiple quality reconstructed vertices in the minimum bias event samples, tracks that pass the impact parameter selections with respect to any vertex are used in the analysis. The number of events, by which the track \(p_T\) distribution is normalised, is then scaled by a factor to account for the event pileup fraction.
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Due much higher track density environment in central PbPb collisions compared to pp collisions of the measurements, the default pp tracking reconstruction described in the previous sections does not work optimally in terms of reconstruction time, often causing abnormal termination of CPU during the execution of the reconstruction algorithms. Moreover, it generates large fraction of fake tracks due to high combinatorial backgrounds in central PbPb collisions. For the reconstruction of charged particles in PbPb collisions, therefore, some criteria in the pp tracking reconstruction have been fine-tuned to cope with the challenges presented by the higher track density. Also, the ‘heavy-ion tracking’ is comprised of three iterations instead of six. For the final track selection, calorimeter information is additionally used as a handle for discriminating the genuine and fake tracks.

5.3.1. Tracking Environment in PbPb Collisions

With the near simultaneous collisions of many nucleons that can occur in heavy-ion collision, much higher number of charged particles are produced in PbPb collisions than in pp collisions. The charged particle multiplicity reaches about 1600 per unit pseudo-rapidity in the most central (0–5%) collisions compared to about 5 charged particles in the minimum bias events at the same center-of-mass energy. Therefore, it poses a large number of hits and combinatorial background to deal with in the heavy-ion tracking. Figure 5.4 shows the average occupancy of the tracker barrel, defined as a fraction of the total number of strip modules that are ‘activated’ (i.e., signal above threshold), made for the minimum bias pp collision and the HYDJET MC simulation in 0–5% central event. The average occupancy for the minimum bias PbPb collision stays below about 10%.

The high occupancy environment affects the pixel and the strip detector hardware and readout electronics, which is detailed in the following section. In order to deal with the high track hit density posed by the larger track multiplicity, the heavy-ion tracking algorithms are tuned to have in general tighter settings with limited number of tracking iterations. While the default heavy-ion tracking is done in a single tracking iteration based on the pixel triplet seeding, the higher iterations (2nd and 3rd) are used as well for analyses that use high $p_T$ tracks as object including the analysis presented in this thesis.

5.3.1.1. High Occupancy Effects in Hardware and Readout

While the occupancy in the pixel system is rather low (at a few % level) due to high granularity of the system, the readout chain with finite buffer size can still be highly affected leading to data losses. The readout chip (ROC) or the FED input with finite

---

5In heavy-ion tracking, the iteration starts from 1st instead of 0th by convention.
6The number of charged particles per pseudo-rapidity, $dN/d\eta|_{|\eta|<0}$ in the most central collision (0–5%) of PbPb collisions at $\sqrt{s_{NN}}=2.76$ TeV is measured as $1612 \pm 55$ [166] while it is estimated to be 3.8–4.8 based on the extrapolation [166] of the measurements [167, 168] at $\sqrt{s}$=2.36 TeV.
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Figure 5.4.: Tracker occupancy in pp minimum bias event (Left). Tracker occupancy in PbPb 0–5% event (Right).

Buffer sizes\(^7\) can be overflowed where there is a large number of hits in a central PbPb event [169], in particular when there are subsequent events with high multiplicity (i.e. subsequent central events). To prevent such buffer-overflow and the breakdown of the readout chain, \(\phi(10\,\mu s)\) of hold-off was introduced in the pixel firmware. While the loss of data due to the hold-off was negligible during the 2010 PbPb run, during the 2011 run when the interaction frequency was higher, up to a few % of dead-time of the detector readout was caused because of the hold-off.

As seen from Fig 5.4, the occupancy in the silicon strip tracker (SST) system in PbPb collisions is sizeable compared to that of pp collisions. The high detector occupancy can directly affect the track reconstruction efficiency via potential hit losses caused by incorrectly identified noise or pedestal thresholds that are dependent on the detector occupancy [169]; The analogue data transferred from each APV (see Sec 3.2.1.2) in the SST go through pedestal subtraction, Common Mode Noise (CMN) subtraction and FED zero-suppression based on the Zero-Suppression (ZS) algorithm implemented in the firmware, transferring only useful signal information. If the ZS algorithm identify the related thresholds incorrectly, it can lead to a potential hit loss and in turn the track reconstruction efficiency. Figure 5.5 shows an example distribution of the ADC counts in each strip in the 7 APV modules. From the dotted black line to the solid red line, it illustrates how big he size of the pedestal and the CMN are. The strips ADC counts that are highlighted as yellow represent the incorrectly identified baseline that can potentially lead to hit losses.

During the 2010 PbPb run, the ZS algorithm was not performed in the detector readout chain, known as tracker Virgin Raw (VR) mode, since the default ZS algorithm used in pp collisions was not optimized for identifying thresholds in the high occupancy. As a

\(7\)For each double-columns (DCOLs), consisting of 160 pixels, up to 31 hits can be buffered before it is reset. As for the FED, 1000 pixel per readout link that connects a ROC to the FED can be buffered [169].
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Figure 5.5.: Distribution of the ADC counts for each strip and the illustration of the Zero-Suppression

consequence of running in the VR mode, the data volume of about 20 MB per event (10$>_{\text{times}}$ larger than that of pp collision data) regardless of event centrality had to be handled until the ZS algorithm specifically developed for heavy-ion collisions was finally performed in the offline data reconstructions. During the 2011 PbPb run, on the other hand, the ZS algorithm, which was improved based on the 2010 data, was performed in the High Level Trigger (HLT) system, allowing smaller data volume to be handled and to be stored in the storage.

5.3.2. Heavy-ion Tracking

First, prior to track reconstruction, the three-dimensional primary vertex position is fitted from a collection of pixel triplet tracks reconstructed from a region around the beam spot as described in Sec. 4.0.11. Next, to reduce the random combinatorial background, track candidates are only built from triplet seeds. The seeds from a restricted region within 2 mm of the primary vertex are constructed with a minimum $p_T$ of 0.9 GeV/c. Further selections are made before propagating the seed trajectories through the strip tracker to build fully reconstructed tracks. The selections include a ‘loose’ requirement of the track fit $\chi^2$ less than 1000, the distance of closest approach ($d_0$) of track in the transverse direction less than 0.3 cm, and lastly the maximum distance of closest approach of track in the longitudinal direction ($d_z$) less than 6 times the corresponding error ($\sigma(d_z)$).

5.3.3. Higher Tracking Iterations

To improve the track reconstruction efficiency, two more iterations of the tracking are performed after removing hits unambiguously belonging to the tracks found in the first
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In the second and third iterations, more efficient pp-based pixel pair and triplet seedings are used, respectively. While using the pp-based pixel pair seeding in the first iteration would have resulted in the larger number of seeds due to the combinatorial, using it in the higher iteration results in the number of seeds that can be further reconstructed within the available CPU and memory budget because the number of hits remaining after the first iteration is highly reduced. A set of ‘tight’ quality cuts are applied on the tracks found in the 2nd and 3rd iterations before they are merged with the tracks from the first-iteration to ensure that the additional tracks from the higher iterations have high purity (i.e., high real-to-fake track ratio) The selection includes the requirement of at least fourteen hits on the track ($N \geq 14$), the normalized $\chi^2$ per degree of freedom divided by the number of tracker layers used in the fit less than 0.15 ($(\chi^2/N_{\text{d.o.f}})/N_{\text{layers}} \leq 0.15$), a relative momentum uncertainty of less than 5% ($\sigma(p_T)/p_T \leq 0.05$), and aforementioned vertex compatibility less than three ($d_{0,z}/\sqrt{\sigma(d_{0,z}^2)+\sigma(v_{0,z})}\leq 3$).

5.3.4. Track-calorimeter Matching

Lastly, the calorimeter (ECAL and HCAL) information is used to improve tracking efficiency at high $p_T$ (\(\geq 30 \text{ GeV/c}\)) by requiring looser quality criteria for tracks that are determined to be calorimeter compatible. This is possible because genuine tracks with high $p_T$ are expected to leave large energy deposits in the calorimeter. Figure 5.6 shows the correlation between the energy deposited in the calorimeter systems, ECAL, HCAL, and both ECAL and HCAL with the momentum of individual track separately for the real (colored) tracks and the fake (empty box) tracks. The red line illustrates that a large fraction of the fake tracks can be rejected without loss of the real track at a given momentum.

![Figure 5.6: Correlation between the calorimeter energy deposit and the track momentum.](image)

Tracks are matched to the closest calorimeter cell in ($\eta$, $\phi$), where $\phi$ is the azimuthal angle of the track. A track is determined to be compatible with the matched calorimeter cell if the sum of the transverse energy measured by the electromagnetic and hadronic...
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calorimeter cells is above a minimum fraction (30%) of the track transverse momentum in addition to a requirement of the closest distance in \((\eta, \phi)\) smaller than a \(p_T\) dependent cut which varies from \(\sim 0\) to 0.087\(^8\).

5.3.4.1. Track Selections

A set of quality cuts is applied on the all iterations combined tracks. If a certain track is calorimeter compatible, looser set of selections are performed. On the other hand, in case of calorimeter-incompatible tracks, ‘tight’ quality criteria are imposed. To summarize the quality cuts that are applied on the tracks differentially for the two cases,

- ‘Loose’ selections for calorimeter-compatible tracks
  - \(N_{\text{valid}}^{\text{hits}} \geq 10\)
  - \(\sigma(p_T)/p_T \leq 0.1\)
  - \((\chi^2/N_{\text{d.o.f}})/N_{\text{layers}} \leq 0.15\)
  - \(d_{0,z}/\sqrt{\sigma(d_{0,z}^2) + \sigma(v_{0,z})} \leq 8\)

- ‘Tight’ selections for calorimeter-incompatible tracks
  - \(N_{\text{valid}}^{\text{hits}} \geq 13\)
  - \(\sigma(p_T)/p_T \leq 0.05\)
  - \((\chi^2/N_{\text{d.o.f}})/N_{\text{layers}} \leq 0.15\)
  - \(d_{0,z}/\sqrt{\sigma(d_{0,z}^2) + \sigma(v_{0,z})} \leq 3\)

Since the tracks from the 2nd and 3rd iterations are selected with event tighter selections, the quality cuts did not reject any tracks from the higher iterations. The distributions of the tracks qualities are shown for the the final tracks that passed the aforementioned quality selections between the data and MC in Fig 5.7. Two different versions (39X and 44X) of the MC are shown for the simulations of the detector with realistic detector condition in 2010 and 2011, respectively. The later MC simulation is further divided into two different \textit{HYDJET} ‘tunes’, later being tuned to the various results obtained based on the 2010 data \[170\]. The difference between the two is negligible. The same quality distributions shown in bins of \(p_T\) and centrality can be found in Appendix B. Overall, the simulated and reconstructed \textit{HYDJET} MC describes the reconstructed data reasonably well, justifying the use of the \textit{HYDJET} MC as the tracking inefficiency corrections.

\(^8\)The exact \(p_T\) dependent cut is given by \(0.087/(1.0+0.1\exp(-0.28(p_T-20)))\), which is determined from calorimeter-matching cut study.
Figure 5.7.: Track quality distributions. From the top left, it is $N_{\text{valid hits}}$, $\sigma(p_T)/p_T$, $(\chi^2/N_{\text{d.o.f}})/N_{\text{layers}}$, $d_0/\sqrt{\sigma(d_0^2)+\sigma(v_0)}$, and $d_z/\sqrt{\sigma(d_z^2)+\sigma(v_z)}$. 
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5.3.5. Tracking Performance in PbPb

The tracking performance of the tracks that are selected in the previous section is evaluated based on simulated minimum bias PbPb events from the HYDJET [151] generator and from the HYDJET sample mixed at the level of simulated hits with QCD events generated with different setting of the hard-scattering scale $\hat{p}_T=30, 50, 80, 110, \text{ and } 170 \text{ GeV}/c$ from PYQUEN [151], a generator for the simulation of rescattering as well as radiative and collisional energy loss of hard partons in heavy-ion collisions. The latter samples, which by construction produce hard-scattering (i.e., jet) in every event, are needed since the minimum bias sample alone requires numerous number of event generation to achieve a similar statistical reach of high $p_T$ particles in the data due to steeply falling nature of high $p_T$ particle production probability. The performance includes the geometrical acceptance of the detector ($A$), the efficiency of the reconstruction algorithm ($e$), the fraction of the tracks for which a single charged particle is reconstructed as more than one track, known as ‘multiple’ reconstruction fraction ($M$), the fraction of tracks corresponding to non-primary charged particles, known as secondary fraction ($S$), and the fraction of misidentified tracks that do not correspond to any charged particle, known as ‘fake’ fraction ($F$). Figure 5.9 shows the global tracking efficiency (i.e., the algorithmic efficiency times the geometrical acceptance) and the fake rate of the selected tracks as a function of $p_T$ for tracks with $|\eta| < 1$, evaluated from various MC sample. Figure 5.10 shows the secondary and multiple reconstruction fractions as a function of $p_T$ for tracks with $|\eta| < 1$, evaluated from the sample (i.e., HYDJET embedded dijet sample with hard-scattering scales of 170 GeV/c) with the highest statistics up to 100 GeV/c.
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Figure 5.9.: Global tracking efficiency and fake rate evaluated from MinBias sample and HYDJET embedded dijet sample with hard-scattering scales of 50, 80, 170 GeV/c.
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Figure 5.10.: Secondary fraction and multiple reconstruction fraction evaluated from the HYDJET embedded dijet sample with hard-scattering scales of 170 GeV/c.
6. Obtaining Charged Particle Spectra

The primary charged particle momentum spectra in the form of ‘invariant yield’ can be constructed based on the measured number of charged particle tracks in a given momentum and pseudorapidity bins. The invariant yield is defined as

\[
E \frac{d^3 N_{ch}}{d^3 p} = E \frac{d^3 N_{ch}}{d p_x d p_y d p_z} \tag{6.1}
\]

which describes the number of primary charged particles \(N_{ch}\), defined to include decay products of particles with proper lifetimes less than 1 cm, per event in a given momentum phase space, \(p = (p_x, p_y + d p_y)\), similarly as introduced in Eq. 2.16 in Sec. 2.4.3.1. Since the average distribution of produced single-particle is symmetric in the azimuthal direction, the invariant yield can be integrated over the azimuthal direction after recasting Eq. 6.1 into the cylindrical coordinate.

\[
E \frac{d^3 N_{ch}}{d^3 p} = E \frac{d^3 N_{ch}}{p_T d p_T d \phi d p_z} = E \frac{d^2 N_{ch}}{2 \pi p_T d p_T d p_z} \tag{6.2}
\]

Now, using the expressions \(E = m_T \cosh(y)\) and \(p_z = m_T \sinh(y)\), the invariant yield formula can be expressed as a function of rapidity \(y\), which can be further rewritten in terms of pseudorapidity \(\eta\) with the approximation for relativistic particles \((E \gg m)\).

\[
E \frac{d^3 N_{ch}}{d^3 p} = \frac{1}{p_T} \frac{d^3 N_{ch}}{d p_T d \phi d y} \approx \frac{1}{p_T} \frac{d^3 N_{ch}}{d p_T d \phi d \eta} \tag{6.3}
\]

Since the analysis is done on the inclusive high-\(p_T\) particle production without the identification of particle species, \(\eta\) is measured instead of \(y\). It can be seen clearly from Eq. 6.3 that the formula is indeed invariant under the Lorentz transformation \((\hat{y} = y + \text{const.} \Rightarrow d \hat{y} = d y)\) since the rapidity transforms additively.

Knowing the time-integrated luminosity of the analysed data sample, \(\int \mathcal{L} d t\), the invariant differential cross section can be obtained by normalizing the corresponding yield by the integrated luminosity,

\[
E \frac{d^3 \sigma_{ch}}{d^3 p} = \frac{1}{\int \mathcal{L} d t} \times E \frac{d^3 N_{ch}}{d^3 p} \tag{6.4}
\]

where the luminosity is measured using the HF detector as described in Ref. [171, 172].
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6.0.6. Correction to Raw Spectra

To arrive at the final invariant yield for a given centrality bin, a number of corrections are applied to the raw charged spectra according to the following equation:

\[
E d^3N_{ch} = \frac{\sum_{E_T} N_{raw}^{track}(E_T, p_T, \eta) \cdot w_{tr}(p_T, \eta, E_T^{jet})}{2\pi p_T \cdot \delta p_T \cdot \delta \eta \cdot N_{selected}} \tag{6.5}
\]

where \( N_{raw}^{track} \) is the raw number of tracks in a bin with transverse momentum width \( \Delta p_T \) and pseudorapidity width \( \Delta \eta \), \( E_T^{jet} \) is the transverse energy of nearby jet \(^1\) and \( N_{selected} \) is the number of selected events. A track weight \( w_{tr} \) is applied as a function of of pseudorapidity, transverse momentum, transverse energy of nearby jet, and event centrality, variables that the tracking performance are most dependent on, and it is given by

\[
w_{tr}(p_T, \eta, E_T^{jet}) = \frac{(1-F) \cdot (1-S)}{A \cdot e^{tr} \cdot (1+D)} \tag{6.6}
\]

accounting for the geometrical acceptance \( (A) \), the algorithmic efficiency \( (e) \), the multiple reconstruction fraction \( (M) \), the secondary fraction \( (S) \), and the fake fraction \( (F) \), as introduced in 5.3.5.

Figure 6.1 shows comparisons between the reconstructed (i.e., simulated with the detector response and track finding algorithms performed) and corrected (i.e, weighted by \( w_{tr} \)) MC spectra and the generator-level MC “truth” (i.e, input) spectra for the same selected events in different centrality bins, referred to as “closure test” plot, for the pure MB sample, the MB and QCD mixed events sample, respectively. It demonstrates that the truth spectra can be rebuilt from the reconstructed spectra by correcting for the known tracking inefficiency. The latter mixed samples are used to check wider momentum range.

6.0.6.1. Trigger Matching

The reconstructed and tracking inefficiency corrected \( p_T \) spectrum in the minimum-bias events and in the jet-triggered events are combined after normalizing each spectrum by “equivalent number of MB events”. The equivalent number of MB events means that the number of event that would have required in the MB sample to reach a same kinematic (i.e., \( p_T \)) reach in a given jet trigger. For the MB sample, it’s simply the number of events in the sample (after correcting for a possible trigger inefficiency). For the jet-triggered sample, it can be calculated by scaling the number of events in a well defined jet \( E_T \) range with the scaling factor obtained from the ratio of all MB events to the number of events in the same jet \( E_T \) range in the MB sample. The jet \( E_T \) range is chosen such that the lower boundary sits well above the jet \( E_T \), above which the jet-triggering is fully efficient (i.e, every event with jet having \( E_T \geq E_T' \) is triggered therefore recorded by

\(^{1}\)The nearby jet is defined for a given track as a jet that is closest in \((\eta, \phi)\), i.e., \( \Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} \). If no jet is found within \( \Delta R \) of 0.8, it’s categorized as no nearby jet, assigning 0 to the nearby jet energy.
Figure 6.1.: Closure test of MC-based tracking corrections applied to reconstructed MC (HYDJET), MC (HYDJET + PYTHIA QCD $p_T > 80$ and 170 GeV/c) events and compared to the generator-level truth for different centralities
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the jet-trigger) in order to avoid the inefficiency in the jet-trigger. Also, the jet $E_T$ is chosen in the range where there exists sufficient statistics in the MB sample to ensure the determination of the scaling factor is not statistically limited. Figure 6.2(a) shows the distributions of the corrected transverse energy of leading jets normalised by the number of selected minimum bias events $N_{\text{MB}}^{E_T}$ and the efficiency turn-on curves for the jet triggers with uncorrected energy thresholds of 65 and 80 GeV. The respective triggers become fully efficient above about 80 and 100 GeV.

![Figure 6.2: (a) $E_T$ distributions and the efficiency turn-on (b) Combined charged particle $dN/dp_T$ with each trigger contribution explicitly shown](image)

In this analysis, the range is chosen to be $80 < E_T < 100$ GeV for the jet-trigger ($J_{ET}^{65}$) with a trigger threshold of 65 GeV, and the equivalent number of MB events ($N_{\text{MB}}^{JET65}$) for

![Figure 6.3: The same plot as in Fig 6.2(b) made for other centrality bins as well.](image)
this trigger is calculated as

\[
N^{Jet65}_{MB} = N^{Jet65}[80 < E_T < 100] \times (N^{MB}/N^{MB}[80 < E_T < 100])
\]

(6.7)

The same calculation is carried out for the second jet-trigger used in this analysis, i.e. \(Jet80\), with the range \(E_T \geq 100\) GeV. Once the reconstructed \(p_T\) spectra in the MB, the \(Jet65\), and the \(Jet80\) in the given non-overlapping jet \(E_T\) ranges are corrected for the tracking inefficiency as prescribed in the previous section, each spectrum is normalized by the "equivalent number of MB events" and simply added to construct a full spectrum from all three trigger samples with the maximum possible kinematic reach in the entire data samples.

To test whether this matching of different triggers gives a smooth spectrum that would have been built from the MB sample alone if there were no prescale, the spectrum from the full MB sample without any jet \(E_T\) cut is compared with the combined spectrum. While the test is limited by the MB statistics, it provides an essential test in the region where the contribution of the MB sample is overtaken by the contribution of the jet-trigger samples. Figure 6.2(b) shows the result of the test where the contribution of each trigger to the total spectrum is shown explicitly as a function of track \(p_T\) for the 0–5% most central events. The same combined distributions with each trigger contribution for other centrality bins are shown in Fig. 6.3.

**6.0.6.2. Momentum Resolution and Binning**

Due to finite resolution in determining the transverse momentum of reconstructed track, the tracking inefficiency corrected spectrum needs to be further corrected for the finite momentum resolution, which is determined by comparing the generator-level \(p_T\) with the reconstructed \(p_T\) in the aforementioned MC samples. Figure 6.4 shows the 2D scatter distribution of the reconstructed \(p_T\) on the y-axis and the truth \(p_T\) on the x-axis. It can be seen that at a given truth \(p_T\), the reconstructed \(p_T\) is distributed around the truth \(p_T\) with a finite resolution. The momentum resolution, defined as the mean of the difference between the truth \(p_T\) and the reconstructed \(p_T\), i.e., \(\sigma(p^{rec}_T - p^{gen}_T)/p^{rec}_T\), is determined from the 2D scatter plot by determining the mean of the difference as a function of the reconstructed \(p_T\).

The momentum resolution determined in this way from various MC samples are shown in Fig. 6.5(a) along with the momentum resolution in pp and a simple power-law fit. The momentum resolution is shown to rise from a minimum of around 1% at 10 GeV/c to around 5% at 150 GeV/c. It is almost identical to the momentum resolution in pp tracking. The same momentum resolutions determined from one of the mixed sample, plotted in different centrality bins, are shown in Fig. 6.5(b), which shows no centrality dependence.

In general, the combination of a finite momentum resolution and a steeply falling spectrum results in an overestimation of the spectrum in all \(p_T\) bins above the most probable value \(^2\). The correction factor for this overestimation is derived by comparing a known

\(^2\)This can be understood as follows. In a steeply falling spectrum, for a given \(p_T\) there's more tracks at a
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Figure 6.4.: 2D scatter plot of reconstructed track $p_T$ versus simulated track $p_T$ from the MB mixed with QCD sample with a hard-scattering scale of 170 GeV/c.

Figure 6.5.: (Right) Momentum resolution $(p_T^{reco} - p_T^{true})/p_T^{reco}$ determined from various MC samples: minimum bias, hard-scattering scales of 30, 50, 80, 110, and 170 GeV (Left) Momentum resolution determined from MC sample with the hard-scattering scale of 170 GeV for different centralities.
spectrum before and after the smearing. As it can be seen from Fig 6.6, the scale of the necessary correction ranges from 0.5% to 3% (see Fig. 6.6).

Figure 6.6.: The ratio of the momentum resolution smeared $dN/dp_T$ to $dN/dp_T$ before smearing in different centrality bins with a four-component power-law fitted to the ratio.

Furthermore, the use of finite bin width ($\Delta p_T$) in sampling (i.e., “histogramming”) tracks, which varies depending on the momentum ranges, results in an overestimate of the value quoted at the center of the bin since in a steeply falling spectrum the mean of the track momentum in each momentum bin is located close to the lower edge of the bin and not identical to the center of the bin. This can be corrected with a MC-based response matrix and an initial assumption of the spectra shape (from uncorrected data). In practice, the two effects (momentum resolution and binning) are treated with the same correction that is applied by fitting the functional form of the differential yield, smearing it with the MC-based momentum resolution, re-binning it into the bins of the final invariant yield, and comparing back to the original fitted form. The magnitude of the final correction is shown for just the binning effect and for the combined effects in Fig. 6.7.

For the original narrow bins in which the track distributions are first histogrammed (corresponding to the open circles in Fig. 6.7), the combined effect ranges from about 0.5 - 3.5% in the $p_T$ range we access in the analysis. For clarity of the final presentation,
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Figure 6.7.: Magnitude of binning correction alone (open red circles) and binning + momentum smearing corrections (open blue circles) in the original narrow bins of the analysis (i.e. before re-binning) After re-binning, the same quantities are shown as filled triangles.

and to minimize the statistical errors on the last points, many of these narrow bins are combined for the final results. For the wide bins, the correction necessary to take the average value in a \( p_T \) bin and convert to the true value at the center of the \( p_T \)-bin can be as large as 15%. However, Fig. 6.8(a) shows that this procedure is under control.

A key ingredient in the aforementioned corrections was the fitting of the tracking inefficiency corrected \( dN/dp_T \) spectrum, which is slightly more complicated than in the case of pp spectrum since the shape of the PbPb spectrum can hardly be described by a monotonic power-law shape. Rather, it can be described by a combination of exponential and power-law shape depending on the momentum ranges. The following procedures are performed to find a fit function that can describe the shape of the spectra in each centrality bin with reasonably small residual.

- Fit three different regions of the spectrum separately with an overlap between the fits (power-law and exponential combined)
- Three different \( p_T \) regions are defined (without an overlap in \( p_T \)) based on the distance between the fits.
- Combine the three fit functions with a third-order polynomial smoothing for the joint regions.
- Final fit function is obtained based on the smoothly combined function.

An example result of the fitting is shown in Fig. 6.8(b).
Figure 6.8.: The fully corrected (including binning correction) differential invariant yield in the original narrow bins (open circles) and in the final wider bins (solid circles) is compared to a common fit. The bottom panel shows the ratio of the yield to the fit.

6.0.7. Systematic Uncertainties

The systematic uncertainties assigned to each correction is shown in Fig. 6.9 as a function of $\pT$ in two centrality bins and summarized in the table 6.1, along with the systematic uncertainties in the pp spectra measurement [173]. Except for the uncertainty related to the overall normalization, i.e., $N_{\text{coll}}$ determination, the largest source of uncertainty comes from the track reconstruction. The uncertainty assigned to the track reconstruction and the other corrections are discussed below.

Before applying the tight quality selections on the reconstructed tracks, the charged particle reconstruction efficiency is studied by inserting simulated pion tracks or PYQUEN dijet events into two different background samples: (i) simulated minimum bias HYDJET events by mixing GEANT4 [143] detector hits, and (ii) PbPb data events by combining the raw digitized detector signals. The efficiencies estimated by these two methods agree within 3.0–5.7% in the range $1 < \pT < 100 \text{ GeV/c}$. Due to limitations in the data-mixing technique, the two cannot be compared on an equal footing after applying all of the quality cuts, in particular those involving the consistency of a track with the primary vertex. However, it is possible to ensure that the distributions on which the selections are made (i.e., the $\chi^2$ of the track fit, the distance of closest approach between track and vertex, the number of hits in the silicon pixel and strip detectors) are consistent between the data and the MC simulations, both as a function of $\pT$ and event centrality. To this end, an additional series of checks is performed by varying the
requirements imposed during the track selection and in the determination of the corresponding MC-based corrections. The resulting variations in the corrected results are within the quoted systematic uncertainties.

The fraction of misidentified tracks estimated from simulated events for each leading-jet \( E_T \) sample as a function of track \( p_T \) is checked against an estimate from data that uses the sidebands of the impact parameter distributions. Studies of simulated events reveal that, at low \( p_T \) and in peripheral events (e.g., 50–90\%), the sidebands are dominated by secondaries and products of weak decays because of their displaced vertex positions. However, in central events (e.g., 0–5\%) and at high \( p_T \) they are mostly misidentified tracks. The fake fraction in 0–50\% centrality range is estimated by fitting the distribution with signal and background shape and by extrapolating the sideband region under the peak from correctly reconstructed primary tracks. Figure 6.11 shows the estimated fake fraction in comparison with the distributions of the fake rate and their mean estimated based on the MC samples. Based on varying the functional form of the sideband extrapolation under the peak from correctly reconstructed primary tracks, a 2.5–4.0\% systematic uncertainty is quoted for the fraction of misidentified tracks remaining after all selection cuts.

An additional check is performed for tracks with \( p_T \) above 10 GeV/c to correlate the reconstructed track momentum with the energy deposited in the ECAL and HCAL. The fraction of high-\( p_T \) tracks with a typically small amount of energy deposited in the calorimeters is consistent with the quoted uncertainty on the misidentification rate.

The tendency for finite bin widths and finite transverse-momentum resolution to deform a steeply falling \( p_T \) spectrum is corrected for in the analysis of the pp spectrum. The higher occupancy in PbPb events than in pp events has negligible effect on the momentum resolution. The resulting 3.0\% systematic uncertainty is dominated by the
For the $R_{AA}$ and $R_{CP}$ measurements, a 2.0% systematic uncertainty is quoted after subtracting the correlated uncertainty between the PbPb and pp $p_T$ spectra, or between the central and peripheral PbPb $p_T$ spectra. For the normalization of the pp collision, 6.0% luminosity uncertainty is quoted based on the HF-based luminosity determination [171] and the absolute luminosity calibration, known as Van der Meer scans [172].

A summary of all the contributions to the systematic uncertainty affecting the PbPb and pp $p_T$ spectra, and the resulting $R_{AA}$ and $R_{CP}$ values, is given in Table 6.1.
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Figure 6.11.: Fake estimation based on the sideband method in comparison to the fake rate estimated based on the MC samples.
Table 6.1.: Summary of the various contributions to the systematic uncertainties affecting the PbPb and pp $p_T$ spectra, and the nuclear modification factors $R_{AA}$ and $R_{CP}$.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty [%]</th>
<th>PbPb</th>
<th>pp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Track reconstruction efficiency</td>
<td></td>
<td>3.0–5.7</td>
<td>2.2–3.6</td>
</tr>
<tr>
<td>Non-primary and misidentified tracks</td>
<td></td>
<td>2.5–4.0</td>
<td>1.0–3.2</td>
</tr>
<tr>
<td>Momentum resolution and binning</td>
<td></td>
<td>3.0</td>
<td>0.3–2.7</td>
</tr>
<tr>
<td>Normalization of jet-triggered spectra</td>
<td></td>
<td>0.0–4.0</td>
<td>0.0–6.0</td>
</tr>
<tr>
<td>Event selection</td>
<td></td>
<td>3.0</td>
<td>3.5</td>
</tr>
<tr>
<td>Pile-up estimation</td>
<td></td>
<td>&lt;0.1</td>
<td>1.2</td>
</tr>
<tr>
<td>Total for $p_T$ spectra</td>
<td></td>
<td>5.8–9.1</td>
<td>4.4–9.0</td>
</tr>
<tr>
<td>Luminosity</td>
<td></td>
<td>–</td>
<td>6.0</td>
</tr>
<tr>
<td>$T_{AA}$ determination</td>
<td></td>
<td>4.1–18.0</td>
<td>–</td>
</tr>
<tr>
<td>Total for $R_{CP}$</td>
<td></td>
<td>6.7–20.0</td>
<td>–</td>
</tr>
<tr>
<td>Total for $R_{AA}$</td>
<td></td>
<td>9.9–23.0</td>
<td>–</td>
</tr>
</tbody>
</table>
7. Results and Discussions

As discussed earlier in Sec. 2.4.3.1, it is important to establish our firm understanding of the high-\(p_T\) particle productions in nucleon-nucleon collision first for the study of the medium produced in nucleus-nucleus collision using the produced high-\(p_T\) particle as a probe. It is particularly important at LHC because we explore the new energy regime, which is about 14 times larger than the highest energy achieved previously. Using the analysis methods described in the previous chapter, the charged particle spectra in pp at \(\sqrt{s} = 0.9\), 2.76 and 7 TeV have been measured and compared to the pQCD calculations. Also based on the measurements, a known scaling behaviour of the \(p_T\) spectra at different collisions energy, \(x_T\) scaling, is tested. The measurement in pp collisions at \(\sqrt{s} = 2.76\) TeV \(^1\) is used as a reference spectrum to quantify the high-\(p_T\) particle suppression observed in the \(p_T\) spectra in PbPb collision at \(\sqrt{s_{\text{NN}}} = 2.76\) TeV that have been measured using the analysis methods described in the previous chapter as well. The observed suppression in \(R_{\text{AA}}\) is then compared to various theoretical model predictions.

7.0.8. Charged Particle Spectra in pp at \(\sqrt{s} = 0.9\), 2.76 and 7 TeV

The invariant differential yields for charged particles within \(|\eta| < 2.4\) for 0.9 and 7 TeV and \(|\eta| < 1.0\) for 2.76 TeV \(^2\) are obtained after applying various corrections \([173]\). The measurement at 0.9 and 7 TeV are shown for a limited \(p_T\) range in Figs. 7.1(a) and 7.1(b) in order to quantify the agreement with previous CMS measurements at \(\sqrt{s} = 0.9\) and 7 TeV \([98, 174]\). At each energy, both CMS measurements are divided by a Tsallis fit \([175]\) to the earlier measurement and the ratios compared in the lower panels. For the earlier measurements, the error bars indicate the statistical plus systematic uncertainties added in quadrature. The bands around the new measurements represent all contributions to the systematic uncertainty, except the contribution from the common event selection \([173]\). Statistical uncertainties are negligible on the new measurements in this \(p_T\) range. Below \(p_T = 4\) GeV/c for the 0.9 TeV sample and below \(p_T = 6\) GeV/c at \(\sqrt{s} = 7\) TeV, which are the limits of the previously published CMS spectra, the new results are in...

\(^1\)While the measurements at 0.9 and 7 TeV were made well before the 2010 PbPb data taking, the analysis of 2.76 TeV data was done only after the analysis of the 2010 PbPb data. Therefore, the first \(R_{\text{AA}}\) measurement was made, in the lack of the 2.76 TeV measurement, with a 2.76 TeV reference spectrum, which was interpolated based on the \(x_T\) scaling established by the 0.9 and 7 TeV measurements along with the existing measurements at different center-of-mass energies. Later, it was found that the interpolated spectrum is in a very good agreement with the measured spectrum.

\(^2\)The measurements at 0.9 and 7 TeV have been made for the full pseudo-rapidity coverage of the CMS tracking system \(|\eta| < 2.4\), but the measurement at 2.76 TeV have been focused on the narrower pseudo-rapidity coverage \(|\eta| < 1.0\) in order to compare with the spectra in PbPb, which have been measured for \(|\eta| < 1.0\).
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Figure 7.1.: Upper panel: the invariant charged particle differential yield from the present analysis (solid circles) and the previous CMS measurements (stars) at \( \sqrt{s} = 0.9 \) TeV (Left) and 7 TeV (Right) over the limited \( p_T \) range of the earlier result. Lower panel: the ratio of the new (solid circles) and previous (stars) CMS results to a Tsallis fit of the earlier measurement.

reasonable agreement with the earlier measurements. However, the measured spectra do deviate from the Tsallis fits in the earlier papers by as much as 20% at low \( p_T \). The origin of the small difference between the two CMS measurements at \( \sqrt{s} = 7 \) TeV is attributed to the different tracking algorithms used in the two measurements, as well as the different \textsc{pythia} tunes used to determine the tracking corrections.

In the upper plots of Figs. 7.2, the charged particle differential transverse momentum yields are displayed for \( \sqrt{s} = 0.9 \) and 7.0 TeV. It is shown separately for \( \sqrt{s} = 2.76 \) TeV in Fig. 7.3. The distribution for the 7 TeV covers the \( p_T \) range up to 200 GeV/c, the largest range ever measured in a colliding beam experiment. Also shown in the figures are various generator-level MC predictions for the yields [6, 176–178]. The lower plots of Figs. 7.2 show the ratios of the data to the various MC predictions. As already observed in Ref. [174], there is a deficit of \( p_T < 1 \) GeV/c particles in the predicted 7 TeV spectra for several of the popular \textsc{pythia} tunes. Whereas for the whole \( p_T \) range above 1 GeV/c, \textsc{pythia}8 is the most consistent with the new 7 TeV result (within 10%), the lower energy measurements are described better by \textsc{proq20}. While these comparisons provide an important constraint on the different generator parameters responsible for sizable variations among the tunes, it is difficult to extract quantitatively what physics aspects of the particular tune gives a better agreement with the data due to large
number of parameters ($\mathcal{O}(10) > N_{\text{para}}$) with different ranges involved among the different tunes. Thus, it is subject to further systematic studies, for example, as it is done in Ref. [177, 179].

### 7.0.9. $x_T$ Scaling and Interpolation

As discussed in Ref. [180, 181], a robust prediction of pQCD hard-processes is the power-law scaling of the inclusive charged particle invariant differential cross section with the variable $x_T \equiv 2p_T/\sqrt{s}$:

$$ E \frac{d^3\sigma}{dp^3} = F(x_T)/p_T^n(x_T, \sqrt{s}) = F'(x_T)/\sqrt{s}^{n(x_T, \sqrt{s})}, $$

where $F$ and $F'$ are independent of $\sqrt{s}$, and the slow evolution of the power-law exponent $n$ with $x_T$ and $\sqrt{s}$ ($n \sim 5–6$) is due to the running of $\alpha_s$ and changes in the parton distribution and fragmentation functions.

In the upper plot of Fig. 7.4(a), the 0.9 and 7 TeV pp measurements from this analysis are compared to the empirical scaling observed from measurements over a range of lower pp collision energies by plotting $\sqrt{s}^{11} E d^3\sigma / d p^3$ as a function of the scaling pa-
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Figure 7.3.: Upper panel: the invariant charged particle differential yield at $\sqrt{s} = 2.76$ TeV for $|\eta| < 1.0$ compared with the predictions of four tunes of the PYTHIA MC generator. Lower panel: the ratio of the new CMS measurement to the four PYTHIA tunes as well as to the interpolated spectra, which is explained in Sec. 7.0.9. Tabulated result can be found in Table C.3.

For the purpose of reporting the CMS results as differential cross sections, the integrated luminosities for the analysed data samples were measured according to the descriptions in Refs. [171, 172]. Also, to compare with the published results from the CDF experiment at $\sqrt{s} = 0.63, 1.8,$ and $1.96$ TeV, the pseudorapidity range has been restricted to $|\eta| < 1.0$ with the number of positive and negative charged particles averaged. Whereas an exponent $n = 5.5$ was found in Ref. [181] from a global fit to only the previous $p\bar{p}$ measurements from $\sqrt{s} = 0.2$ to $1.96$ TeV, the $x_T$ scaling presented in this paper is optimised for use in an interpolation between the CDF and CMS measurements from $\sqrt{s} = 0.9$ to 7 TeV. Within this range, the best scaling is achieved with an exponent of $n = 4.9 \pm 0.1$. This is consistent with the predictions of next-to-leading-order (NLO) calculations, where the scaling is also found to be optimised for this value of the exponent [181]. Similarly in Fig. 7.4, the same quantity without averaging the positive particles is shown as a function of $p_T$.

\[ \left( \frac{N_+ + N_-}{2} \right) = \frac{N}{2} \text{ with } N_+ = N_- \]
Figure 7.4.: (a) Inclusive charged particle invariant differential cross sections, scaled by $\sqrt{s}^{4.9}$, for $|\eta| < 1.0$ as a function of $x_T$ for the measurements at various center-of-mass energies with the ratios of differential cross sections measured at 0.9, 1.96, and 7 TeV to those predicted by NLO calculations for factorisation scales ranging from 0.5–2.0 $p_T$ in the lower panel. (b) The same cross sections for CMS data only including the measurement at 2.76 TeV with the NLO calculations in the lower lower panel. Tabulated result can be found in Table C.6.

and negative charged particles is shown for the CMS measurements only including 2.76 TeV result. The scaling behavior can be clearly seen from the CMS measurements only. From the lower panel of Fig. 7.4(a) and 7.4, it is apparent that the NLO calculations over-predict the measured cross sections by almost a factor of two at all collision energies. This is in spite of the relatively good agreement in the inclusive jet spectrum \[182, 183\], which suggests that the fragmentation functions are not well tuned for LHC energies.

The CMS results are consistent over the accessible $x_T$ range with the empirical $x_T$ scaling given by Eq. (7.1) established at lower energies. The global power-law fit shown in the lower panel of Figs. 7.4 is of the form $F^0(x_T) = p_0 \cdot [1 + (x_T/p_1)]^{p_2}$, where $p_0$, $p_1$, and $p_2$ are free parameters, and the region below $p_T = 3.5$ GeV/$c$ has been excluded to avoid complications from soft-particle production. Considering the somewhat naïve power-law function and the expected non-scaling effects \[184\], the measurements are in reasonable agreement with the global power-law fit result (within roughly 50%) over its full $x_T$ range.

As mentioned briefly in the beginning of this chapter, when the first $R_{AA}$ measurement
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\textbf{Figure 7.5.} (a) Interpolations between measured charged particle differential cross sections at different $\sqrt{s}$ for the two example values of $p_T = 3$ and 9 GeV/c. (b) Upper panel: ratios of the scaled differential cross sections to the global power-law $x_T$ fit described in the text (coloured markers) and fits to these ratios (similarly coloured thin lines). The upper axis translates $x_T$ to $p_T$ for $\sqrt{s} = 2.76$ TeV. Lower panel: ratios of the NLO-calculated cross sections at three different energies, scaled by $\sqrt{s}^{1.9}$, to the cross section calculated at $\sqrt{s} = 2.75$ TeV.

was carried out, the 2.76 TeV measured spectra was not available. So, in the lack of the measured reference spectrum, a reference spectrum was constructed based on the combined technique of so-called ‘direct’ cross section interpolation and the $x_T$ scaling as described in the following section.

\textbf{7.0.9.1. Interpolation of 2.76 TeV Spectrum}

In order to construct a predicted reference charged particle differential cross section at $\sqrt{s} = 2.76$ TeV for comparison with the measured PbPb heavy-ion spectrum, two different techniques are used in partially overlapping transverse momentum regimes. In the high-$p_T$ range from 5.0–200 GeV/c, where approximate $x_T$ scaling is expected to hold, the estimated 2.76 TeV cross section is derived from a common $x_T$-scaling curve, based on the CDF and CMS measurements shown in Fig. 7.4(a). In the low-$p_T$ range from 1.0–20 GeV/c, it is possible to interpolate directly between the several measured cross section values as a function of $\sqrt{s}$ at each fixed $p_T$ value.
As discussed in the previous section, the upper panel of Fig. 7.4(a) shows the residual difference from perfect $x_T$ scaling with exponent $n = 4.9$ for the 0.9 and 7 TeV CMS measurements and for the 1.96 TeV CDF measurement [97, 185]. The $\sqrt{s}$ and $x_T$ dependence of the residuals are not unexpected, since this behaviour is predicted by NLO calculations. This can be seen in the lower panel of Fig. 7.5(b), which shows the predicted deviation from perfect $x_T$ scaling for calculated NLO cross sections at several collision energies with respect to a reference centre-of-mass energy of 2.75 TeV [181]. The width of the bands represents the variation of the factorisation scale by a factor of two. The calculations were performed using the CTEQ66 parton distribution functions [186], DSS fragmentation [187], and a factorisation scale $\mu = p_T$ [181]. Taking the magnitude of the $x_T$-scaling violation from NLO (ranging from 0–20%), each of the three measurements in data (i.e., 0.9, 1.96, and 7 TeV) can be corrected separately to arrive at an expectation for the 2.76 TeV cross section. The three independent interpolations based on NLO-corrected $x_T$ scaling are shown as solid blue lines in the upper panel of Fig. 7.5(b).

The combined ‘best estimate’ (shown as a shaded band) has an associated uncertainty that covers the deviations of up to 12% observed by varying the factorisation scale from $\mu = 0.5 p_T$ to $\mu = 2.0 p_T$ for each of the three collision energies. The error band is expanded below $p_T \approx 8$ GeV/c to include the full difference between the 1.96 and 7 TeV results, since the evolution of the spectra below this value —corresponding to $x_T = 0.0023$ (7 TeV), 0.0082 (1.96 TeV), and 0.018 (0.9 TeV) — is no longer consistently described by $x_T$ scaling and the NLO-based corrections. In addition to the 12% contribution from the uncertainty on the NLO-based correction, the final uncertainty on the interpolated cross section has an additional component to account for possible correlations in the luminosity uncertainty between the three measurements. This term, taken as equal to the smallest individual uncertainty (4%), is added in quadrature.

The direct interpolation of cross sections at a fixed value of $p_T$ is done using CDF measurements at $\sqrt{s} = 0.63, 1.8$ and 1.96 TeV [96, 97, 185], the new CMS measurements at $\sqrt{s} = 0.9$ and 7 TeV, as well as an earlier result at $\sqrt{s} = 2.36$ TeV [98]. The latter measurement is converted to a differential cross section assuming the total inelastic cross section of 60.5 mb from PYTHIA. At each energy, an empirical fit to the $p_T$ distribution is first constructed to provide a continuous estimation independent of different binning. Then, in arbitrarily small $p_T$ bins, these empirical fits are evaluated and the evolution of the cross section with $\sqrt{s}$ is parametrised by a second-order polynomial. Two examples of these fits are shown in Fig. 7.5(a) for $p_T = 3$ and 9 GeV/c. Second-order polynomial fits to the measured data are shown by the solid lines. The open squares show the resulting interpolated cross sections for $\sqrt{s} = 2.76$ TeV. The open circle on the lower panel represents the corresponding estimate from the $x_T$-scaling approach in the overlap region where both can be estimated. The uncertainty on the value of the fit evaluated at $\sqrt{s} = 2.76$ TeV is taken from the covariance matrix of the fit terms, with an additional 4% added in quadrature to account conservatively for any correlation in the luminosity uncertainty between the different measurements.

To arrive at a single interpolated spectrum over the full $p_T$ range, a linear combination of the two techniques is used with weights that vary linearly across the overlap range from $p_T = 5$ GeV/c (only direct interpolation at fixed $p_T$) to $p_T = 20$ GeV/c (only $x_T$ scaling
with NLO-based residual correction). In the $p_T$ range where the two techniques overlap, the different methods agree to within their respective systematic uncertainties. (The fixed-$p_T$ interpolation value is typically around 8% lower than the $x_T$ interpolation.) The resulting predicted 2.76 TeV differential cross section is shown in the upper panel of Fig. 7.3 along with the 2.76 TeV measurement. It can be clearly seen from the lower panel, where the ratio of the measured spectrum to the interpolated spectrum is shown, that the agreement is very good except for the low $p_T$ below 2 GeV/c or so, indicating that the direct cross section interpolation does not work as well as in the intermediate $p_T$ range ($2 < p_T < 10$ GeV/c).

The measurements of charged particle spectra up to high-$p_T$ at different center of mass energies and their comparisons with the *Pythia* and the next-to-leading order (NLO) pQCD calculations show that the production of high-$p_T$ charged particle is well understood in the pQCD framework even at the highest center-of-mass collision energies achieved in an accelerator-based experiment. This leads to a conclusion that the use of high-$p_T$ particle production continues to be a useful tool to study the jet quenching phenomenology in the TeV-scale collisions energies, via studying the fate of well calibrated high-$p_T$ particles produced in heavy-ion collisions.

### 7.0.10. Charged Particles Spectra in PbPb and $R_{AA}$

After applying various corrections described in the previous chapter, the invariant differential yields for charged particles within $|\eta| < 1.0$ in PbPb collisions at $\sqrt{s_{NN}} = 2.76$ TeV are obtained. The PbPb spectrum is shown for six centrality bins and compared to the measured pp reference spectrum at the same center-of-mass energy, scaled by the nuclear overlap function, in Fig. 7.6. For easier viewing, several sets of points have been scaled by the arbitrary factors given in the figure. The statistical uncertainty is smaller than the marker size for most of the points. In the lower panel of the figure, the average relative systematic uncertainties of the PbPb differential yields for the 0–10% and 10–90% centrality intervals are shown as a function of $p_T$. By comparing the PbPb measurements to the dashed lines representing the scaled pp reference spectrum, it is clear that the charged particle spectrum is strongly suppressed in central PbPb events compared to pp, with the most pronounced suppression at around 5–10 GeV/c.

The nuclear modification factor $R_{AA}$, as already defined in Sec. 2.4.3 as

$$ R_{AA}(p_T) = \frac{d^2N_{ch}^{AA}/dp_Td\eta}{\langle T_{AA}\rangle d^2\sigma_{NN}^{ch}/dp_Td\eta}, $$

is constructed according to Eq. 7.2 by dividing the PbPb $p_T$ spectrum for each centrality range by the scaled pp reference spectrum (i.e., the filled points by the dashed lines in Fig. 7.6). It is presented as a function of $p_T$ in Fig. 7.7 for each of the six centrality bins. The yellow boxes around the points show the systematic uncertainties, including those from the pp reference spectrum, listed in Table 6.1. An additional systematic uncertainty from the $T_{AA}$ normalization, common to all points and also listed in Table 6.1 is displayed as the shaded band around unity in each plot. The statistical un-
uncertainties do not increase monotonically as a function of $p_T$, as seen most prominently in the peripheral bins, as a consequence of combining the highly prescaled minimum bias sample with the two unprescaled jet triggers, as discussed in the previous chapter (Sec. 6.0.6.1). In the most peripheral events (70–90%), a moderate suppression of about a factor of 2 ($R_{AA} \approx 0.6$) is observed at low $p_T$, with $R_{AA}$ rising slightly with increasing transverse momentum. The suppression becomes more pronounced in the more central collisions, as expected from the increasingly dense final-state system and longer average path-lengths traversed by hard-scattered partons before fragmenting into final hadrons. In the 0–5% centrality bin, $R_{AA}$ reaches a minimum value of about 0.13 at $p_T = 6–7 \text{ GeV/c}$. At higher $p_T$, the value of $R_{AA}$ rises and levels off above 40 GeV/c at approximately 0.5. A rising $R_{AA}$ may simply reflect the flattening of the unquenched nucleon-nucleon spectrum at high $p_T$ if one assumes a constant fractional energy loss, although the magnitude of the rise varies among the different theoretical models.
Figure 7.7.: Nuclear modification factor $R_{AA}$ (filled circles) as a function of $p_T$ for six PbPb centralities. The error bars represent the statistical uncertainties and the yellow boxes represent the $p_T$-dependent systematic uncertainties. An additional systematic uncertainty from the normalization of $T_{AA}$ and the pp integrated luminosity, common to all points, is shown as the shaded band around unity in each plot. Tabulated results can be found in Table C.13–C.18.

In addition to $R_{AA}$, the centrality dependence of the PbPb spectrum can also be examined through the $T_{AA}$-scaled ratio of spectra in central and peripheral bins ($R_{CP}$),

\[
R_{CP}(p_T) = \frac{(d^2N_{ch}^{AA}/dp_Td\eta)/N_{coll}[central]}{(d^2N_{ch}^{AA}/dp_Td\eta)/N_{coll}[peripheral]} \tag{7.3}
\]

$R_{CP}$, which essentially compares the spectra in different centrality bins, is constructed according to Eq. (7.3) by dividing the PbPb $p_T$ spectrum for the four centrality ranges (0–5,5–10,10–30,30–50%) by PbPb $p_T$ spectrum in 50–90% centrality bin. The peripheral interval used for the normalization is chosen as the combined 50–90% centrality bin to improve the statistical precision at high $p_T$. Since $R_{CP}$ does not use a pp reference spectrum as the denominator, this approach removes the 4.4–9.0% systematic uncertainty from the pp reference, albeit with rather larger overall normalization uncertainties propagated from the $N_{coll}$ uncertainty in 50–90%. The resulting values of $R_{CP}$ for the
The statistical uncertainty of $R_{CP}$ does not increase monotonically with $p_T$ for the same reasons as mentioned for $R_{AA}$. As in the measurement of $R_{AA}$, the $R_{CP}$ results show that the $p_T$ spectra in central PbPb collisions are significantly suppressed compared to peripheral collisions.

Figure 7.8: $T_{AA}$-scaled ratio of $p_T$ spectra in central and peripheral bins, $R_{CP}$, as a function of $p_T$ for four PbPb centralities. The error bars represent the statistical uncertainties and the yellow boxes the $p_T$-dependent systematic uncertainties. An additional systematic uncertainty from the normalization of $T_{AA}$, common to all points, is shown as the shaded band around unity in each plot. Tabulated results can be found in Table C.19–C.22.

The evolution of the nuclear modification factor with center-of-mass energy, from the SPS [101, 102] to RHIC [103, 104] and then to the LHC [100], as shown earlier in Fig. 2.11(a) of Sec. 2.4.3, is now presented in Fig. 7.9 with the new CMS measurement discussed so far. In this figure, one can compare the result presented in this thesis to the ALICE result [100], made earlier at the same center-of-mass energy, limited in $p_T$ reach below 20 GeV/c. Note that the pp spectrum measured by CMS at $\sqrt{s} = 2.76$ TeV is roughly 5–15% higher than the ALICE spectrum obtained by interpolating their 0.9 and 7 TeV spectra [100]. The two $R_{AA}$ results are in agreement within their respective
Figure 7.9.: Measurements of the nuclear modification factor $R_{AA}$ in central heavy-ion collisions at three different center-of-mass energies, as a function of $p_T$, for neutral pions ($\pi^0$), charged hadrons ($h^\pm$), and charged particles [100–104], including the measurement presented here compared to several theoretical predictions [105–110] (see text).
statistical and systematic uncertainties.

The high-$p_T$ measurement of $R_{AA}$ from this analysis, up to $p_T = 100$ GeV/c, is now compared with the measurements of $R_{AA}$ in central heavy-ion collisions at three different energies and compared to a number of theoretical predictions, as first shown in Fig 2.11(a) without the measurement presented in this thesis. The result with the measurement is shown in Fig. 7.9. The theoretical predictions include those that are made for the LHC design energy of $\sqrt{s_{NN}} = 5.5$ TeV (PQM [105] with medium transport-coefficient $\langle \hat{q} \rangle = 30–80$ GeV$^2$/fm and GLV [106, 107] for various values of the medium gluon pseudorapidity density $dN_g/dy$) and for the actual collision energy of $\sqrt{s_{NN}} = 2.76$ TeV (ASW [108, 109] and YaJEM [110] including a model for elastic energy loss parameterized with the $P_{\text{esc}}$ variable). While most models predict the generally rising behavior of $R_{AA}$ that is observed in the data at high $p_T$, the magnitude of the predicted slope varies greatly between models, depending on the assumptions for the jet-quenching mechanism. As it can be seen in the figure, the large theoretical model uncertainty can already be reduced, illuminating some of the model predictions. While a through description of each models shown in Fig 7.9 can be found in the respective references [105–110] and in a review paper [64], the key features of some of the theoretical model predictions and possible implications of the comparison are discussed in the following section.

7.0.10.1. Model Comparisons

As seen in Fig 7.9, there exist various theoretical models for the predictions of the nuclear modification factors. While many of them describe the measurements at lower energies rather successfully with one or few parameters tuned to the measurements, it is not straightforward to make detailed comparisons between the models because the calculations are made with models of wildly varying details about the energy loss mechanism as well as about the medium itself.

There is an effort in the theory community (TECHQM Collaboration [188]) to address this issue by creating an ideal situation where a quark of known energy propagating a static medium and comparing the size of energy losses (known as ‘QGP brick’ problem) with a goal to compare different models more quantitatively on an equal footing [189]. Here, a brief explanation of several models shown in the figure is given.

**ASW:** The ASW (Armest, Salgado, and Wiedemann) model of parton energy loss [108], which is based on the ‘quenching weight’ calculations for the multiple soft scattering approximation implemented in the modified fragmentation function was tuned with $\hat{q}$ as an overall scaling parameter to the RHIC measurements. In Fig 7.9, $R_{AA}$ is calculated in Ref. [110] with a realistic medium-density profile, which is based on the relativistic-hydrodynamic simulation.

---

4 For example, different models choose different $\alpha_s$, either as a running constant or as a fixed value. Another example is that while some model assume static medium, other models use (hydrodynamically) expanding medium.

5 This means the vacuum fragmentation function is modified, $D_{\text{medium}}(z; Q^2) = P_E(\epsilon; \hat{q}) \otimes D_{\text{vacuum}}(z; Q^2)$, in Eq. 2.16 for the calculation of high $p_T$ particle production, where $\epsilon = \Delta E/E$. 
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**GLV**: The GLV (Gyulassy, Lévai, and Vitev) model [106, 107] calculates the parton energy loss due to the medium induced radiation assuming that the produced medium is modelled by N well-separated, almost static color screened Yukawa potentials (known as opacity) in a dense deconfined medium. Unlike in the ASW model, the free parameter is the initial gluon density $dN_g/dy$ instead of $\hat{q}$. In Fig. 7.9, the calculations are made for the initial gluon density of 400, 1400, and 2000-4000, respectively for $\sqrt{s_{NN}} = 17.3$ (SPS), 200 (RHIC), and 5500 (LHC) GeV. It is noted that the initial gluon density quoted for the SPS and RHIC are the initial gluon density needed to describe the $\pi^0 R_{AA}$ measurements [64].

**YaJEM**: The YaJEM (Yet another Jet Energy-loss Model) [110] is a Monte-Carlo implementation that calculates the medium-induced radiation of parton propagating the medium with modified splitting probability via a virtuality gain. YaJEM-D is a variation of the YaJEM that uses a dynamic minimum virtuality scale, which is dependent on the initial energy and the path length. The YaJEM-D has stronger path length dependence as a consequence.

**PQM**: The Parton Quenching Model is a PYTHIA-based Monte-Carlo implementation of the energy loss calculation using constrained quenching weights in BDMPS (Baier-Dokshitzer-Mueller- Peignè-Schiff) framework [78] in a realistic description of collisions geometry [105, 190]. The PQM uses $\hat{q}$ as a free parameter. The result shown for in Fig. 7.9 is based on the extrapolated $\hat{q}$ from the RHIC tuning (i.e., $\langle \hat{q} \rangle \approx 14$ GeV$^2$/fm). As can be seen from Fig. 7.9, the PQM model prediction highly under-estimates the measured $R_{AA}$. This could be attributed to that the extrapolated $\hat{q}$ is largely over-predicted and/or that $E$ dependence of the parton energy loss due to gluon radiation in the eikonal limit of very large parton initial energy, i.e., no $E$ dependency, is not proper.
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To gain more insight on the characteristic shape the measured $R_{AA}$ exhibits and the possible implications on the parton energy loss, a simple ‘toy’ model study is performed using the PYTHIA MC. The low-$p_T$ region ($p_T < 3$ GeV/$c$) of the PbPb $p_T$ spectra is modeled by smearing the pp $p_T$ spectra, which mimics the Cronin effect (see Sec. 2.4.3.2). The high-$p_T$ region above 5 GeV/$c$ is modeled by applying energy loss to the jet (or parton) generated by the PYTHIA MC before fragmenting into charged particles. A set of different energy loss models are used, and the resulting spectra that are modified and their ratio to the original, unmodified spectra, $'R_{AA}'$, in turn are compared. While there is no assumption and modeling of heavy-ion geometry made in this toy model study, the centrality dependence of parton energy loss is studied by comparing the PYTHIA-based model $R_{AA}$ to the measured $R_{AA}$ with one free parameter tuned for different centrality bins, which can be linked to the system size dependence and the path length dependence of parton energy loss once the collision geometry is properly modeled.

8.1. Modeling Cronin Effect

As described in Sec. 2.4.3.2, the observed Cronin effect is thought to be caused by the momentum broadening of incoming or outgoing parton and/or of the produced hadrons. This effect is simply mimicked by applying transverse momentum broadening with Gaussian shape to all charged particles produced in the PYTHIA MC sample. After dividing the resulting $p_T$ distribution by the original $p_T$ distribution, the ratio is compared to the measured $R_{AA}$ in 0–5% centrality bin to see how much charged particle $p_T$ broadening is needed to describe the rising trend of the $R_{AA}$ below 3 GeV/$c$.

For this study and the rest of studies that follow, we adopt PROQ20 tune for the PYTHIA generation among other tunes that are available because it is most consistent (within ~10%) with the measured charged particle spectra in pp at $\sqrt{s} = 2.76$ TeV (see Fig. 7.3). It is also consistent within about 20% with the measurements at 0.9 and 7 TeV over the entire $p_T$ range. To maintain similar statistics over the entire kinematic reach at $\sqrt{s} = 2.76$ TeV collisions, QCD samples are generated in bins of hard-scattering scale, i.e., $p_T = 0–5$, 5–10, 10–20, 20–30, and so on. The different $p_T$ bin samples are then combined after properly weighting each sample by its corresponding cross section.

\footnote{This ratio is not exactly the $R_{AA}$ as defined in Eq. 2.14 as the numerator is not from PbPb collisions but rather from modified pp PYTHIA collision, i.e., no multiple NN collisions. Nonetheless, this ratio \((dN/dp_T)_{\text{modified}}/(dN/dp_T)_{\text{unmodified}}\) can be seen as the ratio of modified spectrum to the unmodified spectrum, which resembles the meaning of $R_{AA}$.}
Figure 8.1.: $R_{AA}$ in 0–5% bin compared to the pythia-based modeled ‘$R_{AA}$’ with different choices of the Gaussian broadening parameter for $\sqrt{s_{NN}} = 2.76$ TeV (Left) and for $\sqrt{s_{NN}} = 0.2$ TeV (Right).

Figure 8.1(a) shows the result with the width of Gaussian broadening given by $\mathcal{C} \times p_T$, where $\mathcal{C}$ is a constant and $p_T$ is the transverse momentum of individual charged particle. The constant (‘free parameter’) is chosen such that resulting model-$R_{AA}$ is close to the measured one. For the illustration, the constants are chosen arbitrarily as 0.1, 0.3, and 0.5, which is equivalent to 10, 30, and 50% of the original $p_T$ of individual charged particle, respectively. It can be seen that the resulting $R_{AA}$ can describe the rising trend up to 2 GeV/c, above which $R_{AA}$ starts decreasing.

The same $p_T$ broadening is applied to the charged particles in the 200 GeV pythia MC sample produced in the same way as previously described. The result is compared to the STAR $R_{AA}$ measurement [104] for charged hadrons (Fig. 8.1(a) right). It can be clearly seen that resulting model-$R_{AA}$ is also larger for $\sqrt{s_{NN}} = 0.2$ TeV as in the measurement. Since the magnitude of the broadening is fixed at the two center-of-mass energies, the difference of the model-$R_{AA}$ is attributed to the difference of the shape of original $p_T$ distribution, which is more sharply falling at $\sqrt{s_{NN}} = 0.2$ TeV.

While this study is not meant to verify or constrain different models used to explain the Cronin effect, it supports that the rising trend of $R_{AA}$, which is universally seen across different center-of-mass energies, can be described if the original $p_T$ distribution is smeared with the momentum broadening. It is interesting in particular to see that the momentum broadening explains naturally why the $R_{AA}$ at $\sqrt{s_{NN}} = 0.2$ TeV is larger than at $\sqrt{s_{NN}} = 2.76$ TeV for the $p_T$ range below 2–3 GeV/c.
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A set of different energy loss models are tested by applying the the energy loss models to the jets (or partons) generated by the PYTHIA MC and convoluting the modified jet energy spectrum with the ‘vacuum-like’ PYTHIA fragmentation functions. While the way fragmentation happens may be altered as well in the presence of hot and dense medium, the assumption of ‘vacuum-like’ fragmentation is well supported by the measurement of the fragmentation functions in PbPb collisions \[191\] as well as the recent theoretical development \[192\] for the high-\(p_T\) charged particles, which dominate the inclusive charged particle spectra in the high-\(p_T\) region. As mentioned earlier, there is no assumption and modeling of heavy-ion geometry made in this toy model study. However, by comparing to the measurements in different centrality bins, centrality dependence of parton energy loss is studied, which can be linked to the system size dependence and/or the path length dependence once the collision geometry is properly modeled. Furthermore, the correlations between the measured \(R_{AA}\) and \(v_2\) in the high-\(p_T\) region are checked, which can further help constraining the path length dependence of the parton energy loss in medium.

8.2.1. Convolution Method

The production of high-\(p_T\) charged particles are dominated by the hadrons originating from parton fragmentation, which is well understood in the factorized-QCD as discussed in Sec. 2.4.3.1. In the pQCD framework, any of the following observables can be independently obtained from the (de-)convolution of the other two: the inclusive jet spectrum, the fragmentation functions of inclusive jets, and the inclusive charged particle spectrum, as can be seen from the formulation of the inclusive cross section (Eq 2.17). A detailed convolution technique can be found in Ref. \[193\], where it was used to cross check the measured charged particle spectrum based on the measured jet spectrum with a number of different model fragmentation functions.

Figure 8.2(a) shows the transverse momentum spectra \((d\sigma/dp_T)\) constructed by merging different samples with different (non-overlapping) \(\hat{p}_T\) ranges after the cross section weighting. To see whether the spectrum of all charged particles can be reproduced by the charged particle spectrum constructed from the convolution of the jet spectrum\(^2\) with the fragmentation functions, the ratio of the convoluted one to the spectrum of all charged particles is checked and shown in Fig. 8.2(b), which shows that the inclusive all charged particle spectrum can be reproduced well down to \(p_T \sim 5\) GeV/c with the convolution method.

Here, for the purpose of studying phenomenological consequence of parton energy loss, we first modify the PYTHIA jet energy spectrum based on a few different energy loss scenarios and then convolute the modified jet energy spectrum with the un-modified (i.e., vacuum-like) fragmentation function to produce 'modified' charged particle spec-

\(^2\)Iterative Cone jet finding algorithm with a cone radius of \(R = 0.5\) is used to define jet at the generator level.
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Figure 8.2.: (Left) Inclusive charged particle spectra from the PROQ20 PYTHIA. (Right) Comparison between the inclusive spectra of all charged particles in events with the inclusive spectra of all charged particles obtained from the convolution.

tra, mimicking the modified charged particle spectra in PbPb collisions. As in the previous section (Sec. 8.1), the resulting, modified $p_T$ spectrum is divided by the original, unmodified $p_T$ spectrum and the ratio, i.e., $(dN/dp_T)_{\text{modified}}/(dN/dp_T)_{\text{unmodified}}$ is compared to the measured $R_{AA}$.

8.2.2. Energy Loss Scenarios

The following energy loss scenarios (i.e., models) are studied in the modeling of the modified charged particle spectra in PbPb collisions for the case where outgoing parton with initial energy $E_i$ looses its energy and carries final energy of $E_i$.

- Constant E-loss: $E_f = E_i - \Delta E$, where $\Delta E$ is constant.
- Constant fractional E-loss: $E_f = E_i \times (1 - f)$, where $f$ is constant.
- Fractional E-loss with logarithmic energy dependence: $E_f = E_i \times (1 - f)$, where $f$ is $c \times \ln(E_i/E_f)$ with a constant $c$.

Note that the third one, the fractional energy loss with logarithmic energy dependence is motivated\(^3\) by some of the pQCD energy loss calculations [81–83] as discussed in Sec. 2.4.2.2. Figure 8.3 shows an example of the amount of energy lost as an absolute loss ($\Delta E$) and as a fractional loss ($\Delta E/E$), both as a function of $E$ for the three distinctive scenarios.

\(^3\)The constant energy loss is also motivated by some of the pQCD energy loss calculations that have no energy-dependence.
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It can be seen that the constant energy loss and the fractional energy loss with logarithmic energy dependence become close above 100 GeV in energy while they are wildly different in the lower energy towards the minimum energy. Therefore, in order to distinguish the two scenarios, it is suggested to look at low jet energy region of any jet quenching observables.

The modified $p_T$ spectrum of jet and charged particles in turn is obtained by applying these energy loss models to the original jet spectrum, i.e., the original energy is reduced according to the formula in each scenario (e.g., $E_f = E_i - \Delta E$).

8.2.3. Modeled $R_{AA}$

An example set of parameters in each energy loss scenario is chosen as follows in order to study the implication of each energy loss scenario in the charged particle $p_T$ spectra.

- $\Delta E = 10, 20, \text{and } 30 \text{ GeV for the constant E-loss.}$
- $f = 0.1, 0.2, \text{and } 0.3 \text{ for the constant fractional E-loss.}$
- $c = 1, 2, \text{and } 3 \text{ for the fractional E-loss with logarithmic energy dependence}$

With each energy loss scenario applied to all the jets produced in the PYTHIA MC samples, the ratio of the modified jet spectrum to the unmodified spectrum is obtained. As mentioned earlier, there is no assumption on any geometrical quantities such as a impact parameter $b$, $N_{\text{coll}}$, and etc, as the spectrum is obtained from the simulation of pp events. Nonetheless, the ratio of the modified spectrum to the unmodified spectrum can tell us about the implication of different parton energy loss scenarios as the nuclear modification factor $R_{AA}$ of jet or charged particle does. It is noted that while the system
size or the path length dependence of the parton energy loss is averaged in the definition of $R_{AA}$ of jet and charged particle for a given centrality bin, the average system size and the average path length are different in different centrality bins. Therefore, the free parameter introduced in the model-$R_{AA}$ can be thought of as a parameter to account for the system size and path length dependence which is not modeled in this study.

The modified jet energy spectra along with the unmodified one are shown for each energy loss scenario with the respective example parameters in the left panel of Fig. 8.4(a) 8.5(a) 8.6(a). Also shown in the right panel of the same figures are their ratios, i.e., jet $R_{AA}$ defined as the same as the charged particle $R_{AA}$ but for jet.

Figure 8.4.: Energy and momentum spectra of jets and charged particles with and without the modification due to the constant parton energy loss and resulting model-$R_{AA}$ of jet and charged particle compared to the measured $R_{AA}$ in 0–5%.

---

4Transverse energy ($E_T$) was chosen in this study to directly compare with the experimental observables that are typically made as a function of $E_T$. 
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Figure 8.5.: Energy and momentum spectra of jets and charged particles with and without the modification due to the constant fractional parton energy loss and resulting model-$R_{AA}$ of jet and charged particle compared to the measured $R_{AA}$ in 0–5%.

Now with the modified jet spectra, the modified charged particle spectra are obtained by convoluting the modified spectra with the vacuum-like fragmentation functions as described in the previous sections. Fig. 8.4(b) 8.5(b) 8.6(b) show the charged particle spectra before and after the modification and the ratio of the modified spectra to the unmodified spectra. Also shown in the $R_{AA}$ figure is the measured charged particle $R_{AA}$ in 0–5% centrality bin for comparisons.

The comparisons to the measured $R_{AA}$ show that the pQCD-motivated fractional energy loss with logarithmic energy dependence gives a best description of the measurement. The constant energy loss can describe the fast rise of the $R_{AA}$ above 10 GeV/c or so if the loss of energy is smaller than 10 GeV, i.e., $\Delta E < 10$ GeV. However, it fails to describe the shape of $R_{AA}$ below 10 GeV/c because the constant energy loss implies that a large fraction of the jet cross section below $\Delta E$ essentially diminishes, and does the charged...
Figure 8.6.: Energy and momentum spectra of jets and charged particles with and without the modification due to the fractional energy loss with logarithmic energy dependence and resulting model-$R_{AA}$ of jet and charged particle compared to the measured $R_{AA}$ in 0–5%.

particle cross section in turn. The constant fractional energy loss results in decreasing $R_{AA}$ in general. It can give a reasonable description of the high-$p_T$ part of the measured $R_{AA}$ ($p_T > 40$ GeV/c), but fails largely toward the lower $p_T$. Lastly, the fractional energy loss with logarithmic energy dependence describes both the low- and high-$p_T$ regions. It is interesting to see that while this energy loss model results in fast-rising $R_{AA}$ in the high $p_T$ region, it also describes the turn-around (i.e., change of slope) of the $R_{AA}$ around $p_T = 5–10$ GeV/c.

8.2.3.1. Centrality Dependence

In the comparisons of different energy loss models made in the previous section, the system size or the path length dependence of the parton energy loss could not be di-
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rectly studied, such dependence, however, can be studied by comparing the resulting model-$R_{AA}$ to the measured $R_{AA}$ in different centrality bins and determining a best value for the free 'quenching' parameter (e.g., the constant $c$) in a given centrality bin. The best value is determined based on the $\chi^2$ minimization of the difference between the measurements and the model. The free parameter encodes the path length (or the system size) dependence. While it is not straightforward to extract specific physical meanings out of this free parameter in the following study, provided that the collisions geometry is modeled properly, it can further be used to study the other jet quenching observable that are dependent on the collision geometry.

Figure 8.2.3.1 shows the modeled $R_{AA}$ with the parameter $c$ varying from 0.4 to 2.6 with a step of either 0.1 or 0.2 in comparison to the measured $R_{AA}$ in 0–5, 0–10, 10–30, 30–50, 70–90% centrality bins and the normalized $\chi^2$ between the modeled and measured $R_{AA}$ as a function of $c$. From the found minimum of the normalized $\chi^2$ in each centrality bin, the correlation of the quenching parameter and the centrality as well as the $N_{coll}$ can be plotted, which is shown in Fig. 8.8.

8.2.4. $R_{AA}$ and $v_2$ Correlation

While the low-$p_T$ region (<1-2 GeV/$c$) of the elliptic flow $v_2$ is believed to arise from the hydrodynamical nature of the thermalized system, i.e., the pressure gradient built during an early stage of the system expansion, an azimuthal isotropy characterized by $v_2$ in the high-$p_T$ region is thought to be a manifestation of the path length dependence of parton energy loss, i.e., jet quenching per se [194–196]. $v_2$ with the jet quenching origin, can be related to $R_{AA}$ as follows [195],

$$v_2 \equiv \int R_{AA}(\phi_r) \cos(2\phi_r) \, d\phi_r / \int R_{AA}(\phi_r) \, d\phi_r,$$

where $\phi_r$ is defined as the azimuthal angle with respect to the reaction plane ($\Psi_{RP}$), i.e., $\phi_r \equiv \phi - \Psi_{RP}$. Therefore, the high-$p_T$ $v_2$ measurement can probe the $\phi$-dependent jet quenching. Given the path length a highly energetic parton has to travel is dependent on the azimuthal direction defined with respect to the reaction plane due to the geometric consideration, it implies that the high-$p_T$ $v_2$ measurement probes the path length dependence of jet quenching.

The $R_{AA}$ measurement presented in this thesis are plotted along with the CMS high-$p_T$ $v_2$ measurement [197] as a function of $p_T$ up to 65 GeV/$c$, the maximum $p_T$ reach in the high-$p_T$ $v_2$ measurement, which is shown in Fig. 8.10. The error bar represents the quadratic sum of the statistical and systematic errors. In order to compare the two measurements in the same centrality bins, 0–5% and 5–10% bins of the $R_{AA}$ measurements are combined and 10–20 (30–40)% and 20–30 (40–50)% bins of the high-$p_T$ $v_2$ measurements are combined. As the most peripheral centrality bin in the high-$p_T$ $v_2$
Figure 8.7.: Comparison between the modeled $R_{AA}$ with varying quenching parameter and the measured $R_{AA}$ in different centrality bins.
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Figure 8.8.: Correlation between the quenching parameter $c$ with the event centrality and the average $N_{\text{coll}}$.

measurement is between 50–60%, it is compared to the most peripheral bin of the $R_{AA}$ measurement, i.e., 50–70%. Also shown in the figure are the theoretical predictions for the selected centrality bins made in Ref. [198]. The correlation between the two measurements are directly plotted as a function of $v_2$ in the $x$-axis and $R_{AA}$ in the $y$-axis and shown in Fig. 8.2.3.1. In a similar way, the theoretical prediction made for $R_{AA}$ (0–5%) and $v_2$ (0–10%) are correlated and shown as filled circle (red) in the figure. There are two distinctive regions in the correlation plot: In the low-$p_T$ region around 4 GeV/c both $R_{AA}$ and $v_2$ decrease as a function of $p_T$. In the higher $p_T$ region between 10 and 60 GeV/c, $R_{AA}$ increases but $v_2$ decreases showing an anti-correlation, which is not as prominent in the 0–10% bin as the other centrality bins since $v_2$ in the 0–10% bin flattens starting from 20 GeV/c in $p_T$. It is subject further studies. In particular, by comparing this correlation to the jet quenching models, it will help constraining the path length dependence of the parton energy loss (i.e., $dE/dx \propto L^2$ or $L^3$), as first studied in the limited $p_T$ range in Ref. [194, 195].
8. Model Studies

Figure 8.9: $R_{AA}$ and $v_2$ measurements as a function of $p_T$ in bins of four centrality along with the theoretical predictions made for the selected centrality ranges [198].

Figure 8.10: Correlation between $R_{AA}$ and $v_2$ measurements in the range $p_T = 5–60$ GeV/c in difference centrality bins. The theoretical prediction is based on the 0–5% $R_{AA}$ with 0–10% $v_2$ from Ref. [198].
9. Conclusions

The energy loss of energetic parton, known as jet quenching, as a probe of the hot, dense medium created in heavy-ion collisions has been studied experimentally via the observation of high transverse momentum charged particle suppression with the CMS detector at the LHC. Details of the analyses of the transverse momentum spectra in pp and PbPb collisions as well as the construction of $R_{AA}$ are presented in this thesis.

The charged particle transverse momentum distributions in the form of the invariant differential yield $E d^3N_{ch}/dP_T^3$ in pp collisions at $\sqrt{s} = 0.9$, 2.76, 7 TeV and in PbPb collisions at $\sqrt{s_{NN}} = 2.76$ TeV have been measured. Calorimeter-based high-transverse-energy triggers are employed to enhance the statistical reach of the high-$p_T$ measurements. The calorimeter information is also explicitly used to suppress the fake tracks in the case of PbPb spectra measurements.

The pp results have been compared to both leading-order (LO) and next-to-leading-order (NLO) QCD calculations. The LO calculations obtained from the generator-level PYTHIA MC with various tunes show reasonable agreement with the measurements. The 7 TeV data are most consistent with PYTHIA8, which agrees at the 10% level over the full $p_T$ range of the measurement. In contrast, the 0.9 TeV and 2.76 TeV data are considerably better described by the ProQ20 tune. The NLO calculations, on the other hand, over-predict the measured cross sections by almost a factor of two at all collision energies, possibly suggesting that the fragmentation functions used in the calculations are not well tuned for LHC energies.

Additionally, the consistency of the 0.9, 2.76, and 7 TeV spectra has been demonstrated with an empirical $x_T$ scaling that unifies the differential cross sections from a wide range of collision energies onto a common curve. Furthermore, within the theoretical uncertainties of the NLO calculations, the residual breaking of $x_T$ scaling above $p_T \approx 8$ GeV/c is found to be consistent between the measured cross sections and the NLO calculations.

Overall, the detailed comparisons have testified our understanding of the high-$p_T$ charged particle production in the framework of factorized pQCD at a wide range of the collisions energies, providing an important theoretical and empirical ground for the study of jet quenching with high-$p_T$ charged particle production.

The nuclear modification factors $R_{AA}$ in different centrality bins have been constructed by dividing the $p_T$ spectrum in PbPb collisions for a given centrality by the charged particle $p_T$ spectrum in pp collisions scaled by the corresponding number of incoherent nucleon-nucleon collisions. It was observed via $R_{AA}$ that the high-$p_T$ yields in central PbPb collisions are significantly suppressed when compared to peripheral PbPb and pp collisions, reaching about a factor of 7 suppression. This deviation of the measured PbPb spectra (i.e. high-$p_T$ particles in QCD medium) from the pp reference
9. Conclusions

spectrum (i.e. high-\(p_T\) particles in QCD vacuum) at the same center of mass energy is understood as a consequence of the energy loss of highly energetic parton traversing the hot, dense medium created in the heavy-ion collisions at unprecedentedly high collision energy.

In the range \(p_T = 5-10\) GeV/c, the suppression is stronger than that seen at RHIC. Beyond 10 GeV/c, both \(R_{AA}\) and \(R_{CP}\) show a rising trend, as already suggested by the early measurement, limited to \(p_T = 20\) GeV/c. The measurement presented in this thesis, with improved statistical precision, clearly shows that this rise continues at higher \(p_T\), approaching a suppression factor \(R_{AA} \approx 0.5-0.6\) in the range 40–100 GeV/c. The overall \(p_T\) dependence of the suppression can be described by a number of phenomenological predictions. The detailed evolution of the \(R_{AA}\) rise from 6 to 100 GeV/c, however, varies significantly between the models, exhibiting large theoretical uncertainties. Because of the wildly varying details in different modeling of parton energy loss and the medium, it is not straightforward to draw definitive conclusions solely based on the presented model comparisons. Therefore, it is subject to further systematic studies.

The simple toy model studies of Cronin effect and parton energy loss provide insight into how the characteristic shape of the measured \(R_{AA}\) can be understood: The low-\(p_T\) region \(p_T = 1-2\) GeV/c, where \(R_{AA}\) initially increases as a function of \(p_T\), can be described when the transverse momentum broadening is introduced in the charged particle spectrum. The transverse momentum broadening also gives a natural explanation why the measured \(R_{AA}\) at \(\sqrt{s_{NN}} = 200\) GeV is higher than at \(\sqrt{s_{NN}} = 2.76\) TeV. The high-\(p_T\) region above 5 GeV/c, on the other hand, can be described when the energy degradation is introduced in the parton energy spectrum before fragmenting into charged particles. The comparison of different parton energy loss models reveals that while the shape of the measured \(R_{AA}\) in the high-\(p_T\) region \((p_T \geq 35\) GeV/c\) can be described by all the energy loss models, the entire \(p_T\) range is highly preferred by the logarithmic fractional energy loss over the constant- or constant-fractional energy loss models. The intermediate region \((2 < p_T < 5)\) was not directly studied with the toy model. However, it can be inferred that the parton energy loss gradually dominates over the effect of transverse momentum broadening in this region.

Overall, we have learned from the study of high transverse momentum charged particles suppression that an unambiguously large final-state medium effect is present over a large transverse momentum range in the PbPb collisions at the LHC and that the measured shape of \(R_{AA}\) in the high-\(p_T\) region can be best understood by the fractional energy loss with logarithmic energy dependence, which is supported by some of the pQCD energy loss calculations. However, the magnitude of the overall suppression and the slope of rising \(R_{AA}\) are subject to further studies to draw more quantitative conclusions. While \(R_{AA}\) does not measure differentially the azimuthal angle of charged particle with respect to the event plane, which can be linked to the path-length dependence of parton energy loss, studying correlations of the presented \(R_{AA}\) measurement with various observables such as high-\(p_T\) charged particle azimuthal anisotropy, inclusive jet spectra, and dijet transverse energy balance, will further elucidate the detailed mechanism of jet quenching such as path-length dependence and the properties of the medium produced in heavy-ion collisions at collider energies.
A. QCD Lagrangian

The QCD Lagrangian is given by

\[ \mathcal{L}_{QCD} = -\frac{1}{4} F^{(a)}_{\mu\nu} F^{(a)\mu\nu} + i \sum_q \bar{\psi}_q i (\gamma^\mu (D_\mu)_j^i - m_q \delta^i_j) \psi^j_q, \]  

(A.1)

where the \( \psi^i_q \) are the fermion fields representing a quark of flavor \( q \) and mass \( m_q \) with a color index \( j \), which transforms in the fundamental representation of the color \( SU(3) \) gauge group. \( D_\mu \) is the covariant derivative

\[ (D_\mu)_j^i = \delta^i_j \partial_\mu + i g_s \sum_q \frac{\lambda^a}{2} A^a_\mu, \]  

(A.2)

where \( \lambda^a (a = 1, \ldots, 8) \) are the \( SU(3) \) Gell-Mann matrices, \( A^a_\mu \) are the gluon fields, and \( g_s \) is the dimensionless strong coupling constant. \( \lambda^a \) encodes the fact that a gluon’s interaction with a quark rotates the quark color in \( SU(3) \) space. Lastly, \( F^{(a)}_{\mu\nu} \) is the gluon field-strength tensor

\[ F^{(a)}_{\mu\nu} = \partial_\mu A^a_\nu - \partial_\nu A^a_\mu - g_s f^{abc} A^b_\mu A^c_\nu, \]  

(A.3)

where the constants \( f^{abc} \) are the \( SU(3) \) structure constants, which can be expressed as

\[ f^{abc} = (4i)^{-1} tr(\lambda^c [\lambda^a, \lambda^b]) \]  

(A.4)

since \( \lambda^a \) satisfies the following commutation relations.

\[ [\lambda^a, \lambda^b] = 2i f^{abc} \lambda^c \]  

(A.5)

The non-vanishing structure constants in Eq. A.4 is what distinguishes QCD from Quantum Electrodynamics (QED); QCD is a non-Abelian (i.e. non-commutative) gauge theory.
B. Track Quality Distributions

The distribution of the track quality distributions are shown differentially in bins of $p_T$ and centrality. From the top left, it is $\frac{N_{\text{valid}}}{\sigma(p_T)/p_T}$, $(\chi^2/N_{\text{d.o.f.}})/N_{\text{layers}}$, $d_0/\sqrt{\sigma(d_0^2)+\sigma(v_0)}$, and $d_z/\sqrt{\sigma(d_z^2)+\sigma(v_z)}$.

Figure B.1.: Track quality distributions. 1–5 GeV/c
B. Track Quality Distributions

Figure B.2.: Track quality distributions. 5–10 GeV/c

Figure B.3.: Track quality distributions. 10–30 GeV/c
Figure B.4.: Track quality distributions. 30–60 GeV/c

Figure B.5.: Track quality distributions. 60–∞ GeV/c
B. Track Quality Distributions

Figure B.6.: Track quality distributions. 0–5%

Figure B.7.: Track quality distributions. 5–10%
Figure B.8.: Track quality distributions. 10–30%

Figure B.9.: Track quality distributions. 70–90%


C. Tabulated Results

Table C.1.: Tabulated result of Fig. 7.2(a)

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>Yield</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.00e-01</td>
<td>6.00e-01</td>
<td>1.12039e+00</td>
<td>2.2e-04</td>
<td>4.814e-02</td>
</tr>
<tr>
<td>6.00e-01</td>
<td>8.00e-01</td>
<td>4.3415e-01</td>
<td>1.1e-04</td>
<td>1.866e-02</td>
</tr>
<tr>
<td>8.00e-01</td>
<td>1.00e+00</td>
<td>1.8494e-01</td>
<td>6.3e-05</td>
<td>7.952e-03</td>
</tr>
<tr>
<td>1.00e+00</td>
<td>1.20e+00</td>
<td>8.5811e-02</td>
<td>3.9e-05</td>
<td>3.691e-03</td>
</tr>
<tr>
<td>1.20e+00</td>
<td>1.60e+00</td>
<td>3.0526e-02</td>
<td>1.4e-05</td>
<td>1.313e-03</td>
</tr>
<tr>
<td>1.60e+00</td>
<td>2.00e+00</td>
<td>9.1459e-03</td>
<td>6.8e-06</td>
<td>3.938e-04</td>
</tr>
<tr>
<td>2.00e+00</td>
<td>2.40e+00</td>
<td>3.1714e-03</td>
<td>3.6e-06</td>
<td>1.366e-04</td>
</tr>
<tr>
<td>2.40e+00</td>
<td>3.20e+00</td>
<td>7.9086e-04</td>
<td>1.11e-06</td>
<td>3.409e-05</td>
</tr>
<tr>
<td>3.20e+00</td>
<td>4.00e+00</td>
<td>1.6202e-04</td>
<td>4.46e-07</td>
<td>6.991e-06</td>
</tr>
<tr>
<td>4.00e+00</td>
<td>4.80e+00</td>
<td>4.2808e-05</td>
<td>2.10e-07</td>
<td>1.849e-06</td>
</tr>
<tr>
<td>4.80e+00</td>
<td>5.60e+00</td>
<td>1.3607e-05</td>
<td>1.095e-07</td>
<td>5.880e-07</td>
</tr>
<tr>
<td>5.60e+00</td>
<td>6.40e+00</td>
<td>5.0980e-06</td>
<td>6.38e-08</td>
<td>2.204e-07</td>
</tr>
<tr>
<td>6.40e+00</td>
<td>7.20e+00</td>
<td>2.09996e-06</td>
<td>3.959e-08</td>
<td>9.084e-08</td>
</tr>
<tr>
<td>7.20e+00</td>
<td>9.20e+00</td>
<td>5.8109e-07</td>
<td>1.171e-08</td>
<td>2.515e-08</td>
</tr>
<tr>
<td>9.20e+00</td>
<td>1.12e+01</td>
<td>1.19391e-07</td>
<td>4.539e-09</td>
<td>5.171e-09</td>
</tr>
<tr>
<td>1.12e+01</td>
<td>1.32e+01</td>
<td>3.3481e-08</td>
<td>2.165e-09</td>
<td>1.451e-09</td>
</tr>
<tr>
<td>1.32e+01</td>
<td>1.72e+01</td>
<td>7.9256e-09</td>
<td>6.624e-10</td>
<td>3.436e-10</td>
</tr>
<tr>
<td>1.72e+01</td>
<td>2.12e+01</td>
<td>1.5183e-09</td>
<td>2.592e-10</td>
<td>6.59e-11</td>
</tr>
<tr>
<td>2.12e+01</td>
<td>2.52e+01</td>
<td>4.632e-10</td>
<td>1.335e-10</td>
<td>2.02e-11</td>
</tr>
<tr>
<td>2.52e+01</td>
<td>3.72e+01</td>
<td>4.601e-11</td>
<td>1.889e-11</td>
<td>2.04e-12</td>
</tr>
</tbody>
</table>
### C. Tabulated Results

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>Yield</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.000e-01</td>
<td>6.000e-01</td>
<td>1.68022e+00</td>
<td>1.9e-04</td>
<td>7.961e-02</td>
</tr>
<tr>
<td>6.000e-01</td>
<td>8.000e-01</td>
<td>1.71979e-01</td>
<td>3.7e-05</td>
<td>8.113e-03</td>
</tr>
<tr>
<td>8.000e-01</td>
<td>1.000e+00</td>
<td>7.0213e-02</td>
<td>1.5e-05</td>
<td>3.308e-03</td>
</tr>
<tr>
<td>1.000e+00</td>
<td>1.200e+00</td>
<td>9.9366e-03</td>
<td>4.4e-06</td>
<td>4.670e-04</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.600e+00</td>
<td>2.9975e-03</td>
<td>1.5e-06</td>
<td>1.407e-04</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>7.7056e-04</td>
<td>6.7e-07</td>
<td>3.612e-05</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>2.4402e-04</td>
<td>3.5e-07</td>
<td>1.143e-05</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>9.0609e-05</td>
<td>1.94e-07</td>
<td>4.240e-06</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>3.8438e-05</td>
<td>1.17e-07</td>
<td>1.798e-06</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>1.78328e-05</td>
<td>7.48e-08</td>
<td>8.335e-07</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.200e+00</td>
<td>5.7719e-06</td>
<td>2.38e-08</td>
<td>2.696e-07</td>
</tr>
<tr>
<td>9.200e+00</td>
<td>1.120e+01</td>
<td>1.52171e-06</td>
<td>1.092e-08</td>
<td>7.104e-08</td>
</tr>
<tr>
<td>1.120e+01</td>
<td>1.320e+01</td>
<td>5.1369e-07</td>
<td>5.76e-09</td>
<td>2.398e-08</td>
</tr>
<tr>
<td>1.320e+01</td>
<td>1.720e+01</td>
<td>1.35670e-07</td>
<td>1.745e-09</td>
<td>6.342e-09</td>
</tr>
<tr>
<td>1.720e+01</td>
<td>2.120e+01</td>
<td>3.3087e-08</td>
<td>7.49e-10</td>
<td>1.555e-09</td>
</tr>
<tr>
<td>2.120e+01</td>
<td>2.520e+01</td>
<td>1.01372e-08</td>
<td>3.236e-10</td>
<td>4.826e-10</td>
</tr>
<tr>
<td>2.520e+01</td>
<td>3.720e+01</td>
<td>1.68816e-09</td>
<td>5.201e-11</td>
<td>8.607e-11</td>
</tr>
<tr>
<td>3.720e+01</td>
<td>4.920e+01</td>
<td>2.2497e-10</td>
<td>8.75e-12</td>
<td>1.375e-11</td>
</tr>
<tr>
<td>4.920e+01</td>
<td>6.120e+01</td>
<td>4.4431e-11</td>
<td>1.845e-12</td>
<td>2.965e-12</td>
</tr>
<tr>
<td>6.120e+01</td>
<td>8.120e+01</td>
<td>8.4116e-12</td>
<td>4.517e-13</td>
<td>5.853e-13</td>
</tr>
<tr>
<td>8.120e+01</td>
<td>1.012e+02</td>
<td>1.5299e-12</td>
<td>7.32e-14</td>
<td>1.102e-13</td>
</tr>
<tr>
<td>1.012e+02</td>
<td>1.212e+02</td>
<td>3.9626e-13</td>
<td>1.039e-14</td>
<td>2.937e-14</td>
</tr>
<tr>
<td>1.212e+02</td>
<td>1.612e+02</td>
<td>8.1866e-14</td>
<td>2.959e-15</td>
<td>6.296e-15</td>
</tr>
<tr>
<td>1.612e+02</td>
<td>2.012e+02</td>
<td>1.2708e-14</td>
<td>1.097e-15</td>
<td>1.018e-15</td>
</tr>
</tbody>
</table>
Table C.3.: Tabulated result of Fig. 7.3

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>Yield</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.500e-01</td>
<td>6.000e-01</td>
<td>1.25693e+00</td>
<td>2.3e-04</td>
<td>5.892e-02</td>
</tr>
<tr>
<td>6.000e-01</td>
<td>7.500e-01</td>
<td>6.5225e-01</td>
<td>1.4e-04</td>
<td>3.058e-02</td>
</tr>
<tr>
<td>7.500e-01</td>
<td>9.000e-01</td>
<td>3.5477e-01</td>
<td>9e-05</td>
<td>1.663e-02</td>
</tr>
<tr>
<td>9.000e-01</td>
<td>1.050e+00</td>
<td>2.04273e-01</td>
<td>6.6e-05</td>
<td>9.577e-03</td>
</tr>
<tr>
<td>1.050e+00</td>
<td>1.200e+00</td>
<td>1.22879e-01</td>
<td>4.8e-05</td>
<td>5.761e-03</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.500e+00</td>
<td>6.0767e-02</td>
<td>2.1e-05</td>
<td>2.849e-03</td>
</tr>
<tr>
<td>1.500e+00</td>
<td>1.800e+00</td>
<td>2.6044e-02</td>
<td>1.3e-05</td>
<td>1.221e-03</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.100e+00</td>
<td>1.20503e-02</td>
<td>8.0e-06</td>
<td>5.651e-04</td>
</tr>
<tr>
<td>2.100e+00</td>
<td>2.400e+00</td>
<td>5.9672e-03</td>
<td>5.2e-06</td>
<td>2.799e-04</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.600e+00</td>
<td>1.27945e-03</td>
<td>9.8e-07</td>
<td>6.002e-05</td>
</tr>
<tr>
<td>3.600e+00</td>
<td>4.800e+00</td>
<td>1.74135e-04</td>
<td>3.11e-07</td>
<td>8.172e-06</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>6.000e+00</td>
<td>3.6943e-05</td>
<td>1.29e-07</td>
<td>1.734e-06</td>
</tr>
<tr>
<td>6.000e+00</td>
<td>7.200e+00</td>
<td>9.9927e-06</td>
<td>6.07e-08</td>
<td>4.693e-07</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>1.080e+01</td>
<td>1.34959e-06</td>
<td>9.84e-09</td>
<td>6.344e-08</td>
</tr>
<tr>
<td>1.080e+01</td>
<td>1.440e+01</td>
<td>1.49549e-07</td>
<td>2.73e-09</td>
<td>7.041e-09</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>2.160e+01</td>
<td>1.45113e-08</td>
<td>4.021e-10</td>
<td>6.851e-10</td>
</tr>
<tr>
<td>2.160e+01</td>
<td>2.880e+01</td>
<td>1.74160e-09</td>
<td>9.326e-11</td>
<td>8.275e-11</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.840e+01</td>
<td>2.7965e-10</td>
<td>1.916e-11</td>
<td>1.432e-11</td>
</tr>
<tr>
<td>3.840e+01</td>
<td>4.800e+01</td>
<td>4.7389e-11</td>
<td>1.436e-12</td>
<td>3.257e-12</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.720e+01</td>
<td>6.7976e-12</td>
<td>2.236e-13</td>
<td>5.545e-13</td>
</tr>
<tr>
<td>6.720e+01</td>
<td>8.640e+01</td>
<td>1.08078e-12</td>
<td>7.396e-14</td>
<td>9.018e-14</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.122e+02</td>
<td>1.8676e-13</td>
<td>2.447e-14</td>
<td>1.592e-14</td>
</tr>
</tbody>
</table>
Table C.4.: Tabulated result of Fig. 7.4(a) (0.9 TeV)

<table>
<thead>
<tr>
<th>$x_T$</th>
<th>Yield</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.111e-03</td>
<td>6.4390e+15</td>
<td>1.8e+12</td>
<td>2.766e+14</td>
</tr>
<tr>
<td>1.556e-03</td>
<td>2.5380e+15</td>
<td>1.0e+12</td>
<td>1.091e+14</td>
</tr>
<tr>
<td>2.000e-03</td>
<td>1.09935e+15</td>
<td>5.5e+11</td>
<td>4.727e+13</td>
</tr>
<tr>
<td>2.444e-03</td>
<td>5.1757e+14</td>
<td>3.4e+11</td>
<td>2.226e+13</td>
</tr>
<tr>
<td>3.111e-03</td>
<td>1.88388e+14</td>
<td>1.25e+11</td>
<td>8.106e+12</td>
</tr>
<tr>
<td>4.000e-03</td>
<td>5.7626e+13</td>
<td>6.1e+10</td>
<td>2.481e+12</td>
</tr>
<tr>
<td>4.889e-03</td>
<td>2.02005e+13</td>
<td>3.29e+10</td>
<td>8.702e+11</td>
</tr>
<tr>
<td>6.222e-03</td>
<td>5.1279e+12</td>
<td>1.01e+10</td>
<td>2.211e+11</td>
</tr>
<tr>
<td>8.000e-03</td>
<td>1.06549e+12</td>
<td>4.12e+09</td>
<td>4.598e+10</td>
</tr>
<tr>
<td>9.778e-03</td>
<td>2.8379e+11</td>
<td>1.93e+09</td>
<td>1.226e+10</td>
</tr>
<tr>
<td>1.156e-02</td>
<td>9.0134e+10</td>
<td>1.012e+09</td>
<td>3.895e+09</td>
</tr>
<tr>
<td>1.333e-02</td>
<td>3.4017e+10</td>
<td>5.88e+08</td>
<td>1.471e+09</td>
</tr>
<tr>
<td>1.511e-02</td>
<td>1.38212e+10</td>
<td>3.516e+08</td>
<td>5.979e+08</td>
</tr>
<tr>
<td>1.822e-02</td>
<td>3.7508e+09</td>
<td>1.039e+08</td>
<td>1.624e+08</td>
</tr>
<tr>
<td>2.267e-02</td>
<td>8.4807e+08</td>
<td>4.350e+07</td>
<td>3.673e+07</td>
</tr>
<tr>
<td>2.711e-02</td>
<td>2.3716e+08</td>
<td>2.075e+07</td>
<td>1.028e+07</td>
</tr>
<tr>
<td>3.378e-02</td>
<td>5.3622e+07</td>
<td>6.173e+06</td>
<td>2.325e+06</td>
</tr>
<tr>
<td>4.267e-02</td>
<td>1.2794e+07</td>
<td>2.670e+06</td>
<td>5.56e+05</td>
</tr>
<tr>
<td>5.156e-02</td>
<td>5.171e+06</td>
<td>1.634e+06</td>
<td>2.25e+05</td>
</tr>
<tr>
<td>6.933e-02</td>
<td>1.738e+05</td>
<td>1.222e+05</td>
<td>7.7e+03</td>
</tr>
</tbody>
</table>
Table C.5.: Tabulated result of Fig. 7.4(a) (7 TeV)

<table>
<thead>
<tr>
<th>$x_T$</th>
<th>Yield</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.429e-04</td>
<td>3.2736e+20</td>
<td>5e+16</td>
<td>1.535e+19</td>
</tr>
<tr>
<td>2.000e-04</td>
<td>1.42773e+20</td>
<td>2.9e+16</td>
<td>6.693e+18</td>
</tr>
<tr>
<td>2.571e-04</td>
<td>6.7233e+19</td>
<td>1.7e+16</td>
<td>3.152e+18</td>
</tr>
<tr>
<td>3.143e-04</td>
<td>3.4795e+19</td>
<td>1.1e+16</td>
<td>1.631e+18</td>
</tr>
<tr>
<td>4.000e-04</td>
<td>1.43962e+19</td>
<td>4.4e+15</td>
<td>6.750e+17</td>
</tr>
<tr>
<td>5.143e-04</td>
<td>5.1468e+18</td>
<td>2.3e+15</td>
<td>2.414e+17</td>
</tr>
<tr>
<td>6.286e-04</td>
<td>2.07754e+18</td>
<td>1.34e+15</td>
<td>9.744e+16</td>
</tr>
<tr>
<td>8.000e-04</td>
<td>6.3199e+17</td>
<td>4.6e+14</td>
<td>2.965e+16</td>
</tr>
<tr>
<td>1.029e-03</td>
<td>1.64095e+17</td>
<td>2.07e+14</td>
<td>7.699e+15</td>
</tr>
<tr>
<td>1.257e-03</td>
<td>5.2119e+16</td>
<td>1.06e+14</td>
<td>2.446e+15</td>
</tr>
<tr>
<td>1.486e-03</td>
<td>1.94493e+16</td>
<td>5.97e+13</td>
<td>9.130e+14</td>
</tr>
<tr>
<td>1.714e-03</td>
<td>8.2818e+15</td>
<td>3.62e+13</td>
<td>3.889e+14</td>
</tr>
<tr>
<td>1.943e-03</td>
<td>3.8485e+15</td>
<td>2.31e+13</td>
<td>1.808e+14</td>
</tr>
<tr>
<td>2.343e-03</td>
<td>1.24309e+15</td>
<td>7.31e+12</td>
<td>5.842e+13</td>
</tr>
<tr>
<td>2.914e-03</td>
<td>3.2959e+14</td>
<td>3.35e+12</td>
<td>1.550e+13</td>
</tr>
<tr>
<td>3.486e-03</td>
<td>1.12857e+14</td>
<td>1.776e+12</td>
<td>5.312e+12</td>
</tr>
<tr>
<td>4.343e-03</td>
<td>2.9957e+13</td>
<td>5.45e+11</td>
<td>1.412e+12</td>
</tr>
<tr>
<td>5.486e-03</td>
<td>7.6190e+12</td>
<td>2.414e+11</td>
<td>3.600e+11</td>
</tr>
<tr>
<td>6.629e-03</td>
<td>2.02985e+12</td>
<td>9.326e+10</td>
<td>9.624e+10</td>
</tr>
<tr>
<td>8.914e-03</td>
<td>3.7213e+11</td>
<td>1.609e+10</td>
<td>1.860e+10</td>
</tr>
<tr>
<td>1.234e-02</td>
<td>5.2573e+10</td>
<td>3.321e+09</td>
<td>3.218e+09</td>
</tr>
<tr>
<td>1.577e-02</td>
<td>9.0289e+09</td>
<td>5.157e+08</td>
<td>5.917e+08</td>
</tr>
<tr>
<td>2.034e-02</td>
<td>1.8813e+09</td>
<td>1.252e+08</td>
<td>1.316e+08</td>
</tr>
<tr>
<td>2.606e-02</td>
<td>3.5532e+08</td>
<td>2.236e+07</td>
<td>2.549e+07</td>
</tr>
<tr>
<td>3.177e-02</td>
<td>9.2168e+07</td>
<td>3.113e+06</td>
<td>6.810e+06</td>
</tr>
<tr>
<td>4.034e-02</td>
<td>2.0643e+07</td>
<td>9.61e+05</td>
<td>1.613e+06</td>
</tr>
<tr>
<td>5.177e-02</td>
<td>3.5401e+06</td>
<td>3.751e+05</td>
<td>2.816e+05</td>
</tr>
</tbody>
</table>
### C. Tabulated Results

<table>
<thead>
<tr>
<th>$x_T$</th>
<th>Yield</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.804e-04</td>
<td>2.2410e+18</td>
<td>4e+14</td>
<td>1.706e+17</td>
</tr>
<tr>
<td>4.891e-04</td>
<td>1.16289e+18</td>
<td>2.6e+14</td>
<td>8.855e+16</td>
</tr>
<tr>
<td>5.978e-04</td>
<td>6.3252e+17</td>
<td>1.7e+14</td>
<td>4.816e+16</td>
</tr>
<tr>
<td>7.065e-04</td>
<td>3.6420e+17</td>
<td>1.2e+14</td>
<td>2.773e+16</td>
</tr>
<tr>
<td>8.152e-04</td>
<td>2.1908e+17</td>
<td>8e+13</td>
<td>1.668e+16</td>
</tr>
<tr>
<td>9.783e-04</td>
<td>1.08340e+17</td>
<td>3.8e+13</td>
<td>8.250e+15</td>
</tr>
<tr>
<td>1.196e-03</td>
<td>4.6435e+16</td>
<td>2.3e+13</td>
<td>3.536e+15</td>
</tr>
<tr>
<td>1.413e-03</td>
<td>2.1484e+16</td>
<td>1.4e+13</td>
<td>1.636e+15</td>
</tr>
<tr>
<td>1.630e-03</td>
<td>1.06389e+16</td>
<td>9.3e+12</td>
<td>8.102e+14</td>
</tr>
<tr>
<td>2.174e-03</td>
<td>2.2811e+15</td>
<td>1.7e+12</td>
<td>1.737e+14</td>
</tr>
<tr>
<td>3.043e-03</td>
<td>3.1046e+14</td>
<td>5.6e+11</td>
<td>2.365e+13</td>
</tr>
<tr>
<td>3.913e-03</td>
<td>6.5866e+13</td>
<td>2.31e+11</td>
<td>5.018e+12</td>
</tr>
<tr>
<td>4.783e-03</td>
<td>1.7816e+13</td>
<td>1.08e+11</td>
<td>1.357e+12</td>
</tr>
<tr>
<td>6.522e-03</td>
<td>2.4062e+12</td>
<td>1.75e+10</td>
<td>1.834e+11</td>
</tr>
<tr>
<td>9.130e-03</td>
<td>2.6663e+11</td>
<td>4.88e+09</td>
<td>2.033e+10</td>
</tr>
<tr>
<td>1.304e-02</td>
<td>2.5872e+10</td>
<td>7.17e+08</td>
<td>1.975e+09</td>
</tr>
<tr>
<td>1.826e-02</td>
<td>3.1051e+09</td>
<td>1.663e+08</td>
<td>2.376e+08</td>
</tr>
<tr>
<td>2.435e-02</td>
<td>4.9858e+08</td>
<td>3.416e+07</td>
<td>3.933e+07</td>
</tr>
<tr>
<td>3.130e-02</td>
<td>8.4488e+07</td>
<td>2.560e+06</td>
<td>7.708e+06</td>
</tr>
<tr>
<td>4.174e-02</td>
<td>1.2119e+07</td>
<td>3.99e+05</td>
<td>1.227e+06</td>
</tr>
<tr>
<td>5.565e-02</td>
<td>1.9269e+06</td>
<td>1.319e+05</td>
<td>1.980e+05</td>
</tr>
<tr>
<td>7.196e-02</td>
<td>3.3297e+05</td>
<td>4.363e+04</td>
<td>3.471e+04</td>
</tr>
<tr>
<td>$p_T$ low edge</td>
<td>$p_T$ up edge</td>
<td>Yield</td>
<td>Statistical Error ($\pm$)</td>
</tr>
<tr>
<td>----------------</td>
<td>--------------</td>
<td>-------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>7.4455e+01</td>
<td>5.1e-02</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>5.5077e+01</td>
<td>4.0e-02</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>3.6124e+01</td>
<td>2.1e-02</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>2.1042e+01</td>
<td>1.5e-02</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>1.2537e+01</td>
<td>1.06e-02</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>7.5417e+00</td>
<td>7.6e-03</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>4.6527e+00</td>
<td>5.6e-03</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>2.8806e+00</td>
<td>4.1e-03</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>8.9319e-01</td>
<td>9.8e-04</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>1.5271e-01</td>
<td>3.07e-04</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>3.2371e-02</td>
<td>1.12e-04</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>9.1762e-03</td>
<td>5.01e-05</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>3.3036e-03</td>
<td>2.70e-05</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>1.5131e-03</td>
<td>1.714e-05</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>4.2152e-04</td>
<td>4.34e-06</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>1.0038e-04</td>
<td>1.765e-06</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>3.2573e-05</td>
<td>9.09e-07</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>8.4063e-06</td>
<td>2.739e-07</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>2.1867e-06</td>
<td>1.152e-07</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>7.0724e-07</td>
<td>5.618e-08</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>2.2789e-07</td>
<td>2.254e-08</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>7.399e-08</td>
<td>1.001e-08</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>2.5626e-08</td>
<td>4.247e-09</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>7.0247e-09</td>
<td>2.914e-10</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>2.0528e-09</td>
<td>1.073e-10</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>6.4064e-10</td>
<td>3.937e-11</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>1.6811e-10</td>
<td>1.544e-11</td>
</tr>
</tbody>
</table>


C. Tabulated Results

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>Yield</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>6.0360e+04</td>
<td>4.6e+01</td>
<td>3.637e+03</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>4.4651e+04</td>
<td>3.7e+01</td>
<td>2.691e+03</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>2.9412e+04</td>
<td>2.0e+01</td>
<td>1.773e+03</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>1.7138e+04</td>
<td>1.4e+01</td>
<td>1.033e+03</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>1.02051e+04</td>
<td>9.9e+00</td>
<td>6.153e+02</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>6.1853e+03</td>
<td>7.2e+00</td>
<td>3.730e+02</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>3.8072e+03</td>
<td>5.3e+00</td>
<td>2.297e+02</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>2.3814e+03</td>
<td>4.0e+00</td>
<td>1.437e+02</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>2.600e+00</td>
<td>7.4920e+02</td>
<td>9.6e-01</td>
<td>4.524e+01</td>
</tr>
<tr>
<td>2.600e+00</td>
<td>2.800e+00</td>
<td>2.8669e+01</td>
<td>1.08e-01</td>
<td>1.736e+00</td>
</tr>
<tr>
<td>2.800e+00</td>
<td>3.000e+00</td>
<td>8.3739e+00</td>
<td>4.94e-02</td>
<td>5.081e-01</td>
</tr>
<tr>
<td>3.000e+00</td>
<td>3.200e+00</td>
<td>3.1018e+00</td>
<td>2.70e-02</td>
<td>1.886e-01</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>3.400e+00</td>
<td>1.41059e+00</td>
<td>1.699e-02</td>
<td>8.602e-02</td>
</tr>
<tr>
<td>3.400e+00</td>
<td>3.600e+00</td>
<td>9.3280e-01</td>
<td>4.29e-03</td>
<td>2.410e-02</td>
</tr>
<tr>
<td>3.600e+00</td>
<td>3.800e+00</td>
<td>9.1679e-02</td>
<td>1.699e-03</td>
<td>5.761e-03</td>
</tr>
<tr>
<td>3.800e+00</td>
<td>4.000e+00</td>
<td>2.8430e-02</td>
<td>8.37e-04</td>
<td>1.828e-03</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.200e+00</td>
<td>7.1000e-03</td>
<td>2.520e-04</td>
<td>4.856e-04</td>
</tr>
<tr>
<td>4.200e+00</td>
<td>4.400e+00</td>
<td>1.9130e-03</td>
<td>1.091e-04</td>
<td>1.413e-04</td>
</tr>
<tr>
<td>4.400e+00</td>
<td>4.600e+00</td>
<td>5.1509e-04</td>
<td>4.626e-05</td>
<td>3.978e-05</td>
</tr>
<tr>
<td>4.600e+00</td>
<td>4.800e+00</td>
<td>1.6754e-04</td>
<td>1.877e-05</td>
<td>1.360e-05</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.000e+00</td>
<td>5.4194e-05</td>
<td>7.940e-06</td>
<td>4.599e-06</td>
</tr>
<tr>
<td>5.000e+00</td>
<td>5.200e+00</td>
<td>3.0623e-05</td>
<td>6.473e-06</td>
<td>2.712e-06</td>
</tr>
<tr>
<td>5.200e+00</td>
<td>5.400e+00</td>
<td>5.8419e-06</td>
<td>2.949e-07</td>
<td>5.228e-07</td>
</tr>
<tr>
<td>5.400e+00</td>
<td>5.600e+00</td>
<td>1.5767e-06</td>
<td>1.403e-07</td>
<td>1.431e-07</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>5.800e+00</td>
<td>5.7708e-07</td>
<td>4.329e-08</td>
<td>5.237e-08</td>
</tr>
<tr>
<td>5.800e+00</td>
<td>6.000e+00</td>
<td>1.4198e-07</td>
<td>1.345e-08</td>
<td>1.289e-08</td>
</tr>
</tbody>
</table>
Table C.9.: Tabulated result of Fig. 7.6 (10–30%)

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>Yield</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>3.7213e+07</td>
<td>1.8e+04</td>
<td>2.150e+06</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>2.7611e+07</td>
<td>1.4e+04</td>
<td>1.596e+06</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>1.8122e+07</td>
<td>8e+03</td>
<td>1.047e+06</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>1.05596e+07</td>
<td>5.5e+03</td>
<td>6.103e+05</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>6.2890e+06</td>
<td>3.9e+03</td>
<td>3.635e+05</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>3.8090e+06</td>
<td>2.9e+03</td>
<td>2.202e+05</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>2.3592e+06</td>
<td>2.1e+03</td>
<td>1.364e+05</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>1.47821e+06</td>
<td>1.58e+03</td>
<td>8.549e+04</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>4.7478e+05</td>
<td>3.8e+02</td>
<td>2.747e+04</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>8.6932+04</td>
<td>1.20e+02</td>
<td>5.033e+03</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>2.0429e+04</td>
<td>4.6e+01</td>
<td>1.184e+03</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>6.2377e+03</td>
<td>2.16e+01</td>
<td>3.618e+02</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>2.3407e+03</td>
<td>1.15e+01</td>
<td>1.359e+02</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>1.05925e+03</td>
<td>7.18e+00</td>
<td>6.160e+01</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>2.9362e+02</td>
<td>1.81e+00</td>
<td>1.713e+01</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>6.6409e+01</td>
<td>7.03e-01</td>
<td>3.907e+00</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>2.0856e+01</td>
<td>3.51e-01</td>
<td>1.237e+00</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>5.3843e+00</td>
<td>1.066e-01</td>
<td>3.304e-01</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>1.32597e+00</td>
<td>4.437e-02</td>
<td>8.496e-02</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>3.8802e-01</td>
<td>2.047e-02</td>
<td>2.580e-02</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>1.09441e-01</td>
<td>7.563e-03</td>
<td>7.587e-03</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>3.7957e-02</td>
<td>3.655e-03</td>
<td>2.778e-03</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>1.7996e-02</td>
<td>2.341e-03</td>
<td>1.387e-03</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>4.2895e-03</td>
<td>4.553e-04</td>
<td>3.349e-04</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>1.04244e-03</td>
<td>3.652e-05</td>
<td>8.281e-05</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>2.9651e-04</td>
<td>1.308e-05</td>
<td>2.356e-05</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>9.9705e-05</td>
<td>5.646e-06</td>
<td>7.924e-06</td>
</tr>
</tbody>
</table>
### C. Tabulated Results

Table C.10.: Tabulated result of Fig. 7.6 (30–50%)

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>Yield</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>1.47598e+10</td>
<td>1.14e+07</td>
<td>8.529e+08</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>1.08916e+10</td>
<td>9.2e+06</td>
<td>6.294e+08</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>7.1252e+09</td>
<td>5.0e+06</td>
<td>4.118e+08</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>4.1202e+09</td>
<td>3.6e+06</td>
<td>2.381e+08</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>2.4447e+09</td>
<td>2.6e+06</td>
<td>1.413e+08</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>1.47583e+09</td>
<td>1.88e+06</td>
<td>8.533e+07</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>9.1621e+08</td>
<td>1.39e+06</td>
<td>5.298e+07</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>5.7531e+08</td>
<td>1.02e+06</td>
<td>3.327e+07</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>1.9273e+08</td>
<td>2.5e+05</td>
<td>1.115e+07</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>3.8095e+07</td>
<td>8.1e+04</td>
<td>2.206e+06</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>9.7941e+06</td>
<td>3.22e+04</td>
<td>5.675e+05</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>3.2164e+06</td>
<td>1.58e+04</td>
<td>1.866e+05</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>1.25326e+06</td>
<td>8.53e+03</td>
<td>7.277e+04</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>5.7481e+05</td>
<td>5.37e+03</td>
<td>3.343e+04</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>1.51574e+05</td>
<td>1.243e+03</td>
<td>8.841e+03</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>3.4735e+04</td>
<td>4.98e+02</td>
<td>2.043e+03</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>1.02189e+04</td>
<td>2.410e+02</td>
<td>6.063e+02</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>2.5033e+03</td>
<td>7.10e+01</td>
<td>1.536e+02</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>5.6536e+02</td>
<td>2.876e+01</td>
<td>3.622e+01</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>1.6076e+02</td>
<td>1.316e+01</td>
<td>1.069e+01</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>5.5060e+01</td>
<td>5.594e+00</td>
<td>3.817e+00</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>1.5967e+01</td>
<td>2.275e+00</td>
<td>1.169e+00</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>6.545e+00</td>
<td>1.288e+00</td>
<td>5.04e-01</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>2.2400e+00</td>
<td>4.242e-01</td>
<td>1.749e-01</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>4.3615e-01</td>
<td>1.974e-02</td>
<td>3.465e-02</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>3.023e-01</td>
<td>1.820e-01</td>
<td>2.40e-02</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>3.6643e-02</td>
<td>3.306e-03</td>
<td>2.912e-03</td>
</tr>
</tbody>
</table>
Table C.11.: Tabulated result of Fig. 7.6 (50–70%)

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>Yield</th>
<th>Statistical Error ($\pm$)</th>
<th>Systematic Error ($\pm$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>4.3724e+12</td>
<td>6.3e+09</td>
<td>2.527e+11</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>3.1988e+12</td>
<td>5.1e+09</td>
<td>1.849e+11</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>2.0567e+12</td>
<td>2.7e+09</td>
<td>1.189e+11</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>1.1788e+12</td>
<td>1.93e+09</td>
<td>6.814e+10</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>6.9015e+11</td>
<td>1.35e+09</td>
<td>3.990e+10</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>4.1713e+11</td>
<td>9.6e+08</td>
<td>2.412e+10</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>2.5860e+11</td>
<td>6.9e+08</td>
<td>1.495e+10</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>1.64170e+11</td>
<td>5.05e+08</td>
<td>9.494e+09</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>5.6862e+10</td>
<td>1.21e+08</td>
<td>3.290e+09</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>1.21470e+10</td>
<td>3.96e+07</td>
<td>7.033e+08</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>3.4104e+09</td>
<td>1.71e+07</td>
<td>1.976e+08</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>1.19186e+09</td>
<td>8.76e+06</td>
<td>6.913e+07</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>4.7390e+08</td>
<td>4.92e+06</td>
<td>2.752e+07</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>2.1239e+08</td>
<td>2.99e+06</td>
<td>1.235e+07</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>5.873e+07</td>
<td>7.26e+05</td>
<td>3.317e+06</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>1.21848e+07</td>
<td>2.896e+05</td>
<td>7.168e+05</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>3.5570e+06</td>
<td>1.398e+05</td>
<td>2.110e+05</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>7.827e+05</td>
<td>3.898e+04</td>
<td>4.803e+04</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>1.6991e+05</td>
<td>1.572e+04</td>
<td>1.089e+04</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>3.9459e+04</td>
<td>6.353e+03</td>
<td>2.624e+03</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>1.7839e+04</td>
<td>3.312e+03</td>
<td>1.237e+03</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>3.3818e+03</td>
<td>9.443e+02</td>
<td>2.475e+02</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>3.968e+03</td>
<td>1.380e+03</td>
<td>3.06e+02</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>3.7207e+02</td>
<td>1.674e+01</td>
<td>2.905e+01</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>1.19531e+02</td>
<td>8.703e+00</td>
<td>9.496e+00</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>3.1781e+01</td>
<td>4.148e+00</td>
<td>2.525e+00</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>1.0529e+01</td>
<td>1.774e+00</td>
<td>8.37e-01</td>
</tr>
</tbody>
</table>
## C. Tabulated Results

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>Yield</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>8.2255e+14</td>
<td>2.28e+12</td>
<td>4.753e+13</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>5.9519e+14</td>
<td>1.79e+12</td>
<td>3.439e+13</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>3.7489e+14</td>
<td>9.1e+11</td>
<td>2.167e+13</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>2.1234e+14</td>
<td>6.1e+11</td>
<td>1.227e+13</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>1.2377e+14</td>
<td>4.07e+11</td>
<td>7.155e+12</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>7.4566e+13</td>
<td>2.83e+11</td>
<td>4.311e+12</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>4.6485e+13</td>
<td>2.04e+11</td>
<td>2.688e+12</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>2.9699e+13</td>
<td>1.49e+11</td>
<td>1.718e+12</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>1.0493e+13</td>
<td>3.64e+10</td>
<td>6.071e+11</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>2.4229e+12</td>
<td>1.39e+10</td>
<td>1.403e+11</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>7.0518e+11</td>
<td>6.51e+09</td>
<td>4.086e+10</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>2.4501e+11</td>
<td>3.48e+09</td>
<td>1.421e+10</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>9.7200e+10</td>
<td>1.995e+09</td>
<td>5.644e+09</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>4.4443e+10</td>
<td>1.264e+09</td>
<td>2.584e+09</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>1.1672e+10</td>
<td>3.158e+08</td>
<td>6.808e+08</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>2.3578e+09</td>
<td>1.262e+08</td>
<td>1.387e+08</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>7.2490e+08</td>
<td>6.305e+07</td>
<td>4.301e+07</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>1.4370e+08</td>
<td>1.646e+07</td>
<td>8.82e+06</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>2.5531e+07</td>
<td>5.938e+06</td>
<td>1.636e+06</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>8.170e+06</td>
<td>3.030e+06</td>
<td>5.43e+05</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>1.4856e+06</td>
<td>8.400e+05</td>
<td>1.030e+05</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>9.441e+05</td>
<td>6.563e+05</td>
<td>6.91e+04</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>1.5265e+05</td>
<td>1.539e+04</td>
<td>1.176e+04</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>6.2593e+04</td>
<td>6.572e+03</td>
<td>4.887e+03</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>1.6416e+04</td>
<td>2.931e+03</td>
<td>1.304e+03</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>5.918e+03</td>
<td>1.543e+03</td>
<td>4.70e+02</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>1.3467e+03</td>
<td>5.512e+02</td>
<td>1.070e+02</td>
</tr>
</tbody>
</table>
Table C.13.: Tabulated result of Fig. 7.7 (0–5%)

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>$R_{AA}$</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>3.5912e-01</td>
<td>2.9e-04</td>
<td>2.622e-02</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>3.7009e-01</td>
<td>3.3e-04</td>
<td>2.702e-02</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>3.8869e-01</td>
<td>2.8e-04</td>
<td>2.838e-02</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>4.0592e-01</td>
<td>3.6e-04</td>
<td>2.964e-02</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>4.1808e-01</td>
<td>4.4e-04</td>
<td>3.054e-02</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>4.2038e-01</td>
<td>5.3e-04</td>
<td>3.071e-02</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>4.2023e-01</td>
<td>6.4e-04</td>
<td>3.071e-02</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>4.1042e-01</td>
<td>7.5e-04</td>
<td>2.999e-02</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>3.6221e-01</td>
<td>5.0e-04</td>
<td>2.648e-02</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>2.6398e-01</td>
<td>6.7e-04</td>
<td>1.932e-02</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>1.8823e-01</td>
<td>8.1e-04</td>
<td>1.379e-02</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>1.4869e-01</td>
<td>1.00e-03</td>
<td>1.091e-02</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>1.36037e-01</td>
<td>1.363e-03</td>
<td>9.997e-03</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>1.3803e-01</td>
<td>1.93e-03</td>
<td>1.017e-02</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>1.5191e-01</td>
<td>1.97e-03</td>
<td>1.124e-02</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>1.8199e-01</td>
<td>4.26e-03</td>
<td>1.369e-02</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>2.2265e-01</td>
<td>8.47e-03</td>
<td>1.703e-02</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>2.7680e-01</td>
<td>1.226e-02</td>
<td>2.216e-02</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>3.6784e-01</td>
<td>2.703e-02</td>
<td>3.120e-02</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>4.0027e-01</td>
<td>4.232e-02</td>
<td>3.533e-02</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>4.3947e-01</td>
<td>5.587e-02</td>
<td>4.056e-02</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>5.2699e-01</td>
<td>7.328e-02</td>
<td>5.352e-02</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>5.1609e-01</td>
<td>8.782e-02</td>
<td>5.718e-02</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>5.3031e-01</td>
<td>2.897e-02</td>
<td>6.102e-02</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>6.4004e-01</td>
<td>5.405e-02</td>
<td>7.729e-02</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>5.3311e-01</td>
<td>5.980e-02</td>
<td>6.474e-02</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>5.2017e-01</td>
<td>9.059e-02</td>
<td>6.358e-02</td>
</tr>
</tbody>
</table>
C. Tabulated Results

Table C.14.: Tabulated result of Fig. 7.7 (5–10%)

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>$R_{AA}$</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>3.6831e-01</td>
<td>3.2e-04</td>
<td>2.689e-02</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>3.7956e-01</td>
<td>3.6e-04</td>
<td>2.771e-02</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>4.0036e-01</td>
<td>3.2e-04</td>
<td>2.923e-02</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>4.1825e-01</td>
<td>4.0e-04</td>
<td>3.054e-02</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>4.3051e-01</td>
<td>5.0e-04</td>
<td>3.144e-02</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>4.3617e-01</td>
<td>6.1e-04</td>
<td>3.186e-02</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>4.3503e-01</td>
<td>7.3e-04</td>
<td>3.179e-02</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>4.2924e-01</td>
<td>8.6e-04</td>
<td>3.137e-02</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>3.8436e-01</td>
<td>5.8e-04</td>
<td>2.810e-02</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>2.8304e-01</td>
<td>7.7e-04</td>
<td>2.072e-02</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>2.1090e-01</td>
<td>9.6e-04</td>
<td>1.545e-02</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>1.7166e-01</td>
<td>1.22e-03</td>
<td>1.260e-02</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>1.6158e-01</td>
<td>1.69e-03</td>
<td>1.187e-02</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>1.6278e-01</td>
<td>2.37e-03</td>
<td>1.199e-02</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>1.7908e-01</td>
<td>2.41e-03</td>
<td>1.325e-02</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>2.1027e-01</td>
<td>5.06e-03</td>
<td>1.582e-02</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>2.4585e-01</td>
<td>9.63e-03</td>
<td>1.881e-02</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>2.9576e-01</td>
<td>1.375e-02</td>
<td>2.368e-02</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>4.0711e-01</td>
<td>3.120e-02</td>
<td>3.453e-02</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>3.6879e-01</td>
<td>4.194e-02</td>
<td>3.255e-02</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>4.0874e-01</td>
<td>5.624e-02</td>
<td>3.772e-02</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>4.8835e-01</td>
<td>7.321e-02</td>
<td>4.959e-02</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>7.802e-01</td>
<td>1.676e-01</td>
<td>8.64e-02</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>5.5792e-01</td>
<td>3.445e-02</td>
<td>6.420e-02</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>6.2191e-01</td>
<td>6.904e-02</td>
<td>7.510e-02</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>6.0752e-01</td>
<td>7.299e-02</td>
<td>7.378e-02</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>5.5576e-01</td>
<td>9.764e-02</td>
<td>6.793e-02</td>
</tr>
</tbody>
</table>
Table C.15.: Tabulated result of Fig. 7.7 (10–30%)

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>$R_{AA}$</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>3.9991e-01</td>
<td>2.6e-04</td>
<td>2.838e-02</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>4.1337e-01</td>
<td>3.0e-04</td>
<td>2.934e-02</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>4.3445e-01</td>
<td>2.6e-04</td>
<td>3.084e-02</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>4.5387e-01</td>
<td>3.3e-04</td>
<td>3.222e-02</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>4.6725e-01</td>
<td>4.2e-04</td>
<td>3.317e-02</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>4.7306e-01</td>
<td>5.1e-04</td>
<td>3.359e-02</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>4.7477e-01</td>
<td>6.2e-04</td>
<td>3.372e-02</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>4.6925e-01</td>
<td>7.3e-04</td>
<td>3.333e-02</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>4.2899e-01</td>
<td>5.0e-04</td>
<td>3.048e-02</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>3.3480e-01</td>
<td>6.9e-04</td>
<td>2.380e-02</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>2.6467e-01</td>
<td>9.0e-04</td>
<td>1.883e-02</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>2.2520e-01</td>
<td>1.18e-03</td>
<td>1.603e-02</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>2.1475e-01</td>
<td>1.63e-03</td>
<td>1.530e-02</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>2.1528e-01</td>
<td>2.30e-03</td>
<td>1.536e-02</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>2.3577e-01</td>
<td>2.36e-03</td>
<td>1.685e-02</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>2.6825e-01</td>
<td>5.02e-03</td>
<td>1.929e-02</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>3.1763e-01</td>
<td>9.80e-03</td>
<td>2.299e-02</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>3.9502e-01</td>
<td>1.421e-02</td>
<td>2.928e-02</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>4.9698e-01</td>
<td>3.041e-02</td>
<td>3.800e-02</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>4.8929e-01</td>
<td>4.280e-02</td>
<td>3.868e-02</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>4.7024e-01</td>
<td>4.967e-02</td>
<td>3.859e-02</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>6.0240e-01</td>
<td>6.109e-02</td>
<td>5.539e-02</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>8.075e-01</td>
<td>1.096e-01</td>
<td>8.22e-02</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>7.2151e-01</td>
<td>8.076e-02</td>
<td>7.677e-02</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>7.2416e-01</td>
<td>5.433e-02</td>
<td>8.149e-02</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>5.4977e-01</td>
<td>5.700e-02</td>
<td>6.226e-02</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>6.874e-01</td>
<td>1.089e-01</td>
<td>7.84e-02</td>
</tr>
</tbody>
</table>
### C. Tabulated Results

Table C.16.: Tabulated result of Fig. 7.7 (30–50%)

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>$R_{AA}$</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>4.7082e-01</td>
<td>4.2e-04</td>
<td>3.342e-02</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>4.8401e-01</td>
<td>4.7e-04</td>
<td>3.435e-02</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>5.0703e-01</td>
<td>4.1e-04</td>
<td>3.599e-02</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>5.2565e-01</td>
<td>5.3e-04</td>
<td>3.732e-02</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>5.3912e-01</td>
<td>6.6e-04</td>
<td>3.828e-02</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>5.4405e-01</td>
<td>8.1e-04</td>
<td>3.863e-02</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>5.4728e-01</td>
<td>9.8e-04</td>
<td>3.886e-02</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>5.4209e-01</td>
<td>1.14e-03</td>
<td>3.850e-02</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>5.1688e-01</td>
<td>8.0e-04</td>
<td>3.672e-02</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>4.3548e-01</td>
<td>1.14e-03</td>
<td>3.096e-02</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>3.7664e-01</td>
<td>1.57e-03</td>
<td>2.679e-02</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>3.4467e-01</td>
<td>2.17e-03</td>
<td>2.454e-02</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>3.4130e-01</td>
<td>3.05e-03</td>
<td>2.432e-02</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>3.4675e-01</td>
<td>4.32e-03</td>
<td>2.473e-02</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>3.6126e-01</td>
<td>4.10e-03</td>
<td>2.583e-02</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>4.1646e-01</td>
<td>8.78e-03</td>
<td>2.996e-02</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>4.6195e-01</td>
<td>1.617e-02</td>
<td>3.343e-02</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>5.4513e-01</td>
<td>2.251e-02</td>
<td>4.041e-02</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>6.2896e-01</td>
<td>4.541e-02</td>
<td>4.809e-02</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>6.0171e-01</td>
<td>6.472e-02</td>
<td>4.756e-02</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>7.0221e-01</td>
<td>9.076e-02</td>
<td>5.763e-02</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>7.522e-01</td>
<td>1.098e-01</td>
<td>6.92e-02</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>8.717e-01</td>
<td>1.749e-01</td>
<td>8.88e-02</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>1.1183e+00</td>
<td>2.155e-01</td>
<td>1.190e-01</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>8.993e-01</td>
<td>7.22e-02</td>
<td>1.012e-01</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>1.664e+00</td>
<td>1.014e+00</td>
<td>1.88e-01</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>7.498e-01</td>
<td>1.299e-01</td>
<td>8.56e-02</td>
</tr>
<tr>
<td>$p_T$ low edge</td>
<td>$p_T$ up edge</td>
<td>$R_{AA}$</td>
<td>Statistical Error (±)</td>
<td>Systematic Error (±)</td>
</tr>
<tr>
<td>---------------</td>
<td>--------------</td>
<td>-----------</td>
<td>-----------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>5.5681e-01</td>
<td>8.3e-04</td>
<td>3.952e-02</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>5.6750e-01</td>
<td>9.4e-04</td>
<td>4.028e-02</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>5.8428e-01</td>
<td>8.1e-04</td>
<td>4.147e-02</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>6.0041e-01</td>
<td>1.03e-03</td>
<td>4.262e-02</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>6.0761e-01</td>
<td>1.25e-03</td>
<td>4.314e-02</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>6.1389e-01</td>
<td>1.49e-03</td>
<td>4.359e-02</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>6.1669e-01</td>
<td>1.74e-03</td>
<td>4.379e-02</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>6.1756e-01</td>
<td>2.02e-03</td>
<td>4.386e-02</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>6.0882e-01</td>
<td>1.39e-03</td>
<td>4.325e-02</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>5.5436e-01</td>
<td>2.00e-03</td>
<td>3.941e-02</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>5.2358e-01</td>
<td>2.94e-03</td>
<td>3.724e-02</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>5.0990e-01</td>
<td>4.26e-03</td>
<td>3.630e-02</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>5.1522e-01</td>
<td>6.13e-03</td>
<td>3.671e-02</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>5.1149e-01</td>
<td>8.35e-03</td>
<td>3.648e-02</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>5.4115e-01</td>
<td>8.11e-03</td>
<td>3.869e-02</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>5.8323e-01</td>
<td>1.653e-02</td>
<td>4.195e-02</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>6.4193e-01</td>
<td>3.02e-02</td>
<td>4.646e-02</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>6.8048e-01</td>
<td>3.957e-02</td>
<td>5.044e-02</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>7.5462e-01</td>
<td>7.91e-02</td>
<td>5.769e-02</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>5.896e-01</td>
<td>1.035e-01</td>
<td>4.66e-02</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>9.083e-01</td>
<td>1.836e-01</td>
<td>7.45e-02</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>6.360e-01</td>
<td>1.787e-01</td>
<td>5.85e-02</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>2.1100e+00</td>
<td>7.384e-01</td>
<td>2.148e-01</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>7.4161e-01</td>
<td>4.252e-02</td>
<td>7.891e-02</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>9.840e-01</td>
<td>9.69e-02</td>
<td>1.107e-01</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>6.983e-01</td>
<td>1.122e-01</td>
<td>7.91e-02</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>8.602e-01</td>
<td>1.929e-01</td>
<td>9.81e-02</td>
</tr>
</tbody>
</table>
### C. Tabulated Results

Table C.18.: Tabulated result of Fig. 7.7 (70–90%)

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>$R_{AA}$</th>
<th>Statistical Error ($\pm$)</th>
<th>Systematic Error ($\pm$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>6.0530e-01</td>
<td>1.70e-03</td>
<td>4.296e-02</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>6.1017e-01</td>
<td>1.86e-03</td>
<td>4.331e-02</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>6.1542e-01</td>
<td>1.51e-03</td>
<td>4.368e-02</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>6.2495e-01</td>
<td>1.82e-03</td>
<td>4.437e-02</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>6.2971e-01</td>
<td>2.11e-03</td>
<td>4.471e-02</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>6.3412e-01</td>
<td>2.46e-03</td>
<td>4.503e-02</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>6.4056e-01</td>
<td>2.88e-03</td>
<td>4.549e-02</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>6.4558e-01</td>
<td>3.33e-03</td>
<td>4.585e-02</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>6.4924e-01</td>
<td>2.32e-03</td>
<td>4.613e-02</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>6.3895e-01</td>
<td>3.80e-03</td>
<td>4.542e-02</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>6.2560e-01</td>
<td>5.99e-03</td>
<td>4.450e-02</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>6.0571e-01</td>
<td>8.92e-03</td>
<td>4.312e-02</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>6.1066e-01</td>
<td>1.302e-02</td>
<td>4.351e-02</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>6.1849e-01</td>
<td>1.831e-02</td>
<td>4.412e-02</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>6.4180e-01</td>
<td>1.808e-02</td>
<td>4.588e-02</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>6.5216e-01</td>
<td>3.634e-02</td>
<td>4.691e-02</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>7.5596e-01</td>
<td>6.860e-02</td>
<td>5.471e-02</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>7.2189e-01</td>
<td>8.549e-02</td>
<td>5.351e-02</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>6.553e-01</td>
<td>1.560e-01</td>
<td>5.01e-02</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>7.055e-01</td>
<td>2.662e-01</td>
<td>5.58e-02</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>4.371e-01</td>
<td>2.496e-01</td>
<td>3.59e-02</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>1.0260e+00</td>
<td>7.140e-01</td>
<td>9.43e-02</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>4.6901e-01</td>
<td>5.063e-02</td>
<td>4.776e-02</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>7.2093e-01</td>
<td>7.992e-02</td>
<td>7.671e-02</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>7.809e-01</td>
<td>1.487e-01</td>
<td>8.79e-02</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>7.514e-01</td>
<td>2.082e-01</td>
<td>8.51e-02</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>6.358e-01</td>
<td>2.767e-01</td>
<td>7.25e-02</td>
</tr>
</tbody>
</table>
Table C.19.: Tabulated result of Fig. 7.8 (0–5%/50–90%)

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>$R_{CP}$</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>6.3923e-01</td>
<td>9.2e-04</td>
<td>3.852e-02</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>6.4726e-01</td>
<td>1.02e-03</td>
<td>3.900e-02</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>6.6280e-01</td>
<td>8.6e-04</td>
<td>3.995e-02</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>6.7427e-01</td>
<td>1.06e-03</td>
<td>4.065e-02</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>6.8656e-01</td>
<td>1.27e-03</td>
<td>4.140e-02</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>6.8410e-01</td>
<td>1.48e-03</td>
<td>4.126e-02</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>6.7869e-01</td>
<td>1.71e-03</td>
<td>4.094e-02</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>6.6157e-01</td>
<td>1.92e-03</td>
<td>3.992e-02</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>5.9224e-01</td>
<td>1.21e-03</td>
<td>3.576e-02</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>4.6554e-01</td>
<td>1.57e-03</td>
<td>2.815e-02</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>3.4973e-01</td>
<td>1.91e-03</td>
<td>2.118e-02</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>2.8383e-01</td>
<td>2.37e-03</td>
<td>1.722e-02</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>2.5787e-01</td>
<td>3.13e-03</td>
<td>1.568e-02</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>2.6133e-01</td>
<td>4.37e-03</td>
<td>1.594e-02</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>2.7428e-01</td>
<td>4.21e-03</td>
<td>1.683e-02</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>3.0683e-01</td>
<td>8.55e-03</td>
<td>1.928e-02</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>3.3727e-01</td>
<td>1.529e-02</td>
<td>2.169e-02</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>4.0189e-01</td>
<td>2.249e-02</td>
<td>2.749e-02</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>4.9486e-01</td>
<td>4.979e-02</td>
<td>3.654e-02</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>6.557e-01</td>
<td>1.096e-01</td>
<td>5.06e-02</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>5.199e-01</td>
<td>1.051e-01</td>
<td>4.22e-02</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>7.400e-01</td>
<td>2.197e-01</td>
<td>6.28e-02</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>2.750e-01</td>
<td>1.006e-01</td>
<td>2.44e-02</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>6.9264e-01</td>
<td>4.050e-02</td>
<td>6.199e-02</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>6.5900e-01</td>
<td>5.608e-02</td>
<td>5.979e-02</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>7.4798e-01</td>
<td>9.723e-02</td>
<td>6.788e-02</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>6.378e-01</td>
<td>1.152e-01</td>
<td>5.79e-02</td>
</tr>
</tbody>
</table>
### Table C.20: Tabulated result of Fig. 7.8 (5–10% / 50–90%)

<table>
<thead>
<tr>
<th>(p_T) low edge</th>
<th>(p_T) up edge</th>
<th>(R_{CP})</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>6.5559e-01</td>
<td>9.7e-04</td>
<td>3.950e-02</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>6.6383e-01</td>
<td>1.08e-03</td>
<td>4.000e-02</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>6.8269e-01</td>
<td>9.1e-04</td>
<td>4.115e-02</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>6.9473e-01</td>
<td>1.12e-03</td>
<td>4.188e-02</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>7.0697e-01</td>
<td>1.35e-03</td>
<td>4.263e-02</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>7.0979e-01</td>
<td>1.59e-03</td>
<td>4.281e-02</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>7.0258e-01</td>
<td>1.83e-03</td>
<td>4.238e-02</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>6.9190e-01</td>
<td>2.09e-03</td>
<td>4.175e-02</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>6.2846e-01</td>
<td>1.35e-03</td>
<td>3.795e-02</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>4.9916e-01</td>
<td>1.76e-03</td>
<td>3.018e-02</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>3.9184e-01</td>
<td>2.21e-03</td>
<td>2.373e-02</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>3.2768e-01</td>
<td>2.83e-03</td>
<td>1.988e-02</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>3.0629e-01</td>
<td>3.83e-03</td>
<td>1.862e-02</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>3.0819e-01</td>
<td>5.31e-03</td>
<td>1.879e-02</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>3.2335e-01</td>
<td>5.10e-03</td>
<td>1.984e-02</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>3.5450e-01</td>
<td>1.007e-02</td>
<td>2.228e-02</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>3.7242e-01</td>
<td>1.724e-02</td>
<td>2.395e-02</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>4.2942e-01</td>
<td>2.478e-02</td>
<td>2.937e-02</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>5.4769e-01</td>
<td>5.638e-02</td>
<td>4.044e-02</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>6.041e-01</td>
<td>1.041e-01</td>
<td>4.67e-02</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>4.836e-01</td>
<td>1.010e-01</td>
<td>3.92e-02</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>6.857e-01</td>
<td>2.072e-01</td>
<td>5.82e-02</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>4.157e-01</td>
<td>1.616e-01</td>
<td>3.68e-02</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>7.2871e-01</td>
<td>4.749e-02</td>
<td>6.522e-02</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>6.4033e-01</td>
<td>7.140e-02</td>
<td>5.810e-02</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>8.524e-01</td>
<td>1.167e-01</td>
<td>7.73e-02</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>6.815e-01</td>
<td>1.240e-01</td>
<td>6.19e-02</td>
</tr>
</tbody>
</table>
Table C.21.: Tabulated result of Fig. 7.8 (10–30%/50–90%)

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>$R_{CP}$</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>7.1184e-01</td>
<td>9.6e-04</td>
<td>4.113e-02</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>7.2297e-01</td>
<td>1.08e-03</td>
<td>4.178e-02</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>7.4082e-01</td>
<td>9.1e-04</td>
<td>4.281e-02</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>7.5391e-01</td>
<td>1.13e-03</td>
<td>4.358e-02</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>7.6732e-01</td>
<td>1.35e-03</td>
<td>4.436e-02</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>7.6983e-01</td>
<td>1.58e-03</td>
<td>4.451e-02</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>7.6677e-01</td>
<td>1.82e-03</td>
<td>4.434e-02</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>7.5640e-01</td>
<td>2.07e-03</td>
<td>4.374e-02</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>7.0143e-01</td>
<td>1.34e-03</td>
<td>4.058e-02</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>5.9044e-01</td>
<td>1.80e-03</td>
<td>3.419e-02</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>4.9175e-01</td>
<td>2.36e-03</td>
<td>2.849e-02</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>4.2989e-01</td>
<td>3.09e-03</td>
<td>2.494e-02</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>4.0707e-01</td>
<td>4.17e-03</td>
<td>2.364e-02</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>4.0759e-01</td>
<td>5.73e-03</td>
<td>2.370e-02</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>4.2569e-01</td>
<td>5.51e-03</td>
<td>2.483e-02</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>4.5225e-01</td>
<td>1.089e-02</td>
<td>2.660e-02</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>4.8116e-01</td>
<td>1.900e-02</td>
<td>2.855e-02</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>5.7354e-01</td>
<td>2.847e-02</td>
<td>3.519e-02</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>6.6859e-01</td>
<td>6.152e-02</td>
<td>4.284e-02</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>8.015e-01</td>
<td>1.252e-01</td>
<td>5.33e-02</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>5.563e-01</td>
<td>1.053e-01</td>
<td>3.86e-02</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>8.459e-01</td>
<td>2.379e-01</td>
<td>6.19e-02</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>4.303e-01</td>
<td>1.511e-01</td>
<td>3.31e-02</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>9.424e-01</td>
<td>1.073e-01</td>
<td>7.36e-02</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>7.4561e-01</td>
<td>5.648e-02</td>
<td>5.923e-02</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>7.7134e-01</td>
<td>9.468e-02</td>
<td>6.129e-02</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>8.428e-01</td>
<td>1.394e-01</td>
<td>6.70e-02</td>
</tr>
</tbody>
</table>
### C. Tabulated Results

Table C.22.: Tabulated result of Fig. 7.8 (30–50%/50–90%)  

<table>
<thead>
<tr>
<th>$p_T$ low edge</th>
<th>$p_T$ up edge</th>
<th>$R_{CP}$</th>
<th>Statistical Error (±)</th>
<th>Systematic Error (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e+00</td>
<td>1.100e+00</td>
<td>8.3805e-01</td>
<td>1.24e-03</td>
<td>4.843e-02</td>
</tr>
<tr>
<td>1.100e+00</td>
<td>1.200e+00</td>
<td>8.4650e-01</td>
<td>1.38e-03</td>
<td>4.892e-02</td>
</tr>
<tr>
<td>1.200e+00</td>
<td>1.400e+00</td>
<td>8.6459e-01</td>
<td>1.17e-03</td>
<td>4.997e-02</td>
</tr>
<tr>
<td>1.400e+00</td>
<td>1.600e+00</td>
<td>8.7314e-01</td>
<td>1.44e-03</td>
<td>5.047e-02</td>
</tr>
<tr>
<td>1.600e+00</td>
<td>1.800e+00</td>
<td>8.8534e-01</td>
<td>1.73e-03</td>
<td>5.118e-02</td>
</tr>
<tr>
<td>1.800e+00</td>
<td>2.000e+00</td>
<td>8.8535e-01</td>
<td>2.03e-03</td>
<td>5.119e-02</td>
</tr>
<tr>
<td>2.000e+00</td>
<td>2.200e+00</td>
<td>8.8388e-01</td>
<td>2.37e-03</td>
<td>5.111e-02</td>
</tr>
<tr>
<td>2.200e+00</td>
<td>2.400e+00</td>
<td>8.7381e-01</td>
<td>2.70e-03</td>
<td>5.053e-02</td>
</tr>
<tr>
<td>2.400e+00</td>
<td>3.200e+00</td>
<td>8.4514e-01</td>
<td>1.83e-03</td>
<td>4.890e-02</td>
</tr>
<tr>
<td>3.200e+00</td>
<td>4.000e+00</td>
<td>7.6800e-01</td>
<td>2.65e-03</td>
<td>4.447e-02</td>
</tr>
<tr>
<td>4.000e+00</td>
<td>4.800e+00</td>
<td>6.9979e-01</td>
<td>3.75e-03</td>
<td>4.055e-02</td>
</tr>
<tr>
<td>4.800e+00</td>
<td>5.600e+00</td>
<td>6.5795e-01</td>
<td>5.25e-03</td>
<td>3.816e-02</td>
</tr>
<tr>
<td>5.600e+00</td>
<td>6.400e+00</td>
<td>6.4695e-01</td>
<td>7.29e-03</td>
<td>3.756e-02</td>
</tr>
<tr>
<td>6.400e+00</td>
<td>7.200e+00</td>
<td>6.5652e-01</td>
<td>1.015e-02</td>
<td>3.818e-02</td>
</tr>
<tr>
<td>7.200e+00</td>
<td>9.600e+00</td>
<td>6.5228e-01</td>
<td>9.15e-03</td>
<td>3.804e-02</td>
</tr>
<tr>
<td>9.600e+00</td>
<td>1.200e+01</td>
<td>7.0212e-01</td>
<td>1.823e-02</td>
<td>4.130e-02</td>
</tr>
<tr>
<td>1.200e+01</td>
<td>1.440e+01</td>
<td>6.9977e-01</td>
<td>2.996e-02</td>
<td>4.152e-02</td>
</tr>
<tr>
<td>1.440e+01</td>
<td>1.920e+01</td>
<td>7.9148e-01</td>
<td>4.244e-02</td>
<td>4.857e-02</td>
</tr>
<tr>
<td>1.920e+01</td>
<td>2.400e+01</td>
<td>8.4615e-01</td>
<td>8.434e-02</td>
<td>5.421e-02</td>
</tr>
<tr>
<td>2.400e+01</td>
<td>2.880e+01</td>
<td>9.857e-01</td>
<td>1.659e-01</td>
<td>6.55e-02</td>
</tr>
<tr>
<td>2.880e+01</td>
<td>3.520e+01</td>
<td>8.308e-01</td>
<td>1.690e-01</td>
<td>5.76e-02</td>
</tr>
<tr>
<td>3.520e+01</td>
<td>4.160e+01</td>
<td>1.0562e+00</td>
<td>3.170e-01</td>
<td>7.73e-02</td>
</tr>
<tr>
<td>4.160e+01</td>
<td>4.800e+01</td>
<td>4.644e-01</td>
<td>1.769e-01</td>
<td>3.58e-02</td>
</tr>
<tr>
<td>4.800e+01</td>
<td>6.080e+01</td>
<td>1.4607e+00</td>
<td>2.831e-01</td>
<td>1.140e-01</td>
</tr>
<tr>
<td>6.080e+01</td>
<td>7.360e+01</td>
<td>9.2596e-01</td>
<td>7.499e-02</td>
<td>7.356e-02</td>
</tr>
<tr>
<td>7.360e+01</td>
<td>8.640e+01</td>
<td>2.334e+00</td>
<td>1.430e+00</td>
<td>1.85e-01</td>
</tr>
<tr>
<td>8.640e+01</td>
<td>1.036e+02</td>
<td>9.194e-01</td>
<td>1.652e-01</td>
<td>7.31e-02</td>
</tr>
</tbody>
</table>
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1. Introduction

Hadron production at large transverse momenta ($p_T \gg \Lambda_{\text{QCD}} \approx 0.2 \text{ GeV}$) in hadronic interactions originates from the fragmentation of the hard scattered partons produced in the collision. The presence of a hard scale in the process allows one to employ the powerful theoretical machinery of collinear factorisation [1] to compute the corresponding production cross sections. High-$p_T$ hadron cross sections can be thus obtained as a convolution of (i) long-distance universal pieces representing the structure of the initial hadrons (parton distribution functions, PDFs) as well as the fragmentation of a final-state quark or gluon into the observed hadron (fragmentation functions, FFs), and (ii) short-distance parts that describe the hard partonic interactions calculable as a perturbative expansion in terms of the strong running coupling $\alpha_s$. The measurement of high-$p_T$ hadroproduction in $p$-$p$ and $p$-$\bar{p}$ collisions provides, thus, a valuable testing ground of the perturbative regime of Quantum Chromodynamics (pQCD) and of the non-perturbative objects (PDFs, FFs) needed to compute a large variety of cross sections at hadronic colliders.

Theoretically, lowest-order (LO) calculations of the inclusive hadron cross sections were performed in the late 70s [2], later improved at next-to-leading order (NLO) [3–5] and more recently at next-to-leading-log (including soft gluon resummation) [6, 7] accuracies. The latest phenomenological developments in this field have focused on constraints of the
proton PDFs (in particular the polarised ones [7, 8]), on improvements of the parton-to-hadron (in particular, gluon-to-hadron) FFs [9], as well as on baseline measurements of relevance for high-energy heavy-ions collisions [10]. On the experimental side, inclusive unidentified charged hadron production – i.e. $pp, p\bar{p} \rightarrow h^\pm X$, where $h^\pm = (h^+ + h^-)$ is effectively the sum of pions (about 60% of all hadrons), kaons (about 20% of the total) and protons (about 10% of all hadrons) and their antiparticles – have been measured above $p_T \approx 1$ GeV/c at the ISR ($\sqrt{s} = 31, 44, 63$ GeV) [11], at RHIC ($\sqrt{s} = 200$ GeV) [12], SpS ($\sqrt{s} = 0.2, 0.5, 0.9$ TeV) [13], and Tevatron ($\sqrt{s} = 0.63, 1.8, 1.96$ TeV) [14–16] energies. Except at Tevatron, the rest of measurements are unfortunately in a moderate $p_T$ range ($p_T \approx 12$ GeV/c at most). The latest comparisons of the available charged hadron spectra, at RHIC energies [8, 12], to NLO calculations [6] show a good data–theory agreement above $p_T \approx 1.5$ GeV/c for central and forward rapidities [10].

In this paper, we compare NLO pQCD calculations to the latest charged particle spectrum measured at Tevatron and we present predictions with their theoretical uncertainties for the high-$p_T$ hadron spectra expected at LHC energies. The motivation is two-fold. First, the most recent CDF charged particle spectrum [16] covers a very large $p_T$ range, up to $p_T = 150$ GeV/c where pQCD predictions are reliable and can be confronted to the data. Similarly, comparable “minimum bias” measurements are expected to be available in the early running of the LHC [17]. CMS has already measured a first, yet mostly low-$p_T$, charged hadron spectrum at $\sqrt{s} = 2.36$ TeV [18]. Secondly, at the LHC, a $p-p$ reference hadron spectrum will be needed at the same centre-of-mass (c.m.) energy as that of heavy-ion (Pb–Pb) collisions to study the high-$p_T$ suppression observed in nucleus-nucleus reactions at RHIC [19]. Since the Pb–Pb results will be nominally obtained at $\sqrt{s_{NN}} = 5.5$ TeV a pQCD-based interpolation between the results recorded at Tevatron ($\sqrt{s} = 1.96$ TeV) and during the first LHC $p-p$ run ($\sqrt{s} = 7$ TeV) will be needed.

The paper is organized as follows. In Section 2 we succinctly remind the theoretical framework of our study based on the next-to-leading-order pQCD Monte Carlo (MC) code INCNLO [20]. In Section 3, we compare the charged particle spectra measured at mid-rapidity in $p-\bar{p}$ collisions at $\sqrt{s} = 1.96$ TeV [16] to the NLO calculations INCNLO and to the LO parton shower MC PYTHIA, as well as to simple $x_T$-scaling expectations. We find that the maximum theoretical uncertainties of the NLO prediction – associated to the PDF, FF and scale variations added in quadrature – are $\pm 40\%$. For increasing transverse momenta, the data is a factor up to 3 orders of magnitude larger than the perturbative predictions. We conclude that above $p_T \approx 20$ GeV/c, there is no possibility to accommodate the data–theory discrepancy even accounting for possible additional contributions to the charged particle yield coming e.g. from heavy-quarks or vector-boson (plus jet) production. The fact that the parent jet $p_T$-differential spectrum is, on the contrary, well reproduced by NLO calculations and that the single particle data also violate simple $x_T$-scaling expectations, suggest a problem in the experimental results at the highest $p_T$ values. Finally, in Section 4 we present the charged hadron spectra and associated uncertainties predicted by INCNLO in $p-p$ collisions in the range of energies covered by the LHC ($\sqrt{s} = 0.9 - 14$ TeV), and propose two methods to determine the $p-p$ spectra at intermediate LHC energies of relevance for heavy-ion running.
2. Hadroproduction in factorised pQCD

The inclusive cross section for the production of a single hadron, differential in transverse momentum \( p_T \) and rapidity \( y \), takes the following form at next-to-leading order in \( \alpha_s \) [21]:

\[
\frac{d\sigma}{dp_T dy} = \sum_{i,j,k=q,g} \int dx_1 \, dx_2 \, F_{i/p}(x_1, \mu_F) \, F_{j/p}(x_2, \mu_F) \, \frac{dz}{z^2} \, D_i^h(z, \mu_{FF}) \times \left[ \left( \frac{\alpha_s(\mu_H)}{2\pi} \right)^2 \frac{d\hat{\sigma}_{ij,k}}{dp_T dy} + \left( \frac{\alpha_s(\mu_F)}{2\pi} \right)^3 K_{ij,k}(\mu_R, \mu_F, \mu_{FF}) \right].
\] (2.1)

Here \( F_{i/p}(x_1, \mu_F) \) are the PDFs of the incoming protons \( p \) at parton momentum fraction \( x \), \( D_i^h(z, \mu_{FF}) \) are the parton-to-hadron FFs describing the transition of the parton \( k \) into an unidentified hadron \( h \) carrying a fraction \( z \) of its momentum, \( d\hat{\sigma}_{ij,k}/dp_T \, dy \) is the Born cross section of the subprocess \( i + j \rightarrow k + X \), and \( K_{ij,k} \) is the corresponding higher-order term (the full kinematic dependence is omitted for clarity). In this paper, we use the INCNLO programme [20] to compute the cross sections, supplemented with various PDFs and FFs sets (see below). The truncation of the perturbative series at next-to-leading order accuracy in \( \alpha_s \) introduces an artificial dependence with magnitude \( O(\alpha_s^3) \), of the cross section on initial-state (\( \mu_F \) and final-state (\( \mu_{FF} \)) factorization scales, as well as on the renormalization scale \( \mu_R \). The choice of scales is arbitrary but the standard procedure is to choose a value around the natural physical scale of the hard scattering process, here given by the \( p_T \) of the produced hadron. We consider below scale variations \( \mu_R, \mu_F, \mu_{FF} = \kappa \, p_T \), with \( \kappa = 0.5 - 2 \) to gauge the theoretical uncertainty linked to the neglected higher-order terms. Hereafter, whenever the scales \( \mu_R, \mu_F \) and \( \mu_{FF} \), are given a common value, the latter is denoted \( \mu \).

The two non-perturbative inputs of Eq. (2.1) are the parton densities and the fragmentation functions. The former are mostly obtained from global-fit analyses of HERA proton structure function data, the latter from hadron production results in \( e^+e^- \) collisions. We use here the three latest PDFs parametrisations available: CTEQ6.6 [22], MSTW08 [23] and NNPDF1.2 [24], included in the LHAPDF (version 5.7.1) package [25], which take into account the most up-to-date data from deep-inelastic lepton-proton scattering and hadronic collisions as well as various theoretical improvements. For the fragmentation functions into hadrons, we use and compare the three more recent FF sets available: DSS [26], AKK08 [27] and HKNS [28], which, except for the latter, include for the first time also hadron-hadron collision data in their global analyses. These new FF fits cover a larger \( z \) range and are more sensitive to the gluon fragmentation which dominates high-\( p_T \) hadron production in \( p-p \) collisions [9].

For transverse momenta close to the phase space boundary where the \( p_T \) of the hadron is about half of the partonic centre-of-mass energy \( (x_T = 2p_T/\sqrt{s} \approx 0.1 - 1) \), the coefficients of the perturbative expansion are enhanced by extra powers of logarithmic terms of the form \( \alpha_s^n \ln^{n-1}(1-x_T)/(1-x_T) \) [29]. Resummation to all orders of such “threshold” terms – which appear when the initial partons have just enough energy to produce the high-\( p_T \) hadron – have been carried out at next-to-leading logarithmic (NLL) accuracy.
in [6, 7]. Interestingly, the NLL results provide a much reduced scale-dependence than the NLO approximation. The presently used fixed-order calculations (incnlo) do not include threshold resummations but their effect in the final spectrum is expected to be less important since the typical charged hadron \( p_T \) range covered by the Tevatron and LHC experiments, \( x_T \equiv 2p_T/\sqrt{s} \approx 10^{-4} - 10^{-1} \), is far away from the region where such effects start to play a role.

3. Tevatron data versus perturbative QCD

In this Section we compare the high-\( p_T \) charged particle spectrum measured by the CDF collaboration [16] in the pseudorapidity range \( |\eta| < 1 \) to the predictions of incnlo [20] and pythia [30] MCs and to simple perturbative expectations based on \( x_T \)-scaling [31]. The measured spectrum covers the range \( p_T = 0.4 \) – 150 GeV/c, but a comparison to pQCD predictions is only meaningful at high enough \( p_T \); therefore we impose a minimal cut of \( p_T = 3 \) GeV/c. For the NLO analysis, we study separately the effects on the spectrum of varying in the calculations the three theoretical scales (\( \mu = p_T/2, p_T, 2p_T \)), PDFs (MSTW08, CTEQ6.6 and NNPDF1.2) and FFs (AKK08, DSS and HKNS). We use pythia to determine possible extra contributions to the measured high-\( p_T \) tracks spectrum coming from heavy-quark fragmentation as well as from real and virtual vector-boson production, either single-inclusive or in association with a jet.

3.1 Data versus incnlo

The measured CDF charged particle \( p-\bar{p} \) single inclusive distribution is compared to the incnlo predictions for charged hadrons in Fig. 1. First, we note that the measured primary track spectrum is not corrected for contributions from charged particles other than hadrons. Possible contamination from stable leptons (electrons, positrons and muons) are not in principle removed from the measured spectrum. As we discuss a posteriori in Section 3.2, those amount however only to a small fraction (a few percents) of the total charged particle tracks coming from quark and gluon jet fragmentation according to our pythia simulations. The incnlo prediction shown in Fig. 1 is that which best fits the (low \( p_T \) range of) the experimental results. We see that below \( p_T \approx 20 \) GeV/c data and theory agree well for the choice of scales \( \mu = p_T/2, p_T, 2p_T \), PDFs (MSTW08, CTEQ6.6 and NNPDF1.2) and FFs (AKK08, DSS and HKNS). We use pythia to determine possible extra contributions to the measured high-\( p_T \) tracks spectrum coming from heavy-quark fragmentation as well as from real and virtual vector-boson production, either single-inclusive or in association with a jet.

Scale uncertainty: First, in the incnlo calculations we have fixed the PDFs and FFs to the CTEQ6.6 and DSS sets respectively\(^1\), and computed the corresponding spectra

\(^1\)The choice is in principle arbitrary, other PDF and FF combinations yield similar results for the scale dependence.
Figure 1: Top: Comparison of the charged particle $p_T$ spectrum measured by CDF in $p-\bar{p}$ collisions at $\sqrt{s}$ = 1.96 TeV [16] to NLO pQCD predictions with PDFs fixed to CTEQ6.6, scales to $\mu = 2p_T$, and FFs to AKK08. Bottom: Corresponding ratio of CDF data over theory. The dashed lines indicate the maximum ±40% theoretical uncertainty of the calculations (see text).
Figure 2: Fractional differences between the INCNLO charged hadron spectra in $p\bar{p}$ at $\sqrt{s} = 1.96$ TeV for varying scales $\mu_i$, PDF and FF. Top: Scale uncertainty obtained for fixed PDF (CTEQ6.6) and FF (DSS) varying all three scales within $\mu_i = p_T/2 - 2p_T$ (the dashed lines indicate a $\pm 30\%$ uncertainty). Middle: PDF uncertainty obtained for fixed $\mu = p_T$ and FF (DSS) with three PDFs: CTEQ6.6, MSTW08, NNPDF1.2 (the dashed lines indicate $\pm 10\%$ differences). Bottom: FF uncertainty obtained for fixed scales ($\mu = p_T$) and PDF (CTEQ6.6) with three FFs: AKK08, DSS, HKNS (the dashed lines represent $\pm 25\%$).
setting the three theoretical scales to three different values $\mu_{F,M,FF} = p_T/2, p_T, 2p_T$ in all possible 27 combinations. The corresponding range of predictions is shown in Fig. 2 (top) where we plot a shaded band covering the whole range of fractional differences between the spectra obtained for any choice of scales. The “closest-to-the-average” spectrum is obtained setting all scales to $\mu = p_T$. The largest (resp. lowest) charged hadron yield predictions are obtained with mostly all three scale values set to $\mu_i = p_T/2$ (resp. $\mu_i = 2p_T$). At low $p_T$ the scale uncertainty is quite large (indicating as expected larger higher-order corrections) but otherwise above $p_T = 10 \text{ GeV}/c$ it stays roughly constant at around $\pm 30\%$ up to the highest momenta considered (dashed lines in the figure).

**PDF uncertainty:** Second, in the middle panel of Fig. 2 we show as a function of $p_T$ the theoretical uncertainty associated to the PDF choice. It has been obtained with INCNLO comparing the fractional differences between the single charged hadron spectra at $\sqrt{s} = 1.96$ TeV for fixed scales ($\mu = p_T$) and FF (DSS) and three different PDFs. The dashed bands plotted cover the range of maximum relative differences in the theoretical spectra obtained with MSTW08, CTEQ6.6 and NNPDF1.2. Those differences are small, below 10% and mostly $p_T$-independent (dashed lines).

**FF uncertainty:** Last, we have used INCNLO complemented with the three latest FFs available in the market: AKK08, DSS and HKNS, to compute the charged hadron spectrum for the CDF kinematics, with scales ($\mu = p_T$) and PDFs (CTEQ6.6) fixed. The main differences between FF sets concern the fractional $\pi^\pm$, $K^\pm$ and $p/\bar{p}$ compositions as a function of $p_T$. Yet, the total\(^2\) hadron yield predicted by the three FFs for $p-p$ at 1.96 TeV is quite similar as can be seen in the bottom panel of Fig. 2 where we plot the relative differences between the spectra computed for varying FFs. The maximum theoretical uncertainty linked to the FF choice amounts to about $\pm 25\%$ of the charged hadron yield at any $p_T$ (dashed lines), although the differences between FFs appear to be smaller at intermediate hadron $p_T \approx 10 - 25 \text{ GeV}/c$.

A conservative quadratic sum of the fractional uncertainties linked to the NLO scales, PDFs and FFs choices results in a total theoretical uncertainty of order $\pm 40\%$ whereas the maximum difference between the data and the calculations amounts to much larger factors, up to $\mathcal{O}(10^3)$ at $p_T \gtrsim 100 \text{ GeV}/c$ (Fig. 1).

### 3.2 Data versus PYTHIA

Given the large discrepancy between the experimental and NLO predictions for the charged particle spectrum at high-$p_T$ one may wonder whether other charged particles – apart from $\pi^\pm, K^\pm, p/\bar{p}$ coming from the fragmentation of quarks and gluons – may contribute in any way to the experimentally measured distribution beyond $p_T \approx 20 \text{ GeV}/c$. A first possibility that we have considered is whether other charged products from charm and bottom jets (with relative increasing importance at large transverse momentum) play any

\(^2\)As a cross check, for all FF sets we have confirmed that the NLO spectrum obtained from the sum of the spectra individually obtained with the pions, kaons and protons FFs is indeed equal to the one obtained with the non-identified charged hadron FFs.
role. Although the inclusive hadron FFs used in our NLO calculations contain all pion, kaons and (anti)protons issuing from light- as well as heavy-quark fragmentation, charm and bottom hadrons decay also into charged leptons\(^3\) which are not included in INCNLO. Thus as a independent theoretical check, we have computed the inclusive yield of all charged particles with the PYTHIA MC (v6.420) \(^3\) with the D6T \(^4\) tuning in the “minimum bias” and QCD-jets modes (\(MSEL = 1\) with low-\(p_T\) production, \(ISUB = 95\), switched on to correctly simulate the low-\(p_T\) region). The chosen processes produce not only light-quarks and gluons but also heavy-quarks\(^5\) including flavour excitation, \(Qg \to Qg\), and gluon splitting, \(g \to Q\bar{Q}\).

To obtain enough statistics at high-\(p_T\), we have run with up to 12 different ranges for the minimum and maximum parton momenta in the 2\(\to\)2 scatterings (\(\hat{p}_T = 0 – 10, 10 – 15, 15 – 20, 20 – 50\) GeV/c, . . . and \(\hat{p}_T > 470\) GeV/c) weighted by their corresponding cross sections. We have then explicitly separated the contributions coming from the fragmentation of high-\(p_T\) light-flavours (\(u, d, s\) and gluon) from those coming from charm and bottom quarks. As done in CDF, we take all charged particles\(^6\) exactly as defined in their analysis (i.e. all primary particles with mean lifetimes \(\tau > 0.3\) \(10^{-10}\) s and the decay products of those particles with shorter \(\tau\)). The results of our studies are shown in Fig. 3. The inclusive charged products of c-quark and b-quark fragmentation represent a very small (less than 5\%) fraction of the total yield of particles measured at high-\(p_T\) by CDF.

A second possibility that we have explored is whether the charged products of real and virtual vector-boson (\(\gamma^(*)\), \(W^\pm\), and \(Z^0\)) production – either single-inclusive or in association with a jet – which start to play a role at increasing transverse momenta, could partially account for the data–theory discrepancy. We have run prompt photon production in PYTHIA including the Born-level \(\gamma\)-jet Compton and annihilation diagrams (\(ISUB = 29,14\) respectively). The \(W^\pm\), \(Z^0\) and DY production (\(ISUB = 1,2,15,16,30,31\)), includes single-inclusive (2\(\to\)1) as well as double-inclusive (2\(\to\)2) \(W^\pm\), \(Z^0\)-DY-jet channels with \(p_T > 20\) GeV/c. The \(W^\pm\) and \(Z^0\) contributions produce a (local) Jacobian peak in the charged-particle \(p_T\) distribution at about half the vector-boson mass, \(p_T \approx 40\) GeV/c. All those contributions, shown added up in Fig. 3, increase the charged particle yield by up to 10\% in the range above \(p_T \approx 40\) GeV/c. This number is consistent with a simple order of magnitude estimate based on the ratio of electroweak and strong coupling constants valid when \(p_T \gg M_W/2\): \((\alpha_{EW}/\alpha_s)^2 = (0.034/0.12)^2 = \mathcal{O}(10^{-1})\). Clearly, those processes contribute little to the total yield of charged particles and therefore cannot justify the observed large discrepancy between data and theory.

---

\(^3\)As a cross check, we have confirmed that the PYTHIA spectrum of single leptons from \(c\) and \(b\) production agrees relatively well (within a factor of two) with more involved fixed-order NLL calculations \(^3\).

\(^4\)Tune D6T uses the CTEQ6LL PDF and describes the underlying event and the Drell-Yan data at Tevatron.

\(^5\)PYTHIA settings: \(\text{PARP(91)} = 2.1\) GeV/c (intrinsic \(k_T\)), \(\text{PMAS}(4,1) = 1.5\) GeV/c\(^2\) (\(m_c\) mass), \(\text{PMAS}(5,1) = 4.8\) GeV/c\(^2\) (\(m_b\) mass), \(\text{MSTP}(33) = 1\) (K-factor). Alternative running of standalone heavy-quark production (with \(MSEL = 4\) and \(5\)) would require K-factors of 2 – 4 in order to reproduce the heavy flavour \(p_T\) spectra measured at various colliders \(^3\).

\(^6\)PYTHIA settings: \(\text{MSTJ(22)} = 2, \text{PARJ(71)} = 10\).
Figure 3: Top: Comparison of the CDF data (symbols) to PYTHIA (v6.420, D6T tuning) $p_T$ distribution of charged particles in $p$-$\bar{p}$ collisions at $\sqrt{s} = 1.96$ TeV coming from the fragmentation of (i) light-quarks and gluons and (ii) heavy-quarks, and (iii) from processes involving the production of vector bosons ($\gamma^\ast$, $W^\pm$, $Z^0$). Bottom: Ratio of the CDF data to the sum of all PYTHIA charged particle contributions.
3.3 Data versus $x_T$-scaling

A robust pQCD prediction for hard processes $A B \rightarrow C X$ in hadronic collisions is the power-law scaling of the inclusive invariant cross section,

$$ E \frac{d^3 \sigma}{d^3 p} = F(x_T)/p_T^{n(x_T,\sqrt{s})} = F'(x_T)/\sqrt{s}^{n(x_T,\sqrt{s})}. \quad (3.1) $$

In the original parton model the power-law fall-off of the spectrum is simply $n = 4$ since the underlying $2 \rightarrow 2$ subprocess amplitude for point-like partons is scale invariant. In QCD, small scaling violations appear due to the running of $\alpha_S$ and the evolution of PDFs and FFs. At midrapidity and at fixed $p_T = 10$ GeV/$c$, the power-law exponent computed at NLO accuracy increases slowly from $n \simeq 5$ at small values of $x_T$ ($x_T = 10^{-2}$) up to $n \simeq 6$ at $x_T = 0.5$, with a very small dependence on the specific hadron species [35].

![Compiled charged particle cross-sections measured in $p\bar{p}$ collisions at five different c.m. energies from 0.2 TeV to 1.96 TeV plotted as a function of $p_T$ (left) and as a function of $x_T$ (right) scaled with an effective common exponent of $n = 5.5$ (see text).](image)

Except for the latest CDF data, the theoretical expectation, Eq. (3.1), is indeed well fulfilled by the experimental charged particle spectra measured so far in $p\bar{p}$ collisions\(^7\) at different centre-of-mass energies at the CERN Sp$p\bar{p}$S ($\sqrt{s} = 0.2, 0.5, 0.9$ TeV) [13] and Tevatron ($\sqrt{s} = 0.63, 1.8, 1.96$ TeV) [14,16] colliders. All the $p_T$ spectra feature power-law behaviours above $p_T \approx 2$ GeV/$c$ (the higher the c.m. energy the smaller the exponent of the fall-off, see Fig. 4 left). Following the expectation Eq. (3.1), in order to extract a common $n$ value from these different data sets, the measurements are plotted as a function

---

\(^7\)A factor of 1/2 is applied hereafter to the CDF Run II spectrum as they measured $(h^+ + h^-)$ instead of the average $0.5 \times (h^+ + h^-)$ for all other measurements.
of $x_T$, multiplied by $\sqrt{s^n}$ and fitted with the following 3-parameter functional form
\[
\sqrt{s^n} \frac{E d^3 \sigma}{d^3 p} \bigg|_{y=0} = p_0 \cdot [1 + (x_T/p_1)]^{p_2}.
\] (3.2)

In the data fitting, a minimum $p_T$ of 2 GeV/c is applied to exclude the region where soft particle production (which does not follow $x_T$-scaling) is dominant, which is consistent with what is used in [35]. We also exclude the CDF Run-II data from the global fit since, as we see a posteriori, there is no possibility to get an agreement with the lower energy measurements. With the obtained $\{p_i\}$-parameters, using $n_{\text{L}} \approx 5$ as a guidance, the exponent $n$ is varied from 4 to 7 in incremental steps in order to minimize the following $\chi^2$ function with MINUIT [36]
\[
\chi^2(n, \{p_i\}) = \sum_{j=1}^{n_{\text{dat}}} \left[ \frac{E d^3 \sigma}{d^3 p} \bigg|_{y=0} - \left( \frac{p_0 \cdot [1 + (x_T/p_1)]^{p_2}}{\sqrt{s^n}} \right) \sigma_j \right]^2,
\] (3.3)

where $\sigma_j$ are the quadratic sum of the statistical and systematic experimental uncertainties.

In Fig. 4 (right) we show the experimental charged particle spectra scaled by $\sqrt{s^n}$ as a function of $x_T$ with the best value of $n$ obtained from the fit, $n = 5.5$. We note that all measurements spanning a range of one order-of-magnitude in centre-of-mass energies follow a universal curve after rescaling up to the highest $x_T \sim 0.03$ measured at lower energy. A deviation of the CDF measurement at $\sqrt{s} = 1.96$ TeV from the trend established by the lower $\sqrt{s}$ measurements is prominent above $x_T \sim 0.03$ ($p_T \sim 30$ GeV/c).

In order to better assess the amount of deviation of the CDF data to the $x_T$-scaling expectation we show in Fig. 5 (top) the $x_T$-scaled fit obtained from all lower-energy data extrapolated to an expected $p_T$ spectrum at $\sqrt{s} = 1.96$ TeV compared with the CDF Run II measurement and with the PYTHIA prediction shown in Fig. 3. As observed before, beyond $p_T \approx 20$ GeV/c the latest CDF data clearly fail to follow the $x_T$-scaling expectation fulfilled by the rest of charged hadron measurements.

3.4 Discussion

The fact that no combination of PDF, FF and/or theoretical scales in the NLO calculations is able to reproduce the Tevatron experimental data above $p_T \approx 20$ GeV/c by such a large factor is totally unexpected. Indeed, similar calculations based on FASTNLO/NLOJET++ [37, 38], reproduce perfectly well the inclusive jet spectrum measured in $p\bar{p}$ collisions at $\sqrt{s} = 1.96$ TeV in the range $p_T^{\text{jet}} \approx 50 - 600$ GeV/c. The shape and magnitude of the CDF jet measurement is well reproduced using CTEQ6.1M PDFs and renormalization and factorization scales\(^8\) set to $\mu_R = \mu_F = p_T^{\text{jet}}/2$ [39]. Likewise, the DØ jet measurement agrees well with the same NLO predictions with CTEQ6.5M parton densities and $\mu_R = \mu_F = p_T^{\text{jet}}$ scales [40]. Variations of PDF and/or scales in the jet calculations, result in differences typically of order 10% – 15% for both measurements [39,40].

\(^8\)Note that in the inclusive jet calculation there is one scale less, the fragmentation one $\mu_F$. 


Figure 5: Top: Inclusive CDF Run-II charged hadron spectrum (filled circles) compared to the $x_T$-scaled extrapolation of lower energy $p\bar{p}$ data (blue solid line), as well as to the total PYTHIA prediction (dashed red line) of Fig. 3. Bottom: Corresponding ratio of CDF data over $x_T$-scaling expectation.
Given the agreement between the jet data and the fixed-order calculations\(^9\), it is somehow difficult to conceive a strong disagreement in the hadron production channel since the single high-\(p_T\) charged particle spectrum is dominated by leading hadrons carrying out a large fraction, \(\langle z \rangle \approx 0.6-0.7\), of the parent parton energy. Quite naively, the distribution of charged hadrons above \(p_T \sim \langle z \rangle\) \(p_T^{jet} \gtrsim 30\) GeV/c should be also perfectly consistent with the theoretical predictions within the additional uncertainty introduced by the fragmentation functions which is at most of the order \(\pm 25\%\) as seen in Fig. 2 (bottom). Let us give a rough estimate of the expected invariant hadron production cross section based on the jet data. At leading order accuracy and assuming that one partonic channel dominates jet and hadron production (e.g. \(u\bar{u} \rightarrow u\bar{u}\) scattering at large \(x_T\)), the hadron production cross section Eq. (2.1) is roughly given by

\[
\frac{d^3\sigma^h}{d^3p}(p_T) \sim \frac{d^3\sigma^{jet}}{d^3p}\left( \frac{P_T}{z} \right) \times D_{u}^{h^+h^-}(z,p_T) \times \Delta z \approx 10^{-2} \times \frac{d^3\sigma^{jet}}{d^3p}\left( \frac{P_T}{z} \right)
\]

with \(z \approx 0.7\), the typical range \(\Delta z \approx 10^{-1}\) which contributes to the hadron production cross section, and \(D_{u}^{h^+h^-}(z,p_T) \sim 10^{-1}\) the \(u\)-quark-to-hadron FF (see e.g. [42]). Using the D0 jet measurement of \(d^2\sigma^{jet}/dp_Tdy \approx 200\) pb/(GeV/c) at \(p_T = 100/z \approx 140\) GeV/c and \(|y| < 1\) [40], one gets for the hadron production cross section a value of \(d^3\sigma^h/d^3p \approx 2 \times 10^{-12}\) mb/(GeV/c)\(^2\) which is the right order of magnitude estimate expected in QCD (see the LO PYTHIA curve in Fig. 3). The inconsistency between jet and the CDF large-\(p_T\) hadron spectrum is also discussed in detail in [43,44].

Of course the above argument relies on the factorization assumption that large-\(p_T\) hadron production can be expressed as a convolution of hard matrix elements with parton-to-hadron fragmentation functions. Should the FFs – mostly based on fits of \(e^+e^-\) data – be non-universal one could imagine that the recent CDF measurement actually reflects dramatic modifications of fragmentation functions in hadronic collisions. This however seems unlikely given the success of the DSS [26] and AKK08 [27] global fits of fragmentation functions which consistently use \(e^+e^-\) data together with RHIC measurements in \(p-p\) collisions at \(\sqrt{s} = 200\) GeV. It is in particular unclear how possible factorization breaking effects could enhance hadron production cross sections by up to 3 orders of magnitude at transverse momenta as large as \(p_T = 150\) GeV/c.

There exist even more general arguments why the large-\(p_T\) CDF data cannot be understood as coming from hadron production in perturbative QCD. As discussed in the previous section (Sect. 3.3), the recent CDF spectrum departs from the \(x_T\)-scaling behaviour observed in the lower-energy data which can all be described assuming a scaling exponent \(n \approx 5.5\). We find on the contrary that the scaling exponent obtained from the comparison of the large-\(p_T\) CDF measurement with the UA1 data at \(\sqrt{s} = 200\) GeV is roughly\(^10\) \(n \approx 4-4.7\). This value is extremely close to what is expected in the conformal limit \((n = 4)\), i.e. assuming no scaling violations at all in QCD. It is in particular smaller than the exponents

\(^9\)Prompt photon data at the Tevatron are also very well reproduced at large \(p_T\) by NLO pQCD calculations [41].

\(^10\)The precise value is difficult to obtain since the \(x_T\)-spectra at the two c.m. energies have a different slope, already indicating a non-conventional behaviour in one of the two data sets.
expected for jet and prompt photon production [35], despite the fact that scaling violations are expected to be stronger in the hadron production channel because of the additional fragmentation process. What is more, the scaling exponent \( n \) obtained at fixed \( x_T \) reflects the \( p_T \)-dependence of the hard partonic cross section \( \hat{\sigma} \sim p_T^{-n} \). Because of the fast variation of the parton densities with \( x_T \), the \( p_T \)-slope, \( \alpha \), of the invariant production cross section at fixed \( \sqrt{s} \) is expected to be somehow larger than the scale dependence of the partonic cross section, i.e. \( \alpha > n \). Surprisingly the value \( \alpha \) obtained from a fit of CDF data alone above \( p_T = 22 \) GeV/c is as small as \( \alpha \approx 3.9 \), that is smaller than the combined UA1-CDF scaling exponent \( n \approx 4-4.7 \) (and even lower than the smallest scaling exponent \( n = 4! \)). This clearly indicates that it is not possible to describe the Run-II CDF measurement as coming from hadron production in perturbative QCD. Hence factorization breaking effects in the fragmentation channel cannot be at the origin of the present discrepancy between data and NLO theory.

We conclude from this Section that the facts that (i) the NLO calculations largely fail to reproduce the measured single-hadron spectrum at large \( p_T \) while reproducing well the single jet \( p_T \)-differential cross sections, and (ii) that the measurement violates simple phenomenological expectations such as \( x_T \)-scaling confirmed empirically in all hadronic collisions so far, point to a possible experimental problem in the data above \( p_T \approx 20 \) GeV/c – or from unknown sources of charged particles – rather than from a sudden breakdown of QCD perturbation theory in the hadron production channel.

After we finished this work, other analyses appeared [43–46] that point out to the same discrepancy between the CDF data [16] and NLO calculations. In [45], Albino, Kniehl and Krämer point out the disagreement between data and NLO theory and question the validity of factorization theorems for large-\( p_T \) hadron production, a possibility which we exclude (see discussion above). In [43] it is shown on general grounds that the spectrum measured by CDF is inconsistent with existing Tevatron data on the inclusive jet production cross section and the distribution of hadrons inside jets (a similar argument is given in [44]). This observation allows the authors to exclude, as well, the breakdown of factorization as a possible explanation of the data. They also conclude that new physics scenarios explaining the CDF excess are unlikely, yet they cannot be fully eliminated. Finally, it has been claimed in [46] that weak boson decays into hadrons might explain the CDF data. This possibility is however excluded as shown in Section 3.2, either from the detailed PYTHIA calculations or from the order of magnitude estimate\(^{11}\).

4. Inclusive charged hadron spectra at the LHC

In this last Section of the paper we present first the incNLO predictions for the charged

\(^{11}\)We believe that the calculations in [46] is incorrect partly because of the use of fragmentation functions which are two orders of magnitude larger than the usual fits from \( e^+e^- \) data, at large \( z \). We also note that the Jacobian peak in the \( p_T \)-spectrum is located at \( \sim m_W \) instead of \( \sim m_W/2 \). Finally it is difficult to conceive why the invariant cross section scales as \( \sim s/p_T^6 \) instead of conventional behaviour \( \sim 1/p_T^4 \) (we thank S. Brodsky for pointing this out), which might lead to another two order of magnitude, \( \mathcal{O}(s/p_T^2) \), overestimate in [46].
hadron $p_T$-differential cross sections at mid-rapidity ($|\eta| < 1$) in $p$-$p$ collisions in the range of CERN LHC energies ($\sqrt{s} = 0.9 - 14$ TeV) including their expected theoretical uncertainties. Second, we discuss two interpolation methods, based on pQCD-ratios and $x_T$-scaling, that can be used to obtain a baseline charged hadron $p$-$p$ spectrum at intermediate LHC energies ($\sqrt{s} = 2.76, 5.5$ TeV) needed to compare against similar measurements to be carried out in Pb–Pb collisions.

4.1 INCNLO predictions

Figure 6 (left) shows the INCNLO $p_T$-differential cross sections in $pp \rightarrow h^\mp X$ at six different c.m. energies (expected to be) reached at the LHC at various stages of the collider programme. The spectra have been obtained with CTEQ6.6 PDFs, DSS FFs and theoretical scales set to $\mu = p_T$. Whereas at $p_T$ below about 10 GeV/$c$ all calculations converge, with increasing c.m. energies (and thus phase-space for hard parton-parton scatterings), the spectra become increasingly flatter. For example, the charged hadron yield at $p_T \approx 100$ GeV/$c$, increases by a factor of 10 between $\sqrt{s} = 2.76$ TeV and $\sqrt{s} = 7$ TeV and yet by another factor of 5 between the latter and the top LHC energy of 14 TeV. As shown in Fig. 6 (right), for this particular choice of scales/PDFs/FFs, a common power-law exponent of $n = 4.9$ allows one to scale all NLO spectra in the range $\sqrt{s} = 0.9 - 14$ TeV to a universal curve, using the $x_T$ prescription given by Eq. (3.1). This value is slightly smaller than what has been obtained in Section 3.3 from Tevatron and $\sqrt{s}$-$p$S measurements ($n = 5.5$), indicating as expected smaller scaling violations at larger c.m. energy [35].
Figure 7: Fractional differences between the INCNLO charged hadron spectra in $p\bar{p}$ at $\sqrt{s} = 7$ TeV for varying scales $\mu_\text{i}$, PDF and FF. Top: Scale uncertainty obtained for fixed PDF (CTEQ6.6) and FF (DSS) varying all three scales within $\mu_\text{i} = p_T/2 - 2p_T$ (the dashed lines indicate a $\pm 20\%$ uncertainty). Middle: PDF uncertainty obtained for fixed $\mu = p_T$ and FF (DSS) with three PDFs: CTEQ6.6, MSTW08, NNPDF1.2 (the dashed lines indicate $\pm 8\%$ differences). Bottom: FF uncertainty obtained for fixed scales ($\mu = p_T$) and PDF (CTEQ6.6) with three FFs: AKK08, DSS, HKNS (the dashed lines represent $\pm 20\%$).
To assess the uncertainties linked to the choice of PDFs, FFs and scales $\mu$ in the domain of energies covered by the LHC, we have computed $pp \to h^{\pm} X$ at a fixed $\sqrt{s} = 7$ TeV for various combinations of the theoretical ingredients as done for the Tevatron prediction (see Section 3.1). Figure 7 (top) shows that the scale uncertainty is smaller ($\pm 20\%$ above $p_T \approx 10$ GeV/c) than found at lower (Tevatron) energies (see Fig. 2 top). The middle plot of Fig. 7 shows that the uncertainty linked to the PDF choice is also slightly smaller than found at Tevatron, of the order of $\pm 8\%$. Finally, the bottom panel shows that the fractional FF uncertainty is at most of $\pm 20\%$ above $p_T \approx 10$ GeV/c, whereas below that transverse momentum the uncertainties increase up to $\pm 40\%$. In the range $p_T \approx 30 – 60$ GeV/c the FF choice has uncertainties of only $10\%$. Those results point again to a somehow smaller FF uncertainty than found at Tevatron (see Fig. 2 bottom). A simple quadrature addition of the fractional uncertainties linked to the scales, PDF and FF choices results in a total theoretical uncertainty of around $\pm 35\%$ for the NLO single inclusive charged hadron spectrum in $p$-$p$ collisions at LHC energies.

4.2 Interpolation of measured charged-hadron spectra at $\sqrt{s} = 5.5$ TeV

One of the assets of the successful RHIC physics program has been the ability to study the production of hard processes in $p$-$p$ and nucleus-nucleus (A–A) collisions at the same centre-of-mass energy. At the LHC, protons and ions have to travel in the same magnetic lattice i.e. the two beams are required to have the same charge-to-mass ratio $Z/A$. This limits the beam momentum of a given species to $p = 7$ TeV $\times Z/A$ for the nominal 8.3 T dipole bending field. The nominal nucleon-nucleon c.m. energy for Pb–Pb collisions at the LHC is thus $\sqrt{s_{NN}} = 5.5$ TeV for lead ions with $A = 208$ and $Z = 82$. Since the maximum c.m. energy in the first LHC $p$-$p$ runs is half of the nominal value, $\sqrt{s} = 7$ TeV in lieu of $\sqrt{s} = 14$ TeV, the first Pb–Pb runs are actually expected at a maximum $\sqrt{s_{NN}} = 2.76$ TeV. In order to correctly normalize the yields measured in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76, 5.5$ TeV, it will be crucial to get reliable estimates of the corresponding cross sections in $p$-$p$ collisions at the same c.m. energy. Ideally the predictions in $p$-$p$ collisions should take advantage of the data accumulated at the LHC at nearby energies and be obtained with the smallest model-dependence possible to avoid any theoretical prejudice. In the following we present two methods for rescaling experimental $p$-$p$ charged hadron spectra, measured at different c.m. energies than those expected for heavy-ion collisions, based respectively on pQCD yield ratios and $x_T$-scaling.

4.2.1 Centre-of-mass energy rescaling

As seen in the previous section, at a given c.m. energy there are combined uncertainties of the order of $\pm 35\%$ in the NLO predictions for the absolute $p_T$-differential cross sections of charged hadrons at LHC energies. Most of these uncertainties – in particular the largest scale dependence – however cancel out when taking ratios of the predicted perturbative

---

12The magnetic rigidity is defined as $p/Z = Br$ for an ion with momentum $p$ and charge $Z$ that would have a bending radius $r$ in a magnetic field $B$. 

---
yields at different, yet close, c.m. energies. One can, thus, rescale the $p$-$p$ spectrum measured at a given $\sqrt{s} = X$ TeV (say, 7 TeV) to a $\sqrt{s} = 2.76, 5.5$ TeV reference value with a simple prescription:

$$\frac{d\sigma_{\text{ref}}(\sqrt{s} = 2.76, 5.5 \text{ TeV})}{dp_T} = \left( \frac{d\sigma_{\text{NLO}}/dp_T(\sqrt{s} = 2.76, 5.5 \text{ TeV})}{d\sigma_{\text{NLO}}/dp_T(\sqrt{s} = X \text{ TeV})} \right) \times \frac{d\sigma_{\text{exp}}(\sqrt{s} = X \text{ TeV})}{dp_T}. \quad (4.1)$$

As an example, we plot in Fig. 8 the scaling factors as a function of $p_T$ obtained from the ratios of 2.76-TeV/7-TeV and 5.5-TeV/7-TeV pQCD yields. They have been obtained with up to 14 combinations of the different theoretical ingredients (scales, PDFs and FFs). The important scale dependence (Fig. 7, top) largely cancels out and only residual differences arise from the slightly different parton $x$ and hadron $z$ momentum fractions probed at different energies (of course, the closer the c.m. energies the smaller the uncertainty in the yield ratios). The maximum theoretical uncertainties of the rescaling factors amount to a small $\pm 5\%$ (resp. $\pm 12\%$) for $\sqrt{s} = 5.5$ TeV (resp. 2.76 TeV), which will be likely below the expected uncertainties in the 7-TeV $p$-$p$ experimental spectrum alone.

![Figure 8](image_url)

**Figure 8:** Rescaling factors of the $p_T$-differential charged hadron cross-sections in $p$-$p$ at $\sqrt{s} = 7$ TeV down to lower $\sqrt{s} = 2.76, 5.5$ TeV values, obtained from the ratio of the corresponding NLO calculations, Eq. (4.1). The various curves show the small residual differences arising from different scale/PDF/FF choices.
4.2.2 $x_T$-scaling

In this last section, we suggest to use the $x_T$-scaling of particle production in high-energy scattering discussed in Sect. 3.3 in order to predict the large-$p_T$ hadron production cross sections in $p$-$p$ collisions at $\sqrt{s} = 2.76$ and 5.5 TeV from the interpolation of Tevatron ($\sqrt{s} = 1.96$ TeV) and LHC ($\sqrt{s} = 7$ TeV) data.

Assuming that Eq. (3.1) holds from Tevatron to LHC\(^\text{13}\), it is straightforward to deduce the invariant cross section at a given $\sqrt{s}$ and $x_T$ from previous measurements performed at Tevatron and LHC. Using the power-law interpolation\(^\text{14}\), Eq. (3.1), the invariant cross section $\sigma^{\text{inv}} \equiv E \, d^3\sigma/d^3p$ reads

$$\sigma^{\text{inv}}(\sqrt{s}, x_T) = \sigma^{\text{inv}}(\sqrt{s}, p_T = x_T \sqrt{s}/2) = \sigma^{\text{inv}}(1.96 \text{ TeV}, x_T) \times \left[ \frac{\sigma^{\text{inv}}(7 \text{ TeV}, x_T)}{\sigma^{\text{inv}}(1.96 \text{ TeV}, x_T)} \right]^\alpha \quad (4.2)$$

where we define $\alpha \equiv \ln(\sqrt{s}/1.96)/\ln(7/1.96)$. The relative uncertainty on the cross section at $\sqrt{s}$ resulting from the power-law interpolation from the data at 7 and 1.96 TeV is thus simply given by

$$\frac{\delta \sigma^{\text{inv}}(\sqrt{s}, x_T)}{\sigma^{\text{inv}}(\sqrt{s}, x_T)} = \sqrt{\frac{\alpha}{1 - \alpha} \left( \frac{\delta \sigma^{\text{inv}}(1.96 \text{ TeV}, x_T)}{\sigma^{\text{inv}}(1.96 \text{ TeV}, x_T)} \right)^2 + \alpha^2 \left( \frac{\delta \sigma^{\text{inv}}(7 \text{ TeV}, x_T)}{\sigma^{\text{inv}}(7 \text{ TeV}, x_T)} \right)^2} \quad (4.3)$$

where $\delta \sigma^{\text{inv}}(1.96 \text{ TeV}, x_T)$ and $\delta \sigma^{\text{inv}}(7 \text{ TeV}, x_T)$ are the uncertainties of spectra measured at Tevatron and LHC, respectively. Let us suppose for simplicity that the experimental relative uncertainty $\delta \sigma^{\text{inv}}/\sigma^{\text{inv}}$ on the hadron spectrum is identical at Tevatron and LHC, thus the relative uncertainty on the interpolated cross section at $\sqrt{s}$ will be $\sqrt{\alpha^2 / (1 - \alpha) + (\alpha^2 / (1 - \alpha)} \times \delta \sigma / \sigma$, i.e. $0.83 \delta \sigma^{\text{inv}}/\sigma^{\text{inv}}$ at both $\sqrt{s} = 2.76$ and 5.5 TeV. Therefore, if the measurements at Tevatron and LHC used for the interpolation are precise enough, this procedure would allow for predictions whose uncertainties become possibly smaller than the usual theoretical uncertainties of NLO QCD calculations. Note however that the uncertainty Eq. (4.3) only reflects the propagation of errors in the power-law interpolation and does not account for the systematic uncertainty of the procedure currently used.

Since the invariant cross sections are compared at a given $x_T$, the $p_T$ range reached at the lower (Tevatron) and upper (LHC) limits of the interpolation domain is crucial. The currently “reliable” Tevatron data extend up to $p_T \simeq 20$ GeV/c which allows for a prediction up to $p_T \simeq 30$ (60) GeV/c at $\sqrt{s} = 2.76$ (5.5) TeV. Conversely, the upper limit at $\sqrt{s} = 2.76$ (5.5) TeV is 40% (80%) of the highest $p_T$ to be reached at $\sqrt{s} = 7$ TeV.

In order to check this procedure, the $p_T$-spectrum of mid-rapidity charged hadrons at $\sqrt{s} = 5.5$ TeV has been estimated from the \textsc{pythia} spectra at $\sqrt{s} = 1.96$ and at 7 TeV using the interpolation Eq. (4.2) with $\alpha = 0.81$, within the range $x_T \approx 2 \cdot 10^{-3} - 0.2$. The

\(^{13}\)We note that the Tevatron data are measured in $p$-$\bar{p}$ collisions unlike the $p$-$p$ collisions at the LHC. The differences between both systems on unidentified hadron production at midrapidity is very small (especially, far away from the valence quark region, i.e. for $x_T \ll 1$).

\(^{14}\)Note that the exponent $n$ depends in principle on $p_T$ (and thus $x_T$) from the scaling violations in QCD and should approach $n = 4$ in the Bjorken limit. However this dependence is expected to be logarithmic and can be safely neglected in the $p_T$-range being considered here.
result is plotted in Fig. 9 and compared to the direct PYTHIA calculation of the hadron spectrum at \( \sqrt{s} = 5.5 \) TeV. As it can be seen, the \( x_T \)-interpolated cross section reproduces nicely the MC result at \( \sqrt{s} = 5.5 \) TeV above \( p_T \approx 5 \) GeV/c.

\[\begin{align*}
\text{Figure 9:} \quad \text{Comparison of the PYTHIA charged hadron spectrum in } p+p \text{ collisions at } \sqrt{s} = 5.5 \text{ TeV to the } x_T \text{-scaling interpolation obtained via Eq. (4.2) from the corresponding PYTHIA spectra at } \sqrt{s} = 1.96 \text{ TeV (} p\bar{p} \text{) and 7 TeV (} p-p \text{).}
\end{align*}\]

5. Summary

We have compared the latest high-\( p_T \) charged particle spectrum measured by CDF in proton-antiproton collisions at \( \sqrt{s} = 1.96 \) TeV to various perturbative QCD expectations based on next-to-leading-order calculations (INCNLO), parton-shower Monte Carlo (PYTHIA), and \( x_T \)-scaling respectively. The NLO calculations employ the latest sets of parton distribution functions (PDFs) and fragmentation functions (FFs). The Tevatron data can be well reproduced below \( p_T \approx 20 \) GeV/c for the choice of scales \( \mu = 2p_T \), CTEQ6.6 parton densities, and AKK08 parton-to-hadron fragmentation functions. Above this \( p_T \) value, the CDF spectrum starts to rapidly deviate, by up to three orders of magnitude, from the predictions. The most important source of theoretical uncertainty, of order \( \pm 30\% \), is related to the choice of the factorization, fragmentation and normalization scales. The maximum uncertainties linked to the choice of the PDFs and FFs are \( \pm 10\% \) and \( \pm 25\% \) respectively. A conservative quadratic addition of all these differences results in a maximum \( \pm 40\% \) uncertainty in the NLO calculations which cannot by any means explain
the important data–theory disagreement above \( p_T \approx 20 \text{ GeV}/c \).

We have next determined with the *pythia* MC the possible extra contributions of high-\( p_T \) charged particles, including leptons, coming from heavy-quark fragmentation as well as from real and virtual vector-boson production either single-inclusive or in association with a jet. The addition of such processes, which amount to about an additional ten percent of the charged particle yield above \( p_T \approx 40 \text{ GeV}/c \), does not help to reduce the large data–theory deviation. The CDF spectrum also fails to fulfill simple \( x_T \) scaling expectations which are empirically confirmed by all other high-\( p_T \) hadron spectra measured so far in \( p\bar{p} \) collisions in the range \( \sqrt{s} = 0.2 – 1.8 \text{ TeV} \). Moreover, the power-law exponent of the CDF data above \( x_T \approx 0.02 \), is below the \( n = 4 \) limit expected from simple dimensional arguments for pure \( 2 \rightarrow 2 \) parton scattering in QCD.

We conclude that the fact that the NLO calculations largely fail to reproduce the measured CDF single hadron spectrum at large \( p_T \) while simultaneously reproducing correctly the single jet \( p_T \)-differential cross sections, and that the measurement violates simple phenomenological expectations such as \( x_T \)-scaling, point to a possible experimental problem in the Tevatron data above \( p_T \approx 20 \text{ GeV}/c \) (or to unknown sources of charged particles not considered here, a possibility disfavoured in [43]).

The NLO predictions of charged hadron spectra at LHC energies \( \sqrt{s} = 0.9–14 \text{ TeV} \), have also been provided. Finally, we have proposed two simple interpolation procedures, based on a pQCD-rescaling and an \( x_T \)-scaling of (future) experimental \( p\bar{p} \) transverse momentum spectra, in order to obtain the nuclear modification factors of high-\( p_T \) charged hadron production in nucleus-nucleus collisions at intermediate (\( \sqrt{s_{NN}} = 2.76, 5.5 \text{ TeV} \)) LHC energies.
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Abstract

Motivated by the excellent agreement between next-to-leading-order pQCD calculations and the inclusive jet spectra measured by CDF, we cross-check PYTHIA fragmentation functions. The convolution of the measured jet spectra with unmodified PYTHIA fragmentation functions results in reasonable agreement with the PYTHIA charged particle spectrum over the entire $p_T$ range of interest, while there is a sizable disagreement with the measured charged particle spectrum above $p_T = 30$ GeV/c. In an attempt to understand the source of this discrepancy, we introduce a number of increasingly different toy-model fragmentation functions for the convolution. However, even the most extreme fragmentation functions result in an underestimate of the high-$p_T$ CDF spectrum, which remains irreconcilable with the measured jet spectra.
1 Introduction

After an intense period of commissioning and a short period of collisions at 0.9 and 2.36 TeV in 2009 [1], the continuous operation of the Large Hadron Collider (LHC) at multi-TeV collision energies looms just around the corner. Among the first measurements at the LHC will be the inclusive production of single charged particles (or hadrons), i.e. $pp \rightarrow h + X$, measured differentially in pseudorapidity ($\eta$) and transverse momentum ($p_T$) [2]. While both distributions are the subject of Quantum Chromodynamics (QCD), the former is generally modeled phenomenologically due to the non-perturbative nature of low-$p_T$ bulk production, while the latter, which involves hard processes, is generally described by the perturbative theory of QCD (pQCD). Hard production of high transverse momenta particles ($p_T \geq 2$ GeV/c) originates from the fragmentation of hard-scattered partons [3]. The fragmentation of hard-scattered partons into hadrons is described by the probability of finding a hadron carrying a specific fraction of the parton momentum, known as the fragmentation function (FF). In hadronic collisions, a full description also requires knowledge of the distribution of the initial partons within the colliding hadrons, known as the parton distribution function (PDF). The measurement of the inclusive charged particle $p_T$ spectrum at large transverse momentum, therefore, measures in essence the convolution of three pieces: the hard-parton scattering cross section, the PDFs and the FFs.

Especially at LHC energies, where a large fraction of the total cross section is comprised of the underlying QCD dynamics, a precise understanding of the QCD background rates is not only important for understanding Standard Model particle production ($W^\pm$, $Z$, Higgs), but also for rare processes beyond the Standard Model [4, 5]. In addition, the inclusive charged particle $p_T$ spectrum in $pp$ collisions is an important reference for studying high-$p_T$ particle suppression in the dense QCD medium produced in high energy nucleus-nucleus (AA) collisions [6, 7]. The suppression (or enhancement) of high-$p_T$ particles is typically quantified by the ratio of charged particle $p_T$ spectra in AA collisions to those in $pp$ collisions scaled by the number of binary nucleon-nucleon collisions, known as the nuclear modification factor $R_{AA}$ [7]. At RHIC, the factor of 5 suppression seen in $R_{AA}$ [8, 9, 10, 11] was an early indication of strong final-state medium effects on particle production. It is similarly expected to be one of the first measurements performed by the heavy ion programs at the LHC [12].

Experimentally, the inclusive charged particle $p_T$ spectra have been measured in $pp$ and $p\bar{p}$ over a wide range of center-of-mass energies from 31 GeV to 1.96 TeV [13, 14, 15, 16, 17], and recently at 2.36 TeV at LHC [18, 19]. While the measurements up to $\sqrt{s} = 1.8$ TeV (and $\sqrt{s} = 2.36$ TeV) are limited to $p_T < 20$ GeV/c, the latest CDF measurement [17] at $\sqrt{s} = 1.96$ TeV, based on an integrated luminosity of 506 $pb^{-1}$, extended the $p_T$ reach up to about 140 GeV/c for the first time. However, the measurement shows that the high-$p_T$ region cannot be described by the power-law modeling established in their earlier measurement at $\sqrt{s} = 1.8$ TeV [16]. The incompatibility between the new measurement and the power-law modeling grows from 50% at $p_T = 20$ GeV/c up to a factor of 1000 at $p_T = 125$ GeV/c. In order to fit the entire $p_T$ range, a more sophisticated parameterization was introduced [16], namely another power law term was added to the previous fit. With the new parameterization, the normalized chi-square ($\chi^2/ndf$) is reduced from 258/182 to 80/223, albeit with a factor of 5-7 discrepancy remaining above $\sim 90$ GeV/c. The similarity between the spectra observed at both collision energies up to $p_T = 9$ GeV/c (the range measured at 1.8 TeV) suggests that the incompatibility cannot be accounted for by the 9% increase in center-of-mass energy.
A disagreement of similar magnitude is observed when the measured high-$p_T$ spectra are compared to leading-order (LO) and next-to-leading-order (NLO) pQCD calculations, as well as a simple extrapolation based on $x_T$ scaling [20, 21]. The validity of the factorization theorem is even questioned in [21], as a response to the huge discrepancy seen at high $p_T$ – the regime where their NLO pQCD calculation should be most reliable. While the CDF paper [17] offers no possible physics origin for the exceptionally large measured cross section at high $p_T$, the sizable incompatibility with not only their former power-law modeling but also (N)LO pQCD calculations and $x_T$ scaling suggests that further study might be necessary.

At the LHC, the nominal heavy ion collisions ($PbPb$) will take place at a center-of-mass energy of 5.5 TeV per nucleon pair, corresponding to the nominal $pp$ collision energy of 14 TeV for the same magnetic rigidity $^1$. For the first year, however, as the center-of-mass energy of $pp$ collisions will be limited to 7 TeV [1], the corresponding $PbPb$ center-of-mass energy will be limited to 2.76 TeV per nucleon pair. Since the $R_{AA}$ measurement requires a $pp$ reference at the same collision energy as $PbPb$, the first-year heavy ion measurements at 2.76 TeV will rely on a combination of theory predictions and interpolations between lower energy measurements and those performed at 7 TeV. In this perspective, the CDF measurement is unique in two regards. First, the center-of-mass energy of 1.96 TeV is closest to that planned for the first-year heavy ion run (except for the measurement at 2.36 TeV which is limited in $p_T$ reach). Second, the reach to high $p_T$ far exceeds any previous measurements. Thus, understanding the observed discrepancy with the pQCD prediction is crucial.

In contrast to the observed discrepancy in the charged hadron spectra, the CDF inclusive jet spectrum are in fact well described by NLO pQCD calculations [22, 23, 24, 25]. This is of particular interest, as high-$p_T$ charged particles are understood in pQCD to be predominantly $^2$ the fragmentation products of hard-scattered partons from the collision, i.e. “jets”. In fact, NLO pQCD calculations carried out for charged particle spectra differ only from those for jet spectra by the addition of a parameterization of jet fragmentation. It is shown in [20] that the uncertainties related to different parameterizations of fragmentation functions (FF) and parton distribution functions (PDF) only amount to 10% and 25%, respectively. In this case, the only possible explanations for the exceptionally large measured cross section are either that the current modeling of fragmentation is dramatically incorrect (by a factor of 1000!), or there is a flaw in the measurement, or there is a breakdown in the QCD factorization theorem as suggested in [21].

In this paper, we attempt to reconcile the apparent discrepancy in the CDF inclusive charged particle spectrum by convoluting the CDF inclusive jet spectra measurement with a set of increasingly different fragmentation functions. We start with the PYTHIA fragmentation functions to see what the CDF jet spectra imply for the charged hadron spectra absent any surprises in the fragmentation. Then, we modify the fragmentation functions arbitrarily within the bounds of energy and momentum conservation to see if the measured hadron spectrum can be recreated. Finally, by using the hardest imaginable fragmentation function – each jet fragments into a single charged hadron – we rule out the possibility that unexpectedly hard fragmentation is responsible

$^1$For the same magnetic rigidity of the LHC machine, the center-of-mass energy per nucleon pair in heavy ion collisions is just defined as the center-of-mass energy in $pp$ scaled by the charge-to-mass ratio of the lead ion: 82/208.

$^2$There is a contribution from the leptonic decays of weak gauge bosons, but this sub-leading processes is negligible in the inclusive spectrum. In PYTHIA it amounts to only 10% at most [20]. It is also possible for high-$p_T$ hadrons to originate in the absence of a jet in a higher-twist (HT) picture. However, as the production of hadrons in HT is power-law-suppressed in $p_T$, that contribution should be negligible as well [26].
for the exceptionally large measured cross section.

The rest of the paper is organized as follows. In section 2, we introduce the technical details of the convolution method. We then describe the measured inclusive jet spectra and the PYTHIA inclusive jet spectra in section 3. In section 4, we argue that the convolution method can effectively reproduce the charged particle spectra within PYTHIA, i.e. by convoluting the PYTHIA jet spectrum with the PYTHIA fragmentation functions. We then show that the CDF jet spectra convoluted with the same PYTHIA fragmentation functions gives a similar result. In section 5, we compare to the CDF charged hadron spectrum the results of convoluting the CDF jet spectra with an arbitrary set of increasingly unrealistic fragmentation functions. The final section contains our conclusions and a further discussion on how this convolution method may be used to cross-check charged particle cross sections.

2 Convolution Method

In the QCD factorization scheme of hadron-hadron collisions \cite{3, 27}, the invariant cross section for inclusive high-\(p_T\) hadron production is given by:

\[
E_C \frac{d^3\sigma(AB \to CX)}{d^3p_C} = \frac{1}{\pi} \sum_{a,b,c,d} \int_{x_a}^{x_a+dx_a} dx_a \int_{x_b}^{x_b+dx_b} dx_b \, q_a^A(x_a;Q^2) q_b^B(x_b;Q^2) \, \frac{1}{z} D_c^C(z;Q^2) \, \frac{d\hat{\sigma}(ab \to cd)}{dt},
\]

where the parton distribution function \(q_a^A(x_a)\) describes the number density of constituents \(a\) within hadron \(A\) with longitudinal momentum fraction \(x_a\) (in the range \(x_a \to x_a + dx_a\)). The fragmentation function \(D_c^C(z)\) represents the probability that parton \(c\) hadronizes into \(C\) carrying a fraction \(z\) of the parton energy. \(Q^2\) is the characteristic energy scale of the hard scattering. The LO cross section for the hard scattering of partons \(a\) and \(b\) at short distance is denoted by \(\hat{\sigma}\). The summation is over all partons \(a, b, c,\) and \(d\). The hadronization of parton \(d\) is implicit in the summation. A direct calculation of Eq. 1 is possible up to a certain order in \(\alpha_s\) provided that \(q_a^A(x_a)\) and \(D_c^C(z)\) are given.

Similarly, the related cross section for inclusive jet production \((AB \to Jet + X)\) can be given by the same equation, but with the term \((1/z) D_c^C(z;Q^2)\) replaced by \(\delta(1 - z)\), since \(\sum_c D_c^C(z) = \delta(1 - z)\). The convolution method is essentially equivalent to evaluating Eq. 1 but based on measurements of the inclusive jet cross section and the fragmentation functions, provided that both are measured:

\[
\sigma_{\text{had}} = PDF_{a/A} \otimes PDF_{b/B} \otimes \hat{\sigma}(\text{hard parton scattering}) \otimes FF
\]

\[
= \sigma_{\text{jet}} \otimes FF. \quad (2)
\]

In this case, it is clear that a knowledge of the inclusive jet cross section and the fragmentation functions associated by jet-\(p_T\) are enough to reproduce the hadron spectra. The convolution of the jet cross section weighted in each jet-\(p_T\) bin by the associated fragmentation function can be cast into the following simple differential form:
\[
\frac{d\sigma_{\text{had}}}{dp_Tdy_{\text{had}}} \simeq \sum_{i=0} \frac{d\sigma_{\text{jet}}}{dp_Tdy_{\text{jet}}} \bigg|_{p_T^{\phi} = p_T^{\phi,jet}} \times \Delta p_T^{\phi,jet} \Delta y_{\text{jet}} \times FF_i(p_T,p_T^{\phi,jet}),
\]

where the summation is over all jet-\(p_T\) bins, and the custom-built fragmentation function \(FF_i\) is defined as:

\[
FF_i(p_T,p_T^{\phi,jet}) \equiv \frac{\Delta \left( \frac{d\sigma_{\text{had}}}{dp_Tdy_{\text{had}}} \right)}{\Delta \sigma_{\text{jet}}} \bigg|_{p_T^{\phi} = p_T^{\phi,jet}}.
\]

The quantity \(FF_i\) is just the transverse momentum differential cross section of charged particles per jet cross section at a certain jet-\(p_T\) with finite bin size.

The first term in Eq. 3 is well known not only from theoretical calculations but also from measurements of the inclusive jet cross section. However, the fragmentation functions are not known from any measurement in the exact form that they are needed (i.e. Eq. 4). In particular, the convolution requires that \(FF_i\) be measured in the same bins of jet-\(p_T\) as the inclusive jet cross section measurement.

### 3 Inclusive Jet Spectra (Data vs PYTHIA)

The inclusive jet cross sections have been reported on numerous occasions by the CDF collaboration, showing good agreement with NLO pQCD predictions for different jet algorithms\(^3\) [22, 23, 24, 25]. In particular, their latest measurement of the jet cross section [22], which used a mid-point cone algorithm on 1.13 \(fb^{-1}\) of \(p\bar{p}\) collision data, agrees over a large range of jet-\(p_T\) and rapidity not only with the NLO pQCD prediction within the respective experimental and theoretical uncertainties, but also with the previous CDF measurements using different jet-finding algorithms. Good agreement with NLO pQCD predictions is also seen by the DØ measurement over a similar jet-\(p_T\) range [28]. While a direct comparison of the inclusive jet measurements between the two experiments is not possible due to different rapidity binning, systematic data-theory comparisons for the determination of LO, NLO, and NNLO pQCD PDFs show no significant inconsistency between the measurements [29]. In order to test whether the disagreement [17, 20] in the charged particle spectra between CDF and PYTHIA might originate from a difference in the respective jet cross sections, we compare the latest inclusive jet cross section measurement with that from PYTHIA.

To maintain similar statistics over a large range of jet-\(p_T\), several QCD jets samples\(^4\) were generated in bins of the hard parton momentum transfer (\(p_T^\phi = 0-15, 15-20, 20-30 \text{ GeV/c}, \text{etc.}\)) using the D6T [30] tune of PYTHIA 6.41 (or 6.42) [31]. The different \(p_T^\phi\) bins were then combined after properly weighting each sample by its corresponding cross section\(^5\). Several different jet finding algorithms\(^6\) were used at MC level to test for possible algorithmic dependences of the jet cross section.

---

\(^3\)\(k_T\) [32] and midpoint cone [33] algorithms are used.

\(^4\)(MSEL = 1) with low \(p_T\) process (ISUB = 95) added for \(p_T^\phi \to 0\) to avoid a divergent jet cross section.

\(^5\)The cross section for the first \(p_T^\phi\) bin was obtained by taking the difference of the minimum bias cross section with the sum of the cross sections for all other \(p_T^\phi\) bins.

\(^6\)Iterative cone, \(k_T\), and SIS cone were used with a cone radius \(R \equiv \sqrt{\Delta \phi^2 + \Delta y^2} = 0.7\).
cross section. The variation was observed to be smaller than the uncertainties in the measurement over the entire jet-\( p_T \) range.

Figure 1(a) shows the inclusive jet cross sections from CDF data and PYTHIA, where the different rapidity (\( y \)) intervals have been scaled by arbitrary factors for clarity of comparison. In Fig. 1(b), where the different \( y \) bins have been plotted on the same scale, it is clear that the jet cross section decreases towards more forward rapidities. In the bottom of the figure, the ratio of the CDF jet cross section to the PYTHIA cross section is shown for each \( y \) bin. The inclusive jet cross section obtained from the PYTHIA D6T samples tends to underestimate the measured jet cross section. We note, however, that the default \( K \)-factor of \( \sigma_{NLO}/\sigma_{LO} = 1 \) was used in the generation of our PYTHIA samples. Therefore, one may claim that the difference would be reduced by applying a greater-than-unity \( K \)-factor to account for the known difference between \( \sigma_{NLO} \) and \( \sigma_{LO} \). Other than the underestimation of the overall scale, PYTHIA describes the rapidity dependence of the jet spectra quite well for a wide range of jet-\( p_T \). This study shows that the inclusive charged particle \( p_T \) spectra should not differ by more than a factor of 3 due to differences in the measured and PYTHIA jet cross sections (see lower panel of Fig. 1(b)).

4 Convolution with PYTHIA fragmentation functions

4.1 PYTHIA fragmentation functions

The fragmentation functions defined in Eq. 4 are obtained from the same PYTHIA samples described in the previous section for the jet cross sections. Since these samples were generated in a series of \( \hat{p}_{T} \) bins, some care must be taken to ensure that the contributions from each \( \hat{p}_{T} \) sample are properly accounted for in both the numerator and the denominator of Eq. 4. Specifically, the fragmentation functions are determined via the following sum:

\[
FF_i(p_T, \hat{p}_{T,\text{jet}}) = \frac{\Delta(\frac{d\sigma_{\text{had}}}{dp_T dy_{\text{had}}}|_{|y_{\text{had}}|<1.0})}{\Delta\sigma_{\text{jet}}|_{|y_{\text{jet}}|<y_{\text{jet}}'}}_{p_T,\text{jet}=\hat{p}_{T,\text{jet}}} \sum_j \left[ \frac{\Delta(dN^j_{\text{had}}/dp_T dy_{\text{had}})}{N^j_{\text{event}}/\sigma^j_{\text{event}}} \right] \sum_k \left[ \frac{\Delta N^k_{\text{jet}}}{N^k_{\text{event}}/\sigma^k_{\text{event}}} \right],
\]

where \( N^j_{\text{event}} \) and \( \sigma^j_{\text{event}} \) are the number of events and the cross section for the \( j^{th} \) \( \hat{p}_{T} \) bin, respectively. Each fragmentation function is evaluated at \( p_{T,\text{jet}} = \hat{p}_{T,\text{jet}} \) with a width of \( \Delta p_{T,\text{jet}} \) for the \( i^{th} \) jet-\( p_T \) bin. \( N_{\text{had}} \) and \( N_{\text{jet}} \) are the number of charged particles and the number of jets in \( |y_{\text{had}}| < 1.0 \) and \( |y_{\text{jet}}| < y_{\text{jet}}' \), respectively. (Note that \( y_{\text{had}} \) and \( y_{\text{jet}} \) are not necessarily the same.)

The PYTHIA fragmentation functions \( FF_i(p_T, \hat{p}_{T,\text{jet}}) \) for \( |y_{\text{had}}| < 1.0 \) and \( |y_{\text{jet}}| < 1.0 \) are shown in Fig. 2(a) for \( p_T < 140 \text{ GeV/c} \) and bins of \( \hat{p}_{T,\text{jet}} \) corresponding to the CDF jet cross-section measurement. The hardening of the fragmentation function with increasing jet-\( p_T \) is apparent. The same fragmentation functions are shown in Fig. 2(b), where each has been weighted by the associated jet cross section in order to compare their relative contributions to the charged

\footnote{For example, the \( K \)-factor for the inclusive charged particle spectra at Tevatron energy (\( \sqrt{s} = 1.8 \text{ TeV} \)) is found phenomenologically to be slightly above unity (1.28) [34]}
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Figure 1: (a) The inclusive jet cross sections in different rapidity intervals. CDF values (filled markers) measured at hadron level using the midpoint algorithm (cone radius=0.7); error bar is statistical only. PYTHIA generated with D6T tune (solid lines) using an iterative cone algorithm (radius=0.7). An arbitrary factor of $10^3$ separates the different rapidity intervals as in the CDF paper for clarity. (b) The same distributions as in (a), but with all rapidity bins on the same scale. The ratios of the PYTHIA jet cross sections to the measured values are plotted in the lower panel with systematic uncertainties drawn for the measurement in $0.1<|y|<0.7$ to illustrate the size of the uncertainties involved in the measurement.
particle spectra. Due to the steeply falling nature of the jet cross section, the vast majority of charged particles in the region of interest ($30 \text{ GeV}/c < p_T < 140 \text{ GeV}/c$) are from jets with $p_T < 400 \text{ GeV}/c$. The contribution from higher $p_T$ jets is less than 0.1%.

![Image](image_url)

Figure 2: (a) PYTHIA D6T fragmentation function in each jet-$p_T$ bin. (b) The same fragmentation functions weighted by the associated jet cross section measured by CDF. $d\sigma_{\text{CDF}}$ corresponds to $d\sigma_{\text{jet}}/dp_Tdy$ in Eq. 3.

Although a direct verification of the PYTHIA fragmentation functions in Fig. 2 is not possible in the absence of the same measurement on 1.96 TeV data, reasonable (and sometime very good) agreement has been seen between PYTHIA and a variety of fragmentation-related measurements [35, 36, 37, 38]. For example, detailed CDF studies of inclusive jet shapes at $\sqrt{s}=1.96 \text{ TeV}$ [38] show that the integrated and differential jet shapes are well described by PYTHIA Tune A for jet-$p_T$ up to 380 GeV/c. Furthermore, the fact that PYTHIA and NLO charged particle spectra are in reasonable agreement [20], where the latter uses fragmentation functions based on global data fits (AKK [39], DSS [40], HKNS [41]), implies that PYTHIA fragmentation should be comparable to these global fits. In this case, the fragmentation functions obtained from PYTHIA should be a reliable proxy for the global understanding of fragmentation from data. Regardless, this paper investigates discrepancies significantly larger than 50%, so the detailed matching of the PYTHIA fragmentation model to measurement is not our primary concern. Moreover, model-independent fragmentation functions will be introduced later in Section 5.

---

8There is some indication that the fragmentation properties of quark jets are rather poorly described by PYTHIA when quark and gluon jet are investigated separately [35].
4.2 Convolution of PYTHIA jet spectrum with PYTHIA fragmentation functions

To test the effectiveness of the convolution technique put forth in Section 2, we first attempt to retrieve the known PYTHIA charged particle $p_T$ spectrum from a convolution of the PYTHIA jet spectra with the PYTHIA fragmentation functions calculated in Eq. 5 and plotted in Fig. 2. We perform the convolution separately for each of the five jet rapidity intervals (see Fig. 1), in order to quantify their relative contributions to the single particle spectra. The results of this test are shown in Fig. 3, where the PYTHIA charged particle spectrum (solid line) is compared to the output of the convolution for charged particles with $|\eta| < 1.0$. The relative contribution of jets in different $y$ ranges to $|\eta| < 1.0$ charged particles can be seen in Fig. 3(a), where the rapidity ranges are indicated by the same symbols as in Fig. 1. As expected from the measured jet shapes\(^9\) [38], the large majority of particles fragment from jets within $|y| < 1.1$. In Fig. 3(b), the contributions from all rapidity intervals are summed and compared to the true charged particle spectrum. In the bottom of that figure, the ratio of the convoluted spectra to the true charged particle spectra is shown. Except at low $p_T$ (below a few GeV/c) where non-perturbative particle production and jet reconstruction inefficiency become relevant, the convolution method reproduces the true spectra almost exactly (well within 0.01% for $p_T \geq 6$ GeV/c).

4.3 Convolution of measured jet spectrum with PYTHIA fragmentation functions

With the robustness of the convolution technique verified on PYTHIA, the next step is to introduce the CDF measurement of the jet spectrum in the convolution. Given the level of agreement already demonstrated in Section 3 between PYTHIA and the measured jet spectra, one should expect the convolution based on the measured jet spectra to result in quite similar charged particle spectra as already seen for PYTHIA in Fig. 3. However, there is an additional complication involved in using the measured jet spectra in the convolution instead of the generated PYTHIA events.

Unlike for PYTHIA where the jet cross section is available down to very low $p_T$, the jet cross section measured by CDF has only been published between 62 and 700 GeV/c. The effect on the charged particle spectrum from excluding the fragmentation products of jets below 62 GeV/c is shown for PYTHIA in Fig. 3(b) represented by empty squares. These low-$p_T$ jets contribute significantly to the charged particle spectrum up to around 40 GeV/c. As expected, the contribution completely vanishes at $p_T = 62$ GeV/c, since a jet cannot fragment into a more energetic charged particle. Since the disagreement with (N)LO pQCD calculations is most prominent above $p_T \geq 50$ GeV/c, a detailed understanding of the low-$p_T$ contributions is not central to this investigation. Hereafter, whenever the measured jet cross section is used in the convolution, we use the PYTHIA value for $p_T < 62$ GeV/c.

In Fig. 4(a), the charged particle $p_T$ spectra are shown for the convolutions based on the measured jet cross sections, again using the same symbol conventions for the rapidity ranges as in Fig. 1. In Fig. 4(b), the contributions from all rapidity intervals are summed as it is done in 3(b). To see the variation of the obtained spectrum due to the uncertainties in the CDF jet measurement, a conservative choice of 82%, which is the largest systematic uncertainty from the measurements in the first three rapidity intervals for jet-$p_T$ below 457 GeV is applied to the obtained charged particle spectrum, which is shown as a grey band. Also, a grey band is

\(^9\)From measured jet shapes, we know that the majority of the energy in a jet is concentrated around jet axis. So, the rapidity of the leading tracks should correlate quite closely with the rapidity of the jet.
Figure 3: (a) PYTHIA charged particle cross section obtained from the convolution of the PYTHIA inclusive jet cross sections in different jet $y$ ranges with PYTHIA fragmentation functions (filled markers) compared to the “true” charged particle cross section from PYTHIA (solid line). (b) The convoluted spectra after summing the contributions from all jet $y$ ranges (filled circles), and the same after excluding the contribution from jets with $p_T < 62$ GeV/c (open squares). In both figures, the CDF measured cross sections are also shown (empty circles) for comparison.
drawn for the measured charged particle spectrum to indicate the size of the uncertainties in the measurement\textsuperscript{10}. The spectra from the PYTHIA-only convolution is drawn as black lines for comparison in both 4(a) and 4(b). In the bottom of the figure, the ratio of the resulting spectrum from the convolution of PYTHIA jet spectra to that of CDF jet spectra is shown. As expected from the agreement between the CDF measured jet spectra and PYTHIA (better than ±50% below 400 GeV), the convoluted charged particle spectra are in similar agreement.

\textsuperscript{10}Statistical uncertainty only, although the statistical uncertainties are comparable to the total uncertainties for $p_T \geq 50$ GeV/c \cite{17}

Figure 4: (a) Charged particle $p_T$ differential cross section obtained from the convolution of the CDF jet cross sections measured in five rapidity intervals with the PYTHIA fragmentation functions (filled markers). Same cross sections obtained from the PYTHIA-only convolution are also shown in comparison (black line). (b) The convoluted spectra after summing the contributions from all jet $y$ ranges (filled circle), and the same from the PYTHIA-only convolution (black line). The ratio of the two resulting charged particle spectra (from convolution with either the CDF or PYTHIA jet spectra) is shown in the lower panel.

5 Convolution with toy-model fragmentation functions

Knowing that the charged particle spectra from the convolution of the measured jet spectra with PYTHIA fragmentation functions still vastly undershoot the measured spectrum, it is interesting to know how sensitive the charged particle spectra are to arbitrary changes in the fragmentation
function; or rather, how large a change in the fragmentation functions would be required to reproduce the measured spectrum? We address this question by convoluting the measured jet spectra with the fragmentation functions obtained based on the following two toy fragmentation models:

1. Harder fragmentation – modified shapes
2. Hardest possible fragmentation – one charged particle per jet

The modified fragmentation functions are obtained in the same manner as for the default PYTHIA (see Eq. 3).

5.1 Harder fragmentation

We make the default PYTHIA fragmentation functions harder by modifying the shape of the fragmentation functions. Of course, there are arbitrarily many imaginable functional forms one could use for “hardening” the fragmentation functions. Here we have chosen to harden the fragmentation functions by bending the $p_T$-shape with a simple power-law functional weight:

$$f(p_T) = 1 + c(p_T - p_T^{min})^n \text{ for } p_T > p_T^{min},$$

(6)

The shape of the modification is governed by the constant $c$ and the exponent $n$, while $p_T^{min}$ determines the $p_T$ value where the modification begins. To maximize the effect in this study, we bend the shape of the fragmentation function to the extent that the energy sum of the fragmented charged particles equals the energy of the corresponding jet. In this fashion, the fragmentation function can be maximally hardened for any choice of two parameters: $c$ and $p_T^{min}$. We try four different combinations of $c$ and $p_T^{min}$, which are presented in Fig. 5. The values of $c$ (0.005 and 0.0005) were selected to ensure the bending is not unrealistically abrupt. Since the spectrum from the convolution already describes the CDF measurement rather well up to 20 GeV/c, we pick $p_T^{min}$ accordingly (10 and 20 GeV/c) to maintain this agreement. With these choices of $c$ and $p_T^{min}$, the exponent $n$ that fulfills the maximum hardening ranges from 1 to 4 for the various jet-$p_T$ bins. The modified fragmentation functions from jets within a range of $0.1 < |y| < 0.7$ are shown in Fig. 5 for the different values of $c$ and $p_T^{min}$. Here, we only show the fragmentation functions for jets with $p_T$ up to 400 GeV/c, as the fragmentation functions with higher jet $p_T$ have a negligible contribution to the inclusive spectrum (see Fig. 2(b)). When compared to Fig. 2(a), the hardening of the fragmentation functions is immediately apparent. Despite an attempt to maintain smooth functions, the fragmentation functions in the first few jet-$p_T$ bins are anything unrealistically hard, as they contain regions with positive slopes.

For each of the four scenarios, the convolution of the hardened fragmentation functions with the CDF jet measurement is performed for the three dominant rapidity intervals ($|y| < 0.1$, $0.1 < |y| < 0.7$, $0.7 < |y| < 1.1$), which are then summed. In Fig 6(a), the resulting charged particle spectra are compared to the CDF measured charged particle spectrum. The harder fragmentation functions are reflected in a hardening of the inclusive spectrum. The disagreement between the measurement and the resulting spectra is less pronounced between 30 and 60 GeV/c. However, a disagreement of up to two orders of magnitude remains at the highest measured transverse momentum.
Figure 5: (a-d) PYTHIA (with D6T) fragmentation function in each jet-$p_T$ bin modified by the power-law function (see Eq. 6) for different choices of the “hardening parameters”, $c$ and $p_T^{min}$. The same color and line style conventions are used from Fig. 2.
5.2 Hardest possible fragmentation

Finally, we assume the extreme case of hard fragmentation, for which each hard-scattered parton fragments into a single charged particle. This is the hardest possible fragmentation \((z = 1)\) that still conserves energy (though not necessarily other conserved quantities). Unlike the previous fragmentation functions, which are still model-dependent to some extent, the \(z = 1\) scenario is model-independent.

In Fig 6(b), the result of applying the \(z = 1\) fragmentation to the measured jet spectrum is shown. Again, the contributions from the three dominant rapidity intervals are summed to obtain the inclusive charged particle spectrum for \(|\eta| < 1\). Both the shape as well as the overall magnitude are dramatically changed, enhancing the cross section by a few orders of magnitude. In the same figure, the jet spectra for the three \(y\) intervals \((|y| < 0.1, 0.1 < |y| < 0.7, 0.7 < |y| < 1.1)\) are averaged and plotted in the form of an invariant yield for comparison. However, the charged particle spectrum measured by CDF at the highest \(p_T\) actually exceeds their measured jet spectra with \(z = 1\) fragmentation. Furthermore, the level of underestimation is beyond the level of systematic uncertainties shown in the CDF jet measurement, which range from 10 to 80% depending on jet-\(p_T\) \([22]\).

6 Summary and discussion

The latest CDF measurement of the inclusive charged particle \(p_T\) spectrum up to very high \(p_T\) is cross-checked against the convolution of the measured inclusive jet spectra with a set of different fragmentation functions. The inclusive charged particle spectrum obtained from the PYTHIA fragmentation functions convoluted with the measured jet cross section fails to reproduce the measured spectrum, despite matching (N)LO predictions reasonably well. PYTHIA fragmentation functions modified by a simple toy model result in quite different spectra shapes. However, despite an improved agreement at intermediate \(p_T\), the convolutions still underestimate the measured charged particle spectrum at high \(p_T\). Finally, we show that even the most extreme case of each jet fragmenting into a single charged particle fails to reconcile the measured jet and charged particle spectrum. Based on these studies, we rule out the possibility that the disagreement of the NLO pQCD calculations with the measured charged particle spectrum (but not the measured jet spectra) is due to an unexpectedly hard fragmentation of jets. Thus, we conclude that the CDF charged particle spectrum cannot be reconciled with the present understanding of factorized pQCD \(^{11}\).

This work was originally motivated for the purpose of cross-checking the CDF charged particle \(p_T\) spectrum measurement, but this convolution technique can be extended for use in future measurements without relying on input from PYTHIA at all. Any of the following three measurements can be independently obtained from the (de)convolution of the other two: the inclusive jet spectrum, the fragmentation functions of inclusive jets, and the inclusive charged particle spectrum. We expect that such a cross-check of future single particle \(p_T\) spectra measurements against the available calorimetric information will be very helpful for understanding the tracking-related systematic uncertainties in the high-\(p_T\) regime.

\(^{11}\)This doesn’t rule out the possibility discussed in \([39]\) that the factorization breaks down, since this investigation with the convolution method relies upon the validity of the factorization theorem.
Figure 6: (a) Charged particle $p_T$ differential cross sections obtained from the convolution of the measured jet cross sections with PYTHIA fragmentation functions modified according to Eq. 6. Different symbols show the spectra obtained with the modified fragmentation functions based on different sets of hardening parameters. (b) The same cross sections obtained from the convolution of measured jet cross sections ($|y| < 1.1$) with the hardest possible fragmentation (filled circles) compared to PYTHIA (solid line). The CDF combined jet spectra averaged over $|y| < 1.1$ (filled triangle) and the CDF charged particle spectrum (open circle) are plotted for comparison.
Note added: Another analysis reaching similar conclusions [42] was submitted for publication during the finalization of this paper.
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Abstract

The charged particle transverse momentum ($p_T$) spectra are presented for pp collisions at $\sqrt{s} = 0.9$ and 7 TeV. The data samples were collected with the CMS detector at the LHC and correspond to integrated luminosities of 231 $\mu$b$^{-1}$ and 2.96 pb$^{-1}$, respectively. Calorimeter-based high-transverse-energy triggers are employed to enhance the statistical reach of the high-$p_T$ measurements. The results are compared with leading and next-to-leading order QCD and with an empirical scaling of measurements at different collision energies using the scaling variable $x_T = 2p_T/\sqrt{s}$ over the $p_T$ range up to 200 GeV/c. Using a combination of $x_T$ scaling and direct interpolation at fixed $p_T$, a reference transverse momentum spectrum at $\sqrt{s} = 2.76$ TeV is constructed, which can be used for studying high-$p_T$ particle suppression in the dense QCD medium produced in heavy-ion collisions at that centre-of-mass energy.
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1 Introduction

The charged particle transverse momentum ($p_T$) spectrum is an important observable for understanding the fundamental quantum chromodynamic (QCD) interactions involved in proton-proton collisions. While the energy dependence of the bulk of particle production with $p_T$ below a few GeV/c is typically described either empirically or with phenomenological models, the rest of the spectrum can be well described by a convolution of parton distribution functions, the hard-scattering cross section from perturbative calculations, and fragmentation functions. Such a prescription has been generally successful over a large range of lower energy pp and p$\overline{p}$ collisions [1–7]. Along with measurements of the jet production cross section and fragmentation functions, measurements of high-$p_T$ spectra provide a test of factorised perturbative QCD (pQCD) [8] at the highest collision energy to date.

In addition to its relevance to the understanding of pQCD, the charged particle spectrum in pp collisions will be an important reference for measurements of high-$p_T$ particle suppression in the dense QCD medium produced in heavy-ion collisions. At the Relativistic Heavy Ion Collider (RHIC), the sizable suppression of high-$p_T$ particle production, compared to the spectrum expected from a superposition of a corresponding number of pp collisions, was one of the first indications of strong final-state medium effects [9–12]. A similar measurement of nuclear modification to charged particle $p_T$ spectra has been one of the first heavy-ion results at the Large Hadron Collider (LHC) [13]. The reference spectrum for the PbPb collisions at $\sqrt{s_{NN}} = 2.76$ TeV per nucleon can be constrained by interpolating between the pp spectra measured at $\sqrt{s} = 0.9$ and 7 TeV.

In this paper, the phase-space-invariant differential yield $E d^3N_{ch}/dp^3$ is presented for primary charged particles with energy ($E$) and momentum ($p$), averaged over the pseudorapidity acceptance of the Compact Muon Solenoid (CMS) tracking system ($|\eta| < 2.4$). The pseudorapidity is defined as $-\ln(\tan(\theta/2))$, with $\theta$ being the polar angle of the charged particle with respect to the counterclockwise beam direction. The number of primary charged particles ($N_{ch}$) is defined to include decay products of particles with proper lifetimes less than 1 cm. Using the integrated luminosities calculated in Refs. [14, 15] with an estimated uncertainty of 11% and 4% at $\sqrt{s} = 0.9$ and 7 TeV, respectively, the differential cross sections are constructed and compared to a scaling with the variable $x_T \equiv 2p_T/\sqrt{s}$. Such a scaling has already been observed for pp measurements at lower collision energies [4, 5, 16, 17]. For consistency with the CDF measurements at $\sqrt{s} = 0.63, 1.8$, and 1.96 TeV, the pseudorapidity range of the $x_T$ distributions has been restricted to $|\eta| < 1.0$.

Finally, using the new measurements presented in this paper, as well as previously measured pp and p$\overline{p}$ cross sections, an estimate of the differential transverse momentum cross section is constructed at the interpolated energy of $\sqrt{s} = 2.76$ TeV, corresponding to the nucleon-nucleon centre-of-mass energy of PbPb collisions recorded at the LHC.

The paper is organised as follows: Section 2 contains a description of the CMS detector; Section 3 describes the trigger and event selection; Sections 4 and 5 detail the reconstruction and selection of primary vertices and tracks; Section 6 explains the characterisation of events based on the leading-jet transverse energy; Section 7 describes the various applied corrections and systematic uncertainties; Section 8 presents the final invariant differential yields and comparisons to data and simulation; and Section 9 discusses the interpolation procedures used to construct a reference spectrum at $\sqrt{s} = 2.76$ TeV.
2 The CMS Detector

A detailed description of the CMS experiment can be found in Ref. [18]. The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing an axial magnetic field of 3.8 T. Immersed in the magnetic field are the pixel tracker, the silicon strip tracker, the lead tungstate crystal electromagnetic calorimeter (ECAL), and the brass/scintillator hadron calorimeter (HCAL). Muons are measured in gas ionisation detectors embedded in the steel return yoke.

The CMS experiment uses a right-handed coordinate system, with the origin at the nominal interaction point, the x axis pointing to the centre of the LHC ring, the y axis pointing up perpendicular to the plane of the LHC, and the z axis along the counterclockwise beam direction. The azimuthal angle, \( \phi \), is measured in the \((x, y)\) plane.

The tracker consists of 1440 silicon pixel and 15 148 silicon strip detector modules and measures charged particle trajectories within the nominal pseudorapidity range \(|\eta| < 2.4\). The pixel tracker consists of three 53.3 cm-long barrel layers and two endcap disks on each side of the barrel section. The innermost barrel layer has a radius of 4.4 cm, while for the second and third layers the radii are 7.3 cm and 10.2 cm, respectively. The tracker is designed to provide an impact parameter resolution of about 100 \( \mu \)m and a transverse momentum resolution of about 0.7% for 1 GeV/c charged particles at normal incidence (\( \eta = 0 \)) [19].

The tracker was aligned as described in Ref. [20] using cosmic ray data prior to the LHC commissioning. The precision achieved for the positions of the detector modules with respect to particle trajectories is 3–4 \( \mu \)m in the barrel for the coordinate in the bending plane (\( \phi \)).

Two elements of the CMS detector monitoring system, the beam scintillator counters (BSC) [18, 21] and the beam pick-up timing for the experiments devices (BPTX) [18, 22], were used to trigger the detector readout. The BSCs are located at a distance of 10.86 m from the nominal interaction point (IP), one on each side, and are sensitive in the \(|\eta|\) range from 3.23 to 4.65. Each BSC is a set of 16 scintillator tiles. The BSC elements have a time resolution of 3 ns, an average minimum ionising particle detection efficiency of 95.7%, and are designed to provide hit and coincidence rates. The two BPTX devices, located around the beam pipe at a position of \( z = \pm 175 \) m from the IP, are designed to provide precise information on the bunch structure and timing of the incoming beam, with better than 0.2 ns time resolution.

The two steel/quartz-fibre forward calorimeters (HF), which extend the calorimetric coverage beyond the barrel and endcap detectors to the \(|\eta|\) region between 2.9 and 5.2, were used for further offline selection of collision events.

The detailed Monte Carlo (MC) simulation of the CMS detector response is based on GEANT4 [23]. Simulated events were processed and reconstructed in the same manner as collision data.

3 Event Selection

This analysis uses data samples collected from 0.9 and 7 TeV pp collisions in the first months of the 2010 LHC running, corresponding to integrated luminosities of \((231 \pm 25) \mu b^{-1}\) and \((2.96 \pm 0.12) \text{ pb}^{-1}\), respectively [14, 15]. This section gives a brief description of the requirements imposed to select good events for this analysis. A more detailed description of the CMS trigger selections can be found in Ref. [24].

First, a minimum bias trigger was used to select events with a signal in any of the BSC tiles, coincident with a signal from either of the two BPTX detectors, indicating the presence of at
least one proton bunch crossing the interaction point. From this sample, collision events were selected offline by requiring a coincidence of BPTX signals, indicating the presence of both beams.

To select preferentially non-single-diffractive (NSD) events, at least one forward calorimeter (HF) tower with energy deposition \( E > 3 \) GeV in each of the forward and backward hemispheres was required. Events with beam-halo muons crossing the detector were identified and rejected based on the time difference between BSC hits on either side of the interaction point. Beam-induced background events, producing anomalous numbers of low-quality tracks, were rejected by requiring that at least 25% of the charged particles reconstructed in the pixel–silicon tracking system satisfied the highPurity criterion. This criterion, described in Ref. [25], consists of numerous selections on the properties of the tracks, including the normalised \( \chi^2 \), the compatibility with the beamline and primary vertices, the number of hit layers, the number of ‘3D’ layers, and the number of lost layers. The selection on the fraction of highPurity tracks was only applied to events with more than 10 tracks, providing a clean separation between real pp collisions and beam backgrounds. The remaining non-collision event fraction, determined by applying the same selections to events where only a single beam was crossing the interaction point, is estimated to be less than \( 2 \times 10^{-5} \). Events were required to have at least one primary vertex, reconstructed according to the description in the following section from triplets of pixel hits. A further requirement, namely at least one vertex found from fully reconstructed tracks (see next section for details) with number of degrees of freedom \( (N_{dof}) \) greater than four, was imposed to improve the robustness against triggered events containing multiple pp collisions, i.e., “event pileup”. The loss in event selection efficiency from the fully-reconstructed-track vertex compared to the pixel vertex alone was determined entirely from data, based on a subset of early runs with negligible event pileup. The percentage of events remaining after each selection step is presented in Table 1.

For a large part of the 7 TeV data collection, the minimum bias trigger paths had to be prescaled by large factors because of the increasing instantaneous luminosity of the LHC. In order to maximise the \( p_T \) reach of the charged particle transverse momentum measurement at this centre-of-mass energy, two high-level trigger (HLT) paths were used that selected events with minimum uncorrected transverse jet energies (\( E_T \)) of 15 and 50 GeV, based on information from the calorimeters. While the higher threshold path was not prescaled during the 7 TeV data-taking period corresponding to the 2.96 pb\(^{-1}\) used in this analysis, the lower threshold path had to be prescaled for a significant fraction of this sample. The 0.9 TeV data sample consists of 6.8 million minimum bias triggered events, while the 7 TeV sample is composed of 18.7 million minimum bias events, and 1.4 (5.6) million events selected with the HLT minimum-\( E_T \) values of 15 (50) GeV.

The selection efficiency for NSD events was determined based on simulated events from the PYTHIA [26] event generator (version 6.420, tune D6T [27]) that were subsequently passed through a Monte Carlo simulation of the CMS detector response. The resulting event selection efficiency as a function of the multiplicity of reconstructed charged particles is shown for 7 TeV collisions in Fig. 1a. The corresponding event selection efficiency is calculated by the same technique for the 0.9 TeV data (not shown). Based on events simulated with PHOJET [28, 29] and PYTHIA, the remaining fraction of single-diffractive (SD) events in the selected sample was estimated to be \((5 \pm 1)\%\) and \((6 \pm 1)\%\) for the 0.9 and 7 TeV data, respectively.
Table 1: Summary of event selection steps applied to the 0.9 and 7 TeV collision data sets and the percentage of events from the original minimum bias samples that remain after each step.

<table>
<thead>
<tr>
<th>Selection</th>
<th>0.9 TeV</th>
<th>7 TeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>One BSC + one BPTX</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>BPTX coincidence</td>
<td>94.49</td>
<td>90.05</td>
</tr>
<tr>
<td>Beam halo rejection</td>
<td>94.08</td>
<td>89.83</td>
</tr>
<tr>
<td>HF coincidence</td>
<td>73.27</td>
<td>83.32</td>
</tr>
<tr>
<td>Beam background rejection</td>
<td>73.26</td>
<td>83.32</td>
</tr>
<tr>
<td>Valid pixel-track vertex</td>
<td>70.14</td>
<td>82.48</td>
</tr>
<tr>
<td>Quality full-track vertex</td>
<td>64.04</td>
<td>77.35</td>
</tr>
</tbody>
</table>

4 Primary Vertex

In this analysis, two separate algorithms are employed to determine the primary vertex position. The first is a highly efficient algorithm based on pixel triplet tracks that requires a minimum of just a single track consistent with the beam-spot position. The position of the beam-spot, taken as the centre of the region where the LHC beams collide, is calculated for each LHC fill based on the average over many events of the three-dimensional fitted vertex positions [25]. The second vertex-finding algorithm, based on fully reconstructed tracks with hits also in the silicon strip tracker, is less efficient in selecting low-multiplicity events, but more robust in discriminating against event pileup. Since pileup is significant over the majority of the analysed data sample, only the fully-reconstructed-track vertex is used to construct the raw charged particle momentum spectra. The raw spectra are subsequently corrected for the fraction of events with fewer than four tracks (and the fraction of tracks in such low-multiplicity events), based on a subset of the event sample selected with the more efficient pixel-track vertex requirement during collision runs with negligible event pileup.

To determine the $z$ position of the pixel vertex in each event, tracks consisting of three pixel hits are constructed with a minimum $p_T$ of 75 MeV/c from a region within a transverse distance of 0.2 cm from the beam axis. The $x$ and $y$ positions of the pixel vertex are taken from the transverse position of the beam axis. Fitted tracks are selected based on the requirement that the transverse impact parameter is less than three times the quadratic sum of the transverse errors on the track impact parameter and the beam axis position. The selected tracks are then passed to an agglomerative algorithm [30], which iteratively clusters the tracks into vertex-candidates. The procedure is halted when the distance between nearest clusters, normalised by their respective position uncertainties, reaches 12. Only vertices consisting of at least two tracks are kept, except when the event contains a single reconstructed track, which occurs in 1.67% (0.99%) of the events at $\sqrt{s} = 0.9$ (7) TeV. In the case of multiple vertex-candidates, only the vertex with the most associated tracks is kept. While this occurs in as many as 20% of events, the rejected vertex typically has very few associated tracks and is highly correlated in $z$ position to the vertex with the most associated tracks. These characteristics imply that the rejected vertices are not from event pileup, but rather from tracks in the tails of the impact parameter distribution that are not agglomerated into the primary vertex.

The fully-reconstructed-track vertex algorithm begins from a set of tracks selected according to their transverse impact parameter to the beam-spot ($< 2$ cm), number of hits ($> 6$), and normalised $\chi^2$ ($< 20$). These tracks are passed to an adaptive vertex fitter, in which tracks are as-
Figure 1: (a) The efficiency ($\varepsilon_{\text{NSD}}$ in Eq. (2)) for selecting non-single-diffractive (NSD) events as a function of the multiplicity of reconstructed charged particles in the tracker acceptance ($|\eta| < 2.4$) after applying the full event selection described in the text, including a single pixel-track vertex (filled circles) and additionally requiring a fully-reconstructed-track vertex with $N_{\text{dof}} > 4$ (open circles) as described in Section 4. Also, the remaining single-diffractive (SD) fraction ($f_{\text{SD}}$ in Eq. (2)) as a function of charged particle multiplicity for the same selections (solid and dashed lines). (b) Correlation between the $z$ positions, $z_{0,\text{PV}}$ and $z_{1,\text{PV}}$, of the two vertices with the most associated tracks for measured events with more than one fully-reconstructed-track vertex satisfying the quality selections.

signed a weight between 0 and 1 according to their compatibility with the common vertex [25]. Quality vertices are further required to have more than four degrees of freedom ($N_{\text{dof}}$), corresponding to at least four tracks with weights of approximately one. For events with multiple reconstructed vertices passing the quality selection, the correlation between the $z$ positions of the two vertices with the most associated tracks is shown in Fig. 1b. Other than the diagonal region without multiple vertices, expected from the algorithmic parameter of at least a 1 cm separation, the uncorrelated positions of the two vertices are indicative of random event pileup.

The event pileup rate is estimated from the fraction of events with multiple reconstructed vertices, after correcting for vertices that are not found because of their proximity. The beam conditions varied over the analysed minimum bias data samples, such that the corrected fraction of pileup events is in the range (0.4–7.5)%.

5 Track Selection

This analysis uses tracks from the standard CMS reconstruction algorithm, which consists of multiple iterations of a combinatorial track finder based on various seeding layer patterns [31]. After each iteration, hits belonging unambiguously to tracks in the previous step are removed from consideration for subsequent steps.
In order to minimise the contribution from misidentified tracks and tracks with poor momentum resolution, a number of quality selections are applied. These include the highPurity selection mentioned in Section 3, the requirement of at least five hits on the track, the normalized $\chi^2$ per degree of freedom divided by the number of tracker layers used in the fit less than a maximum value which varies from 0.48 and 0.07 depending on $\eta$ and $p_T$, and a relative momentum uncertainty of less than 20%. Furthermore, to reject non-primary tracks (i.e., the products of weak decays and secondary interactions with detector material), only the pixel-seeded tracking iterations are used, and selections are placed on the impact parameter of the tracks with respect to the primary vertex position. Specifically, the transverse and longitudinal impact parameters are required to be less than 0.2 cm and also less than 3 times the sum in quadrature of the uncertainties on the impact parameter and the corresponding vertex position. In the case of multiple quality reconstructed vertices in the minimum bias event samples, tracks that pass the impact parameter selections with respect to any vertex are used in the analysis. The number of events, by which the track $p_T$ distribution is normalised, is then scaled by a factor to account for the event pileup fraction. In contrast, for the jet-triggered samples, tracks are selected based on the impact parameter with respect to the single vertex responsible for the trigger. The primary vertex of the hard-scattering process is identified as the vertex with the largest value of $\overline{p}^2_T$ for the associated fitted tracks.

With the above-mentioned selections applied to the reconstructed tracks, the algorithmic efficiency determined from simulated PYTHIA events is greater than 85% (80%) for tracks with transverse momentum above 2.0 (0.4) GeV/c averaged over $|\eta| < 2.4$ (Fig. 2a). In the same kinematic region, misidentified and non-primary tracks are each below 1%, while multiple reconstruction occurs for less than 0.01% of tracks.
6 Event Classification by Leading-Jet Energy

All events in this analysis are classified according to the transverse energy of the most energetic reconstructed jet, defined as the leading jet. Jets are reconstructed from calorimeter deposits alone using the anti-$k_T$ algorithm [32] with cone radius $R = \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2} = 0.5$. The measured energy of the jet is adjusted according to corrections based on a MC description of the CMS calorimeter response with a 3–6% uncertainty on the jet energy scale [33].

The motivation for classifying events according to the leading-jet transverse energy is twofold. First, the degrading effect of the local-track density on the high-$p_T$ tracking performance (e.g., inside a jet) can be parametrised according to this variable. Based on events simulated with PYTHIA in minimum bias and QCD samples with various thresholds on the hard-scattering scale ($\hat{p}_T$), the efficiency and misidentification rates of the selected tracks are estimated as a function of transverse momentum in bins of leading-jet transverse energy (see Fig. 2b). Second, as discussed in Section 3, calorimeter-based triggers with leading-jet transverse energy thresholds of 15 GeV (Jet15U) and 50 GeV (Jet50U) were used to extend the $p_T$ reach of the 7 TeV measurement.

To avoid potential biases from the jet-trigger selection, it is desirable to operate in a region where the trigger is fully efficient. The region above which the jet trigger with an uncorrected energy threshold of 15 GeV becomes fully efficient is determined by first plotting the leading-jet $E_T$ distribution for a sample of events selected with the prescaled minimum bias trigger and the offline selections described in Section 3. This distribution is then compared to the subset of those events which also fire the 15 GeV jet trigger as a function of corrected transverse energy. The resulting ratio is the trigger efficiency curve presented in the lower panel of Fig. 3a. The 15 GeV jet trigger achieves more than 99% efficiency at a corrected energy of $E_T = 45$ GeV. The analogous procedure is repeated on a sample of events selected by the 15 GeV jet trigger to determine that the 50 GeV jet trigger becomes fully efficient above $E_T = 95$ GeV. For the trigger efficiency study, an early subset of the data $(10.2 \, \text{nb}^{-1})$ was used, because the minimum bias and lower-threshold jet triggers were highly prescaled in the later runs. In the upper panel of Fig. 3a, the $E_T$ distributions from the jet-triggered sample are normalised per equivalent minimum bias event by matching their integrals in the regions where the triggers are fully efficient.

For the 7 TeV analysis, events are divided into three classes based on leading-jet $E_T$: below 60 GeV, between 60 and 120 GeV, and above 120 GeV. Since each event is uniquely assigned to one such leading-jet $E_T$ range, the overall $dN_{ch}/dp_T$ distribution is simply the sum of the spectra from the three ranges, each corresponding to a fully-efficient HLT selection (i.e., minimum bias, 15 GeV jet trigger, and 50 GeV jet trigger). The contributions to the spectra from the jet-triggered events are normalised per selected minimum bias event; the fraction of minimum bias events containing a leading jet with greater than either 60 or 120 GeV is calculated as shown in Fig. 3a by matching the fully-efficient regions of the leading-jet $E_T$ distributions. The three contributions to the combined charged particle transverse momentum spectrum are shown in Fig. 3b. The lower panel of that figure compares the combined spectrum first to the minimum bias spectrum alone and then to a spectrum constructed with the addition of only the lower-threshold jet trigger. These are all in good agreement within their respective statistical uncertainties. A $p_T$-dependent systematic uncertainty of 0–4% is attributed to the normalisation of the contributions from the triggered samples. This value is determined by changing the leading-jet $E_T$ ranges that separate the three samples (e.g., to $E_T = 40$ and 100 GeV), by basing the normalisation directly on the HLT prescale values, and by comparing the normalisations determined from different subsets of the full data sample.
Figure 3: (a) Upper panel: distributions of the corrected transverse energy of leading jets normalised by the number of selected minimum bias events \(N_{\text{MB}}\). Lower panel: the efficiency turn-on curves for the jet triggers with uncorrected energy thresholds of 15 and 50 GeV. (b) Upper panel: the three contributions to the charged particle transverse momentum spectrum and their sum (solid circles). Open squares show the minimum bias spectrum for all values of leading-jet \(E_T\); open triangles show the spectrum with the addition of only the lower threshold jet trigger. Lower panel: the ratio of the combined spectrum to minimum bias only (solid circles) and with the addition of only the lower threshold jet trigger (open triangles).

7 Corrections and Systematic Uncertainties

To obtain the final phase-space-invariant charged particle differential momentum distribution, a number of corrections must be applied to the raw distributions of reconstructed charged particles, according to the following equation:

\[
E \frac{d^3N_{\text{ch}}}{dp^3}(p_T, \eta) = \sum_{M, E_{\text{jet}}^T} N_{\text{raw \, track}}(M, E_{\text{jet}}^T, p_T, \eta) \cdot w_{\text{tr}}(p_T, \eta, E_{\text{jet}}^T) \cdot w_{\text{ev}}(M) \\
\frac{1}{2 \pi p_T \cdot \Delta p_T \cdot \Delta \eta \cdot \sum_M N_{\text{selected}}(M) \cdot (1 - f_{\text{NSD}}^0)^{-1} \cdot (1 + f_{\text{pileup}}) \cdot w_{\text{ev}}(M)}, \tag{1}
\]

where \(N_{\text{raw \, track}}\) is the raw number of tracks in a bin with transverse momentum width \(\Delta p_T\) and pseudorapidity width \(\Delta \eta\), and \(N_{\text{selected}}\) is the number of selected events. An event weight \(w_{\text{ev}}\) (see Eq. (2)) is applied as a function of the multiplicity of reconstructed charged particles \(M\), while a track weight \(w_{\text{tr}}\) (see Eq. (3)) is applied for each \(M\) and leading-jet transverse energy \((E_{\text{jet}}^T)\), as a function of \(p_T\); the final results are summed over \(M\) and \(E_{\text{jet}}^T\). The number of selected events is corrected for the fraction of NSD events \((f_{\text{NSD}}^0)\) that have zero reconstructed tracks in the tracker acceptance of \(|\eta| < 2.4\) (about 5%) and for the pileup event fraction \((f_{\text{pileup}})\). The multiplicity-dependent event weight \(w_{\text{ev}}\) accounts for the efficiency of the event selection for accepting NSD events \((\epsilon_{\text{NSD}})\) and for the fraction of SD events \((\epsilon_{\text{SD}})\) that contaminate...
Table 2: Summary of the various contributions to the estimated systematic uncertainty.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collision energy</td>
<td>0.9 TeV</td>
</tr>
<tr>
<td></td>
<td>7 TeV</td>
</tr>
<tr>
<td>Event selection</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
</tr>
<tr>
<td>Pileup effect on vertexing</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
</tr>
<tr>
<td>Acceptance</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
</tr>
<tr>
<td>Reconstruction efficiency</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>2.2</td>
</tr>
<tr>
<td>Occupancy effect on efficiency</td>
<td>0.0–0.5</td>
</tr>
<tr>
<td></td>
<td>0.0–2.8</td>
</tr>
<tr>
<td>Misidentified track rate</td>
<td>0.3–1.0</td>
</tr>
<tr>
<td></td>
<td>0.3–3.0</td>
</tr>
<tr>
<td>Correction for secondary particles</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>Momentum resolution and binning</td>
<td>0.3–1.5</td>
</tr>
<tr>
<td></td>
<td>0.3–2.7</td>
</tr>
<tr>
<td>Normalisation of jet-triggered spectra</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>0.0–4.0</td>
</tr>
<tr>
<td>Total</td>
<td>4.3–4.7</td>
</tr>
<tr>
<td></td>
<td>4.7–7.9</td>
</tr>
<tr>
<td>Total excluding event selection uncertainty</td>
<td>2.9–3.4</td>
</tr>
<tr>
<td></td>
<td>3.1–7.1</td>
</tr>
<tr>
<td>Total including luminosity uncertainty</td>
<td>11.4–11.6</td>
</tr>
<tr>
<td></td>
<td>5.1–8.1</td>
</tr>
</tbody>
</table>

The common uncertainty related to the triggering and event selection efficiency is discussed in detail in Ref. [34]. Contributions from uncertain diffractive-event fractions and detector inefficiencies in the BSC and HF combine to contribute a scale error of $\pm 3.5\%$ to the total systematic uncertainty at $\sqrt{s} = 7$ TeV (see Table 2). At $\sqrt{s} = 0.9$ TeV, the diffractive fractions are slightly better constrained, hence an uncertainty of $\pm 3.2\%$ is assigned.

Using simulated events generated with PYTHIA tune D6T, the various terms in Eq. (3) are estimated by matching selected reconstructed tracks to simulated tracks based on the requirement that they share 75% of their hits. As an example, the algorithmic efficiency ($\epsilon_{\text{tr}}$) versus $\eta$ is presented in Fig. 2a. The slight asymmetry between the positive and negative hemispheres is attributed to a slightly displaced beam-spot and the distribution of dead channels in the tracker. The systematic uncertainties assigned to the various tracking corrections are discussed below and are summarised, along with the total systematic uncertainty, in Table 2.

The uncertainty on the geometrical acceptance of the tracker was estimated from three sources. First, the efficiency of the pixel hit reconstruction was estimated from a data-driven technique

$$w_{\text{ev}}(M) = \frac{1}{\epsilon_{\text{NSD}}^\text{selected}} (1 - \epsilon_{\text{NSD}}^\text{selected}).$$  \hspace{1cm} (2)

The correction factor $w_{\text{tr}}$, by which each track is weighted, is calculated for each bin in transverse momentum, pseudorapidity, and leading-jet transverse energy. This factor accounts for the geometric detector acceptance ($A$) and algorithmic tracking efficiency ($\#_{\text{tr}}$), as well as the fraction of tracks corresponding to the same, multiply reconstructed charged particle ($D$), the fraction of tracks corresponding to a non-primary charged particle ($S$), and the fraction of misidentified ('fake') tracks that do not correspond to any charged particle ($F$):

$$w_{\text{tr}}(p_T, \eta, E_{\text{jet}}) = \frac{(1 - F) \cdot (1 - S)}{A \cdot \epsilon_{\text{tr}} \cdot (1 + D)}.$$  \hspace{1cm} (3)
involving the projection of two-hit combinations (called tracklets) onto the third layer in search of a compatible hit. The observed efficiency of $(99.0 \pm 0.5)\%$ leads to a 0.3% uncertainty on the acceptance of pixel-seeded tracks. Second, the variation of the geometrical acceptance was estimated for a variety of generator tunes including PYTHIA8 [35] and the Perugia0 [36] tune of PYTHIA. Third, the variation was estimated after shifting the generated beam-spot and modifying the width of the generated $z$ vertex distribution. The latter two effects each contribute a 1% shift in the acceptance.

In a similar fashion, using the different generator tunes results in a 2% shift in the reconstruction efficiency. An additional series of checks was performed by varying the cuts imposed during the track selection and in the determination of the corresponding MC-based corrections. The resulting variation in the corrected results contributes another 1% to the reconstruction efficiency uncertainty.

Since the dependence of the reconstruction efficiency on local hit density has been parametrised in terms of leading-jet transverse energy, both the uncertainty on the jet energy scale and the accuracy of the jet-fragmentation description become relevant. The former contribution is estimated by convolving the dependence of the tracking efficiency on the leading-jet transverse energy (see Fig. 2b) with a 4% uncertainty in the jet energy scale [33]. The latter contribution is estimated by comparing the PYTHIA-based corrections to HERWIG++ [37]. The resulting $p_T$-dependent uncertainty on the occupancy is in the range (0.0–2.8)%.

Based on studies of different generator tunes and MC samples with different hard-scattering scales, the assigned uncertainty to the misidentified-track correction grows linearly as a function of $p_T$ from 0.3 to 3.0%. An additional check was performed for tracks with $p_T$ above 10 GeV/c to correlate the reconstructed track momentum with the deposited energy in the projected ECAL and HCAL cells. For the selected tracks in this analysis, there is no evidence of any excess of high-$p_T$ misidentified tracks characterised by atypically little energy deposited in the calorimeters. The correction for secondaries and feed-down from weak decays is assigned a 1% systematic uncertainty, which is large compared to the scale of the contributions, but intended to account for the uncertainties in the $K_0^0$ and $\Lambda$ fractions [38].

The tendency for finite bin widths (up to 40 GeV/c) and a finite transverse momentum resolution (rising from 1 to 5% in the range $p_T = 10–150$ GeV/c) to deform a steeply falling spectrum is corrected based on the shape of the $p_T$ spectrum and the MC-based $p_T$ response matrix. The effect of momentum resolution alone is 0.5–2.5%, while the wide binning results in an additional correction ranging from a fraction of a percent up to approximately 20% in the widest high-$p_T$ bins. The correction for the two effects is determined by fitting an empirical function to the differential yield, smearing it with the MC-based momentum resolution, re-binning into the bins of the final invariant yield, and dividing by the original fitted form. The quoted systematic uncertainty of 0.3–2.7% is estimated by varying the fitted form of the spectrum and by performing multiple iterations of the unsmearing with successively more accurate input spectra.

In addition to the uncertainties from the event selection efficiency weighting and the tracking corrections described above, the total systematic uncertainty contains a contribution from the uncertainty on the estimation of the event pileup fraction of 0.2 and 1.2% for the 0.9 and 7 TeV data, respectively. In the cases where the total integrated luminosity is used to normalise the results, this contributes an additional 4% (11%) scale uncertainty [14, 15] for $\sqrt{s} = 7$ (0.9) TeV. Assuming that the various $p_T$-dependent contributions are uncorrelated, the total systematic uncertainty is determined from their sum in quadrature, as indicated in Table 2.
Figure 4: (a) Upper panel: the invariant charged particle differential yield from the present analysis (solid circles) and the previous CMS measurements at $\sqrt{s} = 0.9$ TeV (stars) over the limited $p_T$ range of the earlier result. Lower panel: the ratio of the new (solid circles) and previous (stars) CMS results to a Tsallis fit of the earlier measurement. Error bars on the earlier measurement are the statistical plus systematic uncertainties added in quadrature. The systematic uncertainty band around the new measurement consists of all contributions, except for the common event selection uncertainty. (b) The same for $\sqrt{s} = 7$ TeV.

8 Results

After applying the corrections described in the previous section, the resulting invariant differential yields for charged particles within $|\eta| < 2.4$ are shown for a limited $p_T$ range in Figs. 4a and 4b in order to quantify the agreement with previous CMS measurements at $\sqrt{s} = 0.9$ and 7 TeV [24, 34]. At each energy, both CMS measurements are divided by a Tsallis fit [39] to the earlier measurement and the ratios compared in the lower panels. For the earlier measurements, the error bars indicate the statistical plus systematic uncertainties added in quadrature. The bands around the new measurements represent all contributions to the systematic uncertainty, except the contribution from the common event selection. Statistical uncertainties are negligible on the new measurements in this $p_T$ range. Below $p_T = 4$ GeV/$c$ for the 0.9 TeV sample and below $p_T = 6$ GeV/$c$ at $\sqrt{s} = 7$ TeV, which are the limits of the previously published CMS spectra, the new results are in reasonable agreement with the earlier measurements. However, the measured spectra do deviate from the Tsallis fits in the earlier papers by as much as 20% at low $p_T$. The origin of the small difference between the two CMS measurements at $\sqrt{s} = 7$ TeV is attributed to the different tracking algorithms used in the two measurements, as well as the different PYTHIA tunes used to determine the tracking corrections.

In the upper plots of Figs. 5a and 5b, the charged particle differential transverse momentum yields from this analysis are displayed for $\sqrt{s} = 0.9$ and 7 TeV, respectively. The latter distribution covers the $p_T$ range up to 200 GeV/$c$, the largest range ever measured in a colliding beam
Figure 5: (a) Upper panel: the invariant charged particle differential yield at $\sqrt{s} = 0.9$ TeV compared with the predictions of four tunes of the PYTHIA MC generator. Lower panel: the ratio of the new CMS measurement to the four PYTHIA tunes. The grey band corresponds to the statistical and systematic uncertainties added in quadrature. (b) The same for $\sqrt{s} = 7$ TeV.

As discussed in Ref. [41, 42], a robust prediction of pQCD hard processes is the power-law scaling of the inclusive charged particle invariant differential cross section with the variable $x_T$:

$$E \frac{d^3\sigma}{dp^3} = F(x_T) / p_T^n(x_T, \sqrt{s}) = F'(x_T) / \sqrt{s}^{n'(x_T, \sqrt{s})},$$

where $F$ and $F'$ are independent of $\sqrt{s}$, and the slow evolution of the power-law exponent $n$ with $x_T$ and $\sqrt{s}$ ($n \simeq 5-6$) is due to the running of $\alpha_s$ and changes in the parton distribution and fragmentation functions. In the upper plot of Fig. 6a, the 0.9 and 7 TeV pp measurements from this analysis are compared to the empirical scaling observed from measurements over a range of lower p$\bar{p}$ collision energies by plotting $\sqrt{s}^{n'(x_T, \sqrt{s})} E \frac{d^3\sigma}{dp^3}$. For the purpose of reporting the CMS results as differential cross sections, the integrated luminosities for the analysed data samples were measured according to the descriptions in Ref. [14, 15]. Also, to compare with the published results from the CDF experiment at $\sqrt{s} = 0.63, 1.8,$ and $1.96$ TeV, the pseudorapidity
range has been restricted to $|\eta| < 1.0$. Whereas an exponent $n = 5.5$ was found in Ref. [42] from a global fit to only the previous pp measurements from $\sqrt{s} = 0.2$ to 1.96 TeV, the $x_T$ scaling presented in this paper is optimised for use in an interpolation between the CDF and CMS measurements from $\sqrt{s} = 0.9$ to 7 TeV. Within this range, the best scaling is achieved with an exponent of $n = 4.9 \pm 0.1$. This is consistent with the predictions of next-to-leading-order (NLO) calculations, where the scaling is also found to be optimised for this value of the exponent [42]. From the lower panel of Fig. 6a, it is apparent that the NLO calculations over-predict the measured cross sections by almost a factor of two at all collision energies. This is in spite of the relatively good agreement in the inclusive jet spectrum [43, 44], which suggests that the fragmentation functions are not well tuned for LHC energies.

The CMS results are consistent over the accessible $x_T$ range with the empirical $x_T$ scaling given by Eq. (4) and established at lower energies. This quality of the scaling is more easily seen in the upper panel of Fig. 6b, where the points show the ratio of the various differential cross sections, scaled by $\sqrt{s}^{4.9}$, to the result of a global power-law fit to the CDF and CMS data from Fig. 6a. The fitting function is of the form $F'(x_T) = p_0 \cdot [1 + (x_T/p_1)]^{p_2}$, where $p_0$, $p_1$, and $p_2$ are free parameters, and the region below $p_T = 3.5$ GeV/$c$ has been excluded to avoid complications from soft-particle production. Considering the somewhat naïve power-law function and the expected non-scaling effects [45], the new measurement is in reasonable agreement with the global power-law fit result (within roughly 50%) over its full $x_T$ range.

9 Interpolation to 2.76 TeV

In order to construct a predicted reference charged particle differential cross section at $\sqrt{s} = 2.76$ TeV for comparison with the measured PbPb heavy-ion spectrum, two different techniques are used in partially overlapping transverse momentum regimes. In the high-$p_T$ range from 5.0–200 GeV/$c$, where approximate $x_T$ scaling is expected to hold, the estimated 2.76 TeV cross section is derived from a common $x_T$-scaling curve, based on the CDF and CMS measurements shown in Fig. 6a. In the low-$p_T$ range from 1.0–20 GeV/$c$, it is possible to interpolate directly between the several measured cross section values as a function of $\sqrt{s}$ at each fixed $p_T$ value.

As discussed in the previous section, the upper panel of Fig. 6b shows the residual difference from perfect $x_T$ scaling with exponent $n = 4.9$ for the 0.9 and 7 TeV CMS measurements and for the 1.96 TeV CDF measurement [4, 5]. The $\sqrt{s}$ and $x_T$ dependence of the residuals are not unexpected, since this behaviour is predicted by NLO calculations. This can be seen in the lower panel of Fig. 6b, which shows the predicted deviation from perfect $x_T$ scaling for calculated NLO cross sections at several collision energies with respect to a reference centre-of-mass energy of 2.75 TeV [42]. The calculations were performed using the CTEQ66 parton distribution functions [46], DSS fragmentation [47], and a factorisation scale $\mu = p_T$ [42]. Taking the magnitude of the $x_T$-scaling violation from NLO (ranging from 0–20%), each of the three measurements in data (i.e., 0.9, 1.96, and 7 TeV) can be corrected separately to arrive at an expectation for the 2.76 TeV cross section. The three independent interpolations based on NLO-corrected $x_T$ scaling are shown as solid blue lines in the upper panel of Fig. 6b. The combined ‘best estimate’ (shown as a shaded band) has an associated uncertainty that covers the deviations of up to 12% observed by varying the factorisation scale from $\mu = 0.5 p_T$ to $\mu = 2.0 p_T$ for each of the three collision energies. The error band is expanded below $p_T \approx 8$ GeV/$c$ to include the full difference between the 1.96 and 7 TeV results, since the evolution of the spectra below this value — corresponding to $x_T = 0.0023$ (7 TeV), 0.0082 (1.96 TeV), and 0.018 (0.9 TeV) — is no longer consistently described by $x_T$ scaling and the NLO-based corrections. In addition to the 12% contribution from the uncertainty on the NLO-based correction, the final uncertainty on
the interpolated cross section has an additional component to account for possible correlations in the luminosity uncertainty between the three measurements. This term, taken as equal to the smallest individual uncertainty (4%), is added in quadrature.

The direct interpolation of cross sections at a fixed value of $p_T$ is done using CDF measurements at $\sqrt{s} = 0.63, 1.8$ and 1.96 TeV [4, 5, 17], the new CMS measurements at $\sqrt{s} = 0.9$ and 7 TeV, as well as an earlier result at $\sqrt{s} = 2.36$ TeV [24]. The latter measurement is converted to a differential cross section assuming the total inelastic cross section of 60.52 mb from PYTHIA. At each energy, an empirical fit to the $p_T$ distribution is first constructed to provide a continuous estimation independent of different binning. Then, in arbitrarily small $p_T$ bins, these empirical fits are evaluated and the evolution of the cross section with $\sqrt{s}$ is parametrised by a second-order polynomial. Two examples of these fits are shown in Fig. 7a for $p_T = 3$ and 9 GeV/c. The uncertainty on the value of the fit evaluated at $\sqrt{s} = 2.76$ TeV is taken from the covariance matrix of the fit terms, with an additional 4% added in quadrature to account conservatively for any correlation in the luminosity uncertainty between the different measurements.
To arrive at a single interpolated spectrum over the full $p_T$ range, a linear combination of the two techniques is used with weights that vary linearly across the overlap range from $p_T = 5 \text{ GeV}/c$ (only direct interpolation at fixed $p_T$) to $p_T = 20 \text{ GeV}/c$ (only $x_T$ scaling with NLO-based residual correction). In the $p_T$ range where the two techniques overlap, the different methods agree to within their respective systematic uncertainties. (The fixed-$p_T$ interpolation value is typically around 8% lower than the $x_T$ interpolation.) The resulting predicted 2.76 TeV differential cross section is shown in the upper panel of Fig. 7b, and its ratio with respect to various PYTHIA tunes at that centre-of-mass energy in the lower panel. The uncertainty on the predicted cross section, shown by the grey band in the lower panel, is the weighted sum (where applicable) of the uncertainties derived from the two methods described in the preceding paragraphs. Also shown in the lower panel of Fig. 7b is the ratio of the predicted 2.76 TeV cross section to that found by simply scaling the CMS measured 7 TeV result by the expected 2.75 TeV to 7 TeV ratio from NLO calculations [42]. The interpolation used in the recent ALICE publication [13] is a few percent lower than the result quoted in this paper, but consistent within the respective systematic uncertainties. The behavior of the various generators compared to the interpolated 2.76 TeV cross section is broadly similar to the 0.9 TeV invariant yields presented in Fig. 7b. The ProQ20 tune agrees most closely (within 15%) with the interpolated cross section above 2 GeV/$c$. Future analysis of a recently recorded 2.76 TeV pp collision sample will provide verification of this result and a reduction in the systematic uncertainties.

10 Summary

In this paper, measurements of the phase-space-invariant differential yield $E d^3N_{ch}/dp^3$ at $\sqrt{s} = 0.9$ and 7 TeV have been presented for primary charged particles, averaged over the pseudorapidity acceptance of the CMS tracking system ($|\eta| < 2.4$). The results have been shown to be in reasonable agreement with the previously published CMS measurements at $\sqrt{s} = 0.9$ and 7 TeV [24, 34] and, except for the surplus of tracks at very low transverse momentum, with PYTHIA leading-order pQCD. The 7 TeV data are most consistent with PYTHIA8, which agrees at the 10% level over the full $p_T$ range of the measurement. In contrast, the 0.9 TeV data are considerably better described by the ProQ20 tune. Additionally, the consistency of the 0.9 and 7 TeV spectra has been demonstrated with an empirical $x_T$ scaling that unifies the differential cross sections from a wide range of collision energies onto a common curve. Furthermore, within the theoretical uncertainties of the NLO calculations, the residual breaking of $x_T$ scaling above $p_T \approx 8 \text{ GeV}/c$ is consistent between the measured cross sections and the NLO calculations.

This result has removed a large uncertainty from an important ingredient of existing and future PbPb measurements, namely the pp reference spectrum corresponding to the energy of the 2010 PbPb run: 2.76 TeV per nucleon. By employing a combination of techniques to interpolate between the results presented here at $\sqrt{s} = 0.9$ and 7 TeV, including information from existing CDF measurements at $\sqrt{s} = 0.63$, 1.8, and 1.96 TeV, a pp reference at $\sqrt{s} = 2.76 \text{ TeV}$ has been constructed over a large range of transverse momentum ($p_T = 1–100 \text{ GeV}/c$) with systematic uncertainties of less than 13%.
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Study of high-$p_T$ charged particle suppression in PbPb compared to pp collisions at $\sqrt{s_{NN}} = 2.76$ TeV

The CMS Collaboration

Abstract

The transverse momentum spectra of charged particles have been measured in pp and PbPb collisions at $\sqrt{s_{NN}} = 2.76$ TeV by the CMS experiment at the LHC. In the transverse momentum range $p_T = 5–10$ GeV/$c$, the charged particle yield in the most central PbPb collisions is suppressed by up to a factor of 7 compared to the pp yield scaled by the number of incoherent nucleon-nucleon collisions. At higher $p_T$, this suppression is significantly reduced, approaching roughly a factor of 2 for particles with $p_T$ in the range $p_T = 40–100$ GeV/$c$.
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1 Introduction

The charged particle spectrum at large transverse momentum ($p_T$), dominated by hadrons originating from parton fragmentation, is an important observable for studying the properties of the hot, dense medium produced in high-energy heavy-ion collisions. The study of the modifications of the $p_T$ spectrum in PbPb compared to pp collisions at the same collision energy can shed light on the detailed mechanism by which hard partons lose energy traversing the medium [1, 2], complementing recent studies of jet quenching and fragmentation properties using fully reconstructed jets [3, 4].

Using data collected by the Compact Muon Solenoid (CMS) experiment at the LHC, this paper presents measurements of charged particle yields as a function of $p_T$ and event centrality in PbPb collisions at a center-of-mass energy per nucleon pair $\sqrt{s_{NN}} = 2.76$ TeV. The PbPb charged particle spectra are compared to the corresponding $p_T$-differential cross sections measured in pp collisions at the same center-of-mass energy, a measurement that follows closely the analysis described in Ref. [5]. Charged tracks are measured in the pseudorapidity range $|\eta| < 1$, where $\eta = -\ln[\tan(\theta/2)]$, with $\theta$ the polar angle of the track with respect to the counterclockwise beam direction.

The measurements are motivated by lower-energy results [6–9] from the Relativistic Heavy Ion Collider (RHIC), where high-$p_T$ particle production was found to be strongly suppressed relative to expectations from an independent superposition of nucleon-nucleon collisions. This observation is typically expressed in terms of the nuclear modification factor,

$$R_{AA}(p_T) = \frac{d^2N_{ch}^{AA}/dp_T\,d\eta}{\langle T_{AA} \rangle \,d^2\sigma_{ch}^{pp}/dp_T\,d\eta},$$  \hspace{1cm} (1)

where $N_{ch}^{AA}$ and $\sigma_{ch}^{pp}$ represent the charged particle yield per event in nucleus-nucleus (AA) collisions and the charged particle cross section in pp collisions, respectively. In order to compare the yield of high-$p_T$ charged particles produced in PbPb and pp collisions, a scaling factor, the nuclear overlap function $T_{AA}$, is needed to provide a proper normalization at a given PbPb centrality. This factor is computed as the ratio between the number of binary nucleon-nucleon collisions $N_{coll}$ calculated from the Glauber model of the nuclear collision geometry [10], and the inelastic nucleon-nucleon (NN) cross section $\sigma_{inel}^{NN} = 64 \pm 5$ mb at $\sqrt{s} = 2.76$ TeV [11]. It can be interpreted as the NN-equivalent integrated luminosity per collision at any given PbPb centrality. The mean of the nuclear overlap function $\langle T_{AA} \rangle$, averaged over a given centrality bin, is used to determine the nuclear modification factor at that PbPb centrality.

In addition, the centrality dependence of the PbPb spectrum can also be examined through the $T_{AA}$-scaled ratio of spectra in central and peripheral bins,

$$R_{CP}(p_T) = \frac{(d^2N_{ch}^{AA}/dp_T\,d\eta)/(T_{AA})_{[central]}}{(d^2N_{ch}^{AA}/dp_T\,d\eta)/(T_{AA})_{[peripheral]}},$$  \hspace{1cm} (2)

In the absence of initial- and/or final-state effects on the PbPb $p_T$ spectrum, the factors $R_{AA}$ and $R_{CP}$ at high $p_T$ are unity by construction. However, as observed first at RHIC in 200 GeV AuAu collisions [6–9] and later by ALICE in 2.76 TeV PbPb collisions [12], the yield of $p_T \sim 5–10$ GeV/$c$ charged particles is suppressed in the most central heavy-ion collisions by up to a factor of five compared to that in pp collisions. The CMS measurement presented in this paper confirms these results with improved experimental uncertainties and extends the measured transverse momentum range to 100 GeV/$c$. 

2 Data sample and analysis procedures

This measurement is based on $\sqrt{s_{\text{NN}}}=2.76$ TeV PbPb data samples corresponding to integrated luminosities of 7 $\mu$b$^{-1}$ and 150 $\mu$b$^{-1}$, collected by the CMS experiment in 2010 and 2011, respectively. The pp reference measurement uses a data sample collected in $\sqrt{s}=2.76$ TeV collisions in the 2011 LHC run, corresponding to an integrated luminosity of 230 nb$^{-1}$.

A detailed description of the CMS detector can be found in Ref. [13]. The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing an axial magnetic field of 3.8 T. Immersed in the magnetic field are the pixel tracker, the silicon strip tracker, the lead-tungstate crystal electromagnetic calorimeter (ECAL), and the brass/scintillator hadron calorimeter (HCAL). Muons are measured in gas ionization detectors embedded in the steel return yoke. The tracker consists of 1440 silicon pixel and 15 148 silicon strip detector modules and measures charged particle trajectories within the nominal pseudorapidity range $|\eta|<2.4$. The pixel tracker consists of three 53.3 cm long barrel layers and two endcap disks on each side of the barrel section. The innermost barrel layer has a radius of 4.4 cm, while for the second and third layers the radii are 7.3 cm and 10.2 cm, respectively. The tracker is designed to provide a track impact parameter resolution of about 100 $\mu$m and a transverse momentum resolution of about 0.7 (2.0)% for 1 (100) GeV/c charged particles at normal incidence ($\eta = 0$) [14]. The beam scintillator counters (BSCs) are located at a distance of 10.86 m from the nominal interaction point (IP), one on each side, and cover the $|\eta|$ range from 3.23 to 4.65. Each BSC is a set of 16 scintillator tiles. The BSC elements provide hit and coincidence rates with a time resolution of 3 ns and an average minimum ionising particle detection efficiency of 95.7%. The two steel/quartz-fibre hadron forward calorimeters (HF), which extend the calorimetric coverage beyond the barrel and endcap detectors to the $|\eta|$ region between 2.9 and 5.2, are used for further offline selection of collision events. For online event selection, CMS uses a two-level trigger system: a hardware level (L1) and a software-based higher level (HLT).

A sample of minimum bias events from PbPb collisions was collected, based on a trigger requiring a coincidence between signals in the opposite sides of either the HF or the BSCs. To ensure a pure sample of inelastic hadronic collision events, additional offline selections were performed. These include a beam-halo veto, based on the BSC timing, an offline requirement of at least 3 towers on each HF with an energy deposit of more than 3 GeV per tower, a reconstructed vertex, based on at least two pixel tracks with $p_T>75$ MeV/c, and a rejection of beam-scraping events, based on the compatibility of pixel cluster shapes with the reconstructed primary vertex. Further details can be found in Ref. [4].

The collision event centrality is determined from the event-by-event total energy deposition in both HF calorimeters. The distribution of this observable in minimum bias events from the 2010 data sample, shown in Fig. 1 (a), is used to divide the event sample into 40 centrality bins, each corresponding to 2.5% of the total inelastic cross section. Figure 1 (b) shows the distribution of events according to centrality bin, which is flat by construction for the minimum bias selection, except in the most peripheral events where the trigger and offline event selection are no longer fully efficient. Figure 1 also shows the distributions of the total HF energy and of the cross-section fraction for the events selected by single-jet triggers with calibrated transverse energy thresholds of $E_T=65$ GeV (Jet65) and 80 GeV (Jet80) from the 2011 data samples. The reconstruction of calorimeter-based jets in heavy-ion collisions in the online trigger as well as in the offline analysis is performed with an iterative cone algorithm modified to subtract the soft underlying event on an event-by-event basis [15]. The overall selection efficiency is estimated to be $(97 \pm 3)\%$ based on Monte Carlo (MC) simulations [4]. For the pp analysis, there is an uncertainty from the estimated number of additional collision interactions in a given beam...
crossing (i.e., “event pile-up") in addition to the uncertainties from the event selection efficiency. For the PbPb analysis, the uncertainty due to the event pile-up fraction is negligible (<0.1%).

For this analysis, the events are analyzed in six centrality bins: 0–5% (most central), 5–10%, 10–30%, 30–50%, 50–70%, and 70–90% (most peripheral). Details of the centrality determination are described in Ref. [4].

The event centrality, specified as a fraction of the total inelastic cross section, can be related to properties of the PbPb collisions such as the number of nucleons undergoing at least one inelastic collision (\(N_{\text{part}}\)) and the total number of binary nucleon-nucleon collisions (\(N_{\text{coll}}\)). The calculation of these properties is based on a Glauber model of the incoming nuclei [10] and studies of bin-to-bin smearing, caused by finite resolution effects and evaluated using fully simulated and reconstructed MC events [4]. The mean and r.m.s. of the \(N_{\text{part}}\), \(N_{\text{coll}}\), and \(T_{\text{AA}}\) distributions, along with their corresponding systematic uncertainties, are listed in Table 1 for the six centrality bins used in this analysis. The uncertainties on the centrality variables are derived from propagating the uncertainties on the event selection efficiency and on the parameters of the Glauber model.

In order to extend the statistical reach of the \(p_T\) spectra in the highly prescaled minimum bias sample, data recorded in 2011 by unprescaled single-jet triggers, Jet65 and Jet80, are included in the analysis. The jet \(E_T\) thresholds in the trigger are applied after subtracting the contribution from the underlying event and correcting for the calorimeter response. Transverse energy distributions of the most energetic reconstructed jet with \(|\eta| < 2\), referred to as the leading jet, are shown in the upper panel of Fig. 2 (a) for the three samples (minimum bias, Jet65, and Jet80) as a function of corrected \(E_T\), and normalized per minimum bias event. The distribution for the Jet80 trigger has a peak in the low-\(E_T\) region as a consequence of stricter ECAL and HCAL noise elimination, as well as a tighter pseudorapidity requirement in the offline leading-jet selection than in the trigger. This feature is less prominent in the lower threshold Jet65 jet trigger because the rate of noise triggers relative to the rate of true jet triggers is smaller at lower jet \(E_T\). The lower panel in Fig. 2 (a) shows the trigger efficiency given by the ratio of each jet-triggered

---

**Figure 1:** (a) Probability distribution of the total HF energy for minimum bias events (black line), Jet65-triggered (blue-shaded region), and Jet80-triggered (red-shaded region) events. (b) Distribution of the events in bins of fractional cross section for minimum bias (black line), Jet65-triggered (blue-shaded region), and Jet80-triggered (red-shaded region) events. By convention, 0% denotes the most central events and 100% the most peripheral.
Table 1: The average number of participating nucleons ($N_{\text{part}}$), number of binary nucleon-nucleon collisions ($N_{\text{coll}}$), and nuclear overlap function ($T_{AA}$) for the centrality bins used in this analysis. The r.m.s. values give the spread over the centrality bins, which are expressed as fractions of the total inelastic PbPb cross section.

<table>
<thead>
<tr>
<th>Centrality bin</th>
<th>$\langle N_{\text{part}} \rangle$ (r.m.s.)</th>
<th>$\langle N_{\text{coll}} \rangle$ (r.m.s.)</th>
<th>$\langle T_{AA} \rangle$ (mb$^{-1}$)</th>
<th>r.m.s.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–5%</td>
<td>381 ± 2 (19.2)</td>
<td>1660 ± 130 (166)</td>
<td>25.9 ± 1.06 (2.60)</td>
<td></td>
</tr>
<tr>
<td>5–10%</td>
<td>329 ± 3 (22.5)</td>
<td>1310 ± 110 (168)</td>
<td>20.5 ± 0.94 (2.62)</td>
<td></td>
</tr>
<tr>
<td>10–30%</td>
<td>224 ± 4 (45.9)</td>
<td>745 ± 67 (240)</td>
<td>11.6 ± 0.67 (3.75)</td>
<td></td>
</tr>
<tr>
<td>30–50%</td>
<td>108 ± 4 (27.1)</td>
<td>251 ± 28 (101)</td>
<td>3.92 ± 0.37 (1.58)</td>
<td></td>
</tr>
<tr>
<td>50–70%</td>
<td>42.0 ± 3.5 (14.4)</td>
<td>62.8 ± 9.4 (33.4)</td>
<td>0.98 ± 0.14 (0.52)</td>
<td></td>
</tr>
<tr>
<td>70–90%</td>
<td>11.4 ± 1.5 (5.73)</td>
<td>10.8 ± 2.0 (7.29)</td>
<td>0.17 ± 0.03 (0.11)</td>
<td></td>
</tr>
<tr>
<td>50–90%</td>
<td>26.7 ± 2.5 (18.84)</td>
<td>36.9 ± 5.7 (35.5)</td>
<td>0.58 ± 0.09 (0.56)</td>
<td></td>
</tr>
</tbody>
</table>

distribution to that from the immediately looser selection. The Jet65 (Jet80) trigger becomes fully efficient above $E_T = 80$ (100) GeV. Following the procedure introduced in the analogous measurement of the charged particle spectra in 0.9 and 7 TeV pp collisions [5], the spectra for $|\eta| < 1.0$ are calculated separately in three ranges of leading-jet $E_T$, below 80 GeV, between 80 and 100 GeV, and above 100 GeV, each corresponding to a fully efficient trigger path, and then combined to obtain the final result. Figure 2 (b) shows the contributions from the three ranges to the combined spectrum. The lower panel of the figure compares the combined spectrum to the minimum bias spectrum alone, which is in good agreement within statistical uncertainties. As in the previous analysis [5], a $p_T$-dependent normalization uncertainty of 0–4% is assigned to this procedure of matching the spectra from the different triggered samples.

The reconstruction of charged particles in PbPb collisions, based on hits in the silicon pixel and strip detectors, is performed similarly to what is done in pp collisions [5, 16]. However, some criteria have been fine-tuned to cope with the challenges presented by the much higher hit density in central PbPb collisions. First, prior to track reconstruction, the three-dimensional primary vertex position is fitted from a collection of pixel-only tracks reconstructed with three hits in the pixel detector and extrapolating back to a region around the beam spot. Next, to reduce the random combinatorial background, track candidates are built from triplet seeds alone, consisting of hits in three layers of the pixel barrel and endcap detectors. The seeds from a restricted region within 2 mm of the primary vertex are constructed with a minimum $p_T$ of 0.9 GeV/c. Further selections are made on the normalized goodness-of-fit (i.e. $\chi^2$) of the track fit and on the compatibility of the fitted triplet seeds with the primary vertex, before propagating the seed trajectories through the strip tracker to build fully reconstructed tracks.

To improve the track reconstruction efficiency, two more iterations of the tracking are performed after removing hits unambiguously belonging to the tracks found in the first iteration. This procedure is based on the standard pp iterative tracking [16]. More efficient pp-based pixel-pair and triplet-track seedings are used in the second and third iterations, respectively. The tracks found in the later iterations are merged with the first-iteration tracks after removing any duplicate tracks, based on the fraction of shared hits. Lastly, the calorimeter (ECAL and HCAL) information is used to improve tracking efficiency at high $p_T (\geq 30 \text{ GeV}/c)$ by requiring looser quality criteria for tracks that are determined to be calorimeter compatible. This is possible because genuine charged hadron tracks with high $p_T$ are expected to leave large energy deposits in the calorimeter. Tracks are matched to the closest calorimeter cell in ($\eta$, $\phi$), where $\phi$
Figure 2: (a) Upper panel: Corrected transverse energy $E_T$ of leading jets with $|\eta| < 2$ for a minimum bias trigger and two jet triggers normalized to the number of selected minimum bias events $N_{\text{MB}}$. Lower panel: efficiency curves for the jet triggers with corrected energy thresholds of 65 and 80 GeV. (b) Upper panel: The three trigger contributions to the charged particle transverse momentum spectrum and their sum (filled circles) for the 0–5% most central events. Open squares show the minimum bias spectrum for all values of leading-jet $E_T$. Lower panel: the ratio of the combined spectrum to the minimum bias spectrum.
is the azimuthal angle of the track. A track is determined to be compatible with the matched calorimeter cell if the sum of the transverse energy measured by the ECAL and HCAL cells is above a minimum fraction (30%) of the track transverse momentum. Finally, tight quality criteria are imposed for tracks that are incompatible with their matched calorimeter cell energy. These include requirements of at least 13 hits on the track (counting stereo strip layers separately), a relative momentum resolution of less than 5%, a normalized $\chi^2$ of less than 0.15 times the number of hits, and transverse and longitudinal impact parameters of less than three times the sum in quadrature of the uncertainties on the impact parameter and the corresponding vertex position.

Each track is weighted by a factor that accounts for the geometrical acceptance of the detector, the efficiency of the reconstruction algorithm, the fraction of the tracks for which a single charged particle is reconstructed as more than one track, the fraction of tracks corresponding to non-primary charged particles, and the fraction of misidentified tracks that do not correspond to any charged particle. These correction factors are applied differentially as functions of pseudorapidity, transverse momentum, transverse energy of the leading jet, and event centrality. The various correction terms are estimated based on simulated minimum bias PbPb events from the HYDJET \cite{17} generator. To improve the statistical precision of the correction factors at high $p_T$, HYDJET MC samples are also mixed at the level of simulated hits with dijet events generated with different settings of the hard-scattering scale ($\hat{p}_T = 30, 50, 80, 110$, and $170 \text{ GeV}/c$) from PYQUEN \cite{17}, a generator for the simulation of rescattering as well as radiative and collisional energy loss of hard partons in heavy-ion collisions.

Before applying the tight quality selections on the reconstructed tracks, the charged particle reconstruction efficiency is studied by inserting simulated pion tracks or PYQUEN dijet events into two different background samples: (i) simulated minimum bias HYDJET events by mixing GEANT4 \cite{18} detector hits, and (ii) PbPb data events by combining the raw digitized detector signals. The efficiencies estimated by these two methods agree within 3.0–5.7% in the range $1 < p_T < 100 \text{ GeV}/c$. Due to limitations in the data-mixing technique, the two cannot be compared on an equal footing after applying all of the quality cuts, in particular those involving the consistency of a track with the primary vertex. However, it is possible to ensure that the distributions on which the selections are made (i.e. the $\chi^2$ of the track fit, the distance of closest approach between track and vertex, the number of hits in the silicon pixel and strip detectors) are consistent between the data and the MC simulations, both as a function of $p_T$ and event centrality. To this end, an additional series of checks is performed by varying the requirements imposed during the track selection and in the determination of the corresponding MC-based corrections. The resulting variations in the corrected results are within the quoted systematic uncertainties.

The fraction of misidentified tracks estimated from simulated events for each leading-jet $E_T$ sample as a function of track $p_T$ is checked against an estimate from data that uses the sidebands of the impact parameter distributions. Studies of simulated events reveal that, at low $p_T$ and in peripheral events (e.g. 50–90%), the sidebands are dominated by secondaries and products of weak decays because of their displaced vertex positions. However, in central events (e.g. 0–5%) and at high $p_T$ they are mostly misidentified tracks. Based on varying the functional form of the sideband extrapolation under the peak from correctly reconstructed primary tracks, a 2.5–4.0% systematic uncertainty is quoted for the fraction of misidentified tracks remaining after all selection cuts. An additional check is performed for tracks with $p_T$ above 10 GeV/c to correlate the reconstructed track momentum with the energy deposited in the ECAL and HCAL. The fraction of high-$p_T$ tracks with an atypically small amount of energy deposited in the calorimeters is consistent with the quoted uncertainty on the misidentification rate.
The tendency for finite bin widths and finite transverse-momentum resolution to deform a steeply falling $p_T$ spectrum is corrected for in the analysis of the pp spectrum [5]. The higher occupancy in PbPb events than in pp events has negligible effect on the momentum resolution. The resulting 3.0% systematic uncertainty is dominated by the uncertain shape of the momentum spectrum at high $p_T$. For the $R_{AA}$ and $R_{CP}$ measurements, a 2.0% systematic uncertainty is quoted after subtracting the correlated uncertainty between the PbPb and pp $p_T$ spectra, or between the central and peripheral PbPb $p_T$ spectra. A summary of all the contributions to the systematic uncertainty affecting the PbPb and pp $p_T$ spectra, and the resulting $R_{AA}$ and $R_{CP}$ values, is given in Table 2.

Table 2: Summary of the various contributions to the systematic uncertainties affecting the PbPb and pp $p_T$ spectra, and the nuclear modification factors $R_{AA}$ and $R_{CP}$.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty [%]</th>
<th>PbPb</th>
<th>pp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Track reconstruction efficiency</td>
<td>3.0–5.7</td>
<td>2.2–3.6</td>
<td></td>
</tr>
<tr>
<td>Non-primary and misidentified tracks</td>
<td>2.5–4.0</td>
<td>1.0–3.2</td>
<td></td>
</tr>
<tr>
<td>Momentum resolution and binning</td>
<td>3.0</td>
<td>0.3–2.7</td>
<td></td>
</tr>
<tr>
<td>Normalization of jet-triggered spectra</td>
<td>0.0–4.0</td>
<td>0.0–6.0</td>
<td></td>
</tr>
<tr>
<td>Event selection</td>
<td>3.0</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>Pile-up estimation</td>
<td>&lt;0.1</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>Total for $p_T$ spectra</td>
<td>5.8–9.1</td>
<td>4.4–9.0</td>
<td></td>
</tr>
<tr>
<td>Luminosity</td>
<td>–</td>
<td>6.0</td>
<td></td>
</tr>
<tr>
<td>$T_{AA}$ determination</td>
<td>4.1–18.0</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Total for $R_{CP}$</td>
<td>6.7–20.0</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Total for $R_{AA}$</td>
<td>9.9–23.0</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

3 Results

The charged particle invariant differential yield $(E \, d^3N_{ch}/dp^3)$ averaged over the pseudorapidity $|\eta| < 1.0$ in pp collisions is shown in Fig. 3 (a). The invariant and $p_T$-differential pp cross section is obtained by normalizing the corresponding yield by the integrated luminosities described in Refs. [19, 20]. Also shown in Fig. 3 (a) are various generator-level predictions from the PYTHIA MC [21] for different tunes [22–25], and the ratios of the data to the various MC predictions. The pp measurement is also compared to the empirical global power-law scaling prediction [26] with an exponent $n = 4.9$ determined from the previous CMS measurements [5] by plotting $(\sqrt{s})^{n=4.9} E \, d^3\sigma/\, dp^3$ versus the scaling variable $x_T = 2p_T/\sqrt{s}$, as shown in Fig. 3 (b).

The pp measurement at $\sqrt{s} = 2.76$ TeV is consistent with the global power-law fit established in Ref. [5]. The next-to-leading-order (NLO) prediction [26] for $\sqrt{s} = 2.75$ TeV overestimates the measured cross section by almost a factor of two, as shown in Fig. 3 (b).

The PbPb spectrum is shown for six centrality bins and compared to the measured pp reference spectrum, scaled by the nuclear overlap function, in Fig. 4. For easier viewing, several sets of points have been scaled by the arbitrary factors given in the figure. By comparing the PbPb measurements to the dashed lines representing the scaled pp reference spectrum, it is clear that the charged particle spectrum is strongly suppressed in central PbPb events compared to pp, with the most pronounced suppression at around 5–10 GeV/$c$. 
Figure 3: (a) Upper panel: Invariant charged particle differential yield for $|\eta| < 1.0$ in pp collisions at $\sqrt{s} = 2.76$ TeV compared with the predictions of four tunes [22–25] of the PYTHIA MC generator and with the CMS interpolated spectrum using data at 0.9 and 7 TeV [5]. Lower panel: the ratio of the measured spectrum to the predictions of the four PYTHIA tunes and to the interpolated spectrum. The grey band corresponds to the statistical and systematic uncertainties of the measurement added in quadrature. (b) Upper panel: Inclusive charged particle invariant differential cross sections, scaled by $(\sqrt{s})^{4.9}$, for $|\eta| < 1.0$ as a function of the scaling parameter $x_T$ for CMS data at 0.9 and 7 TeV [5] and this analysis at 2.76 TeV. The result is the average of the positive and negative charged particles. Lower panel: ratios of the differential cross sections measured at 0.9, 2.76, and 7 TeV to those predicted by NLO calculations [26]. The bands show the variations in the predictions when changing the factorization scales from 0.5 to 2.0 $p_T$. 
Figure 4: Upper panel: Invariant charged particle differential yield in PbPb collisions at 2.76 TeV in bins of collision centrality (symbols), compared to that of pp at 2.76 TeV, normalized by the corresponding pp invariant cross sections scaled by the nuclear overlap function (dashed lines). The spectra for different centrality bins have been scaled by the arbitrary factors shown in the figure, for easier viewing. The statistical uncertainty is smaller than the marker size for most of the points. Lower panel: The average relative systematic uncertainties of the PbPb differential yields for the 0–10% and 10–90% centrality intervals, as a function of $p_T$.

The nuclear modification factor $R_{AA}$ is constructed according to Eq. (1) by dividing the PbPb $p_T$ spectrum for each centrality range by the scaled pp reference spectrum (i.e. the filled points by the dashed lines in Fig. 4). It is presented as a function of $p_T$ in Fig. 5 for each of the six centrality bins. The yellow boxes around the points show the systematic uncertainties, including those from the pp reference spectrum, listed in Table 2. An additional systematic uncertainty from the $T_{AA}$ normalization, common to all points and also listed in Table 2, is displayed as the shaded band around unity in each plot. The statistical uncertainties do not increase monotonically as a function of $p_T$, as seen most prominently in the peripheral bins, as a consequence of combining the highly prescaled minimum bias sample with the two unprescaled jet triggers, as discussed in Section 2. In the most peripheral events (70–90%), a moderate suppression of about a factor of 2 ($R_{AA} \approx 0.6$) is observed at low $p_T$, with $R_{AA}$ rising slightly with increasing transverse momentum. The suppression becomes more pronounced in the more central collisions, as expected from the increasingly dense final-state system and longer average path-
Figure 5: Nuclear modification factor $R_{AA}$ (filled circles) as a function of $p_T$ for six PbPb centralities. The error bars represent the statistical uncertainties and the yellow boxes represent the $p_T$-dependent systematic uncertainties. An additional systematic uncertainty from the normalization of $T_{AA}$ and the pp integrated luminosity, common to all points, is shown as the shaded band around unity in each plot.

lengths traversed by hard-scattered partons before fragmenting into final hadrons. In the 0–5% centrality bin, $R_{AA}$ reaches a minimum value of about 0.13 at $p_T = 6–7$ GeV/c. At higher $p_T$, the value of $R_{AA}$ rises and levels off above 40 GeV/c at approximately 0.5. A rising $R_{AA}$ may simply reflect the flattening of the unquenched nucleon-nucleon spectrum at high $p_T$ if one assumes a constant fractional energy loss, although the magnitude of the rise varies among the different theoretical models.

The $T_{AA}$-scaled ratio of spectra in central and peripheral bins, $R_{CP}$, is constructed according to Eq. (2). The peripheral interval used for the normalization is chosen as the combined 50–90% centrality bin to improve the statistical precision at high $p_T$. This approach removes the 4.4–9.0% systematic uncertainty from the pp reference. Also part of the $T_{AA}$ uncertainties is correlated between centrality bins and cancels out in the $R_{CP}$ ratio. The resulting values of $R_{CP}$ for the four most central bins are shown in Fig. 6. The statistical uncertainty of $R_{CP}$ does not increase monotonically with $p_T$ for the same reasons as mentioned for $R_{AA}$. As in the measurement of $R_{AA}$, the $R_{CP}$ results show that the $p_T$ spectra in central PbPb collisions are significantly suppressed compared to peripheral collisions.

The evolution of the nuclear modification factor with center-of-mass energy, from the SPS [27, 28] to RHIC [29, 30] and then to the LHC [12], is presented in Fig. 7. Note that RHIC results are shown for both neutral pions and charged hadrons, the latter being less suppressed below $p_T \approx 8$ GeV/c [29, 30] possibly due to parton recombination processes that enhance proton
production and thus the overall yield of charged hadrons [31]. Below \( p_T \approx 10 \text{ GeV}/c \), charged hadron production at the LHC is found to be about 50% more suppressed than at RHIC, and has a similar suppression value as for neutral pions measured by PHENIX [29].

The CMS measurement of \( R_{AA} \) presented in this paper for the 0–5% centrality interval is compared to the ALICE result [12] in Fig. 7. Note that the pp spectrum measured by CMS at \( \sqrt{s} = 2.76 \text{ TeV} \) is roughly 5–15% higher than the ALICE spectrum obtained by interpolating their 0.9 and 7 TeV spectra [12]. The two \( R_{AA} \) results are in agreement within their respective statistical and systematic uncertainties.

The high-\( p_T \) measurement of \( R_{AA} \) from this analysis, up to \( p_T = 100 \text{ GeV}/c \), is also compared to a number of theoretical predictions, for the LHC design energy of \( \sqrt{s_{NN}} = 5.5 \text{ TeV} \) (PQM [32] with medium transport-coefficient \( \langle \hat{q} \rangle = 30–80 \text{ GeV}^2/\text{fm} \) and GLV [33, 34] for various values of the medium gluon pseudorapidity density \( dN_g/dy \)) and for the actual collision energy of \( \sqrt{s_{NN}} = 2.76 \text{ TeV} \) (ASW [35, 36] and YaJEM [37] including a model for elastic energy loss parameterized with the \( P_{esc} \) variable). While most models predict the generally rising behavior of \( R_{AA} \) that is observed in the data at high \( p_T \), the magnitude of the predicted slope varies greatly between models, depending on the assumptions for the jet-quenching mechanism. The new CMS measurement presented here should help in constraining the quenching parameters used in these models and improve the understanding of parton energy loss in a hot and dense medium.
4 Summary

Measurements of the charged particle transverse momentum spectra have been presented for $\sqrt{s_{NN}} = 2.76$ TeV pp and PbPb collisions. The results for the PbPb collisions have been compared to the measured pp $p_T$ spectrum scaled by the corresponding number of incoherent nucleon-nucleon collisions. The high-$p_T$ yields in central PbPb collisions are significantly suppressed when compared to peripheral PbPb and pp collisions. In the range $p_T = 5–10$ GeV/$c$, the suppression is stronger than that seen at RHIC. Beyond 10 GeV/$c$, both $R_{AA}$ and $R_{CP}$ show a rising trend, as already suggested by data from the ALICE experiment, limited to $p_T = 20$ GeV/$c$. The CMS measurement, with improved statistical precision, clearly shows that this rise continues at higher $p_T$, approaching a suppression factor $R_{AA} \approx 0.5–0.6$ in the range 40–100 GeV/$c$. The overall $p_T$ dependence of the suppression can be described by a number of phenomenological predictions. The detailed evolution of the $R_{AA}$ rise from 6 to 100 GeV/$c$ depends on the details of the models. Together with measurements of high-$p_T$ charged hadron azimuthal anisotropies, inclusive jet spectra, fragmentation functions, and dijet transverse energy balance,
this measurement of the nuclear modification factors as a function of $p_T$ and collision central-
ity should help elucidate the mechanism of jet quenching and the properties of the medium
produced in heavy-ion collisions at collider energies.
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